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To the vary large extent, the success of the Symposium was due to enthusiastic response of many 
scientists from all over the world to whom the Symposium Organizing Committee extends many tanks. 

More then 170 scientists from 23 countries submitted the abstracts of their reports to the 
International Scientific Committee (ISC) of the Symposium. The ISC selected 223 scientific reports for the 
presentations. The abstracts of these reports and the Scientific Programme of the Symposium were 
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just before the beginning of the meeting. 

About 126 participants from 21 countries presented their reports at the Symposium. 

The distribution of these participants among the countries was as follows: 

1. 
2. 
3. 
4. 
5. 

6. 
7. 
8. 
9. 
10. 
11. 
12. 
13. 
14. 
15. 
16. 
17. 
18. 
19. 
20. 
21. 

Russian Federation 
Ukraine 
United States of America 
France 
United Kingdom of Great 
Britain & Northern Ireland 
Germany 
Belgium 
Japan 
Bulgaria 
Norway 
Spain 
Brazil 
Canada 
Italy 
Israel 
Republic of Korea 
Netherlands 
Poland 
South Africa 
Turkey 
Uruguay 

72 
12 
7 
5 

5 
3 
3 
3 
2 
2 
2 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 

iv 

.I __._.__.. _._^ --.ll._l..--” _ .___. ..-^ _ __ ._... I. -_e_. __~ - . .._-. _. 





PREFACE 

This volume contains a selection of papers presented at the International Symposium “Oceanic Fronts and 
Related Phenomena” (ISOFRP) held in Pushkin, Saint Petersburg (18-22 May 1998). The Symposium 
commemorated Professor Konstantin N. Fedorov, a towering figure of the oceanic fronts research. The 
Symposium was dedicated to the program for the 1998 International Year of the Ocean. It was organized by 
the P.P. Shirshov Institute of Oceanology and the Russian State Hydrometeorological University with the help 
of the Russian Oceanographic Society. The smooth running of the Symposium was due to the support of the 
Ministry of Science and Technologies of Russia, Russian Foundation for Basic Research, Intergovernmental 
Oceanographic Commission (IOC) of UNESCO, Scientijic Committee on Oceanic Research (SCOR) of the 
International Council of Scientific Unions and of the DG-XII of the European Commission. 

More than 130 scientists from 21 country participated in the meeting with keynote lectures, oral and poster 
presentations. It was a good opportunity to discuss the oceanic fronts problems by many scientijic leaders, 
young scientists, and students. The Symposium’s sessions covered topics of 

the dynamics and structure of the oceanic fronts; 
the upper ocean as a boundary layer in the ocean-atmosphere system: 
the oceanic coherent structures (eddies, vertical dipoles, 
lenses, jets) and their role in mixing and transport; 
the biochemistry of oceanicfionts; 
the flow dynamics and theJEonts in straits and channels; 
the oceanic thermohalinefine structure (intrusions, double dt&sion, 
small-scale turbulence), the internal waves, and the mixing processes; 
exchange processes andfionts in coastal zone and marginal seas. 

The Volume of the Collected Papers contains more than 90 selected papers. The selection of the papers 
illustrates the progress in the research of the oceanic j?onts and related phenomena. The volume covers 
various issues of laboratory experiments, field observations, remote sensing, and numerical modeling. It is 
hoped that this publication will encourage those scientists with particular interests in any of these topics to 
explore the oceanicjronts in more detail. It ts also hoped that this publication will stimulate regular discussion 
on the oceanicponts. 

The Organizing Committee is very thanvul to all of the authors who found time to prepare and submit the 
manuscripts and to all of the volunteers who kindly helped to edit and to publish this volume. The thanks are 
extended to the Intergovernmental Oceanographic Commission (IOC) of UNESCO, andparticularly, to Dr. 
Iouri Oliounine and Mr. Patrice Bonedfor the opportunity to publish this volume in a series of the UNESCO 
Workshop Reports and comprehensive support. 

Andrei G. Zatsepin 
Chairman, ISOFRP 

Alexander G. Ostrovskii 
ScientiJic Secretary, ISOFRP 
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Konstantin N. Fedorov 
(1927 - 1988) 

Konstantin Fedorov iyas born in Leningrad (Saint-Petersburg) in the family with strong intellectual 
traditions. His maternal relatives belonged to the cultural establishment of Russian society of 18- 19 centuries. 
Ancestors of some of them moved to St.-Petersburg, the former capital of Russia, from western Europe during 
the Peter the Great reign or soon after that. His great-grandfather Ya. K. Grot was an Academician and 
grandfather K. Ya. Grot a Corresponding Member of Russian Academy of Sciences, both the experts in Russian 
literature. His father was an electrical engineer and his mother - editorial supervisor of Publishing house of 
Academy of Sciences of the USSR. 

During World War II Konstantin was evacuated to the countryside. After return to Leningrad he 
graduated from S.O. Makarov Arctic Marine Institute and entered research studentship of P.P. Shirshov Institute 
of Oceanology in Moscow where in 1955 he earned a Ph.D. in physical oceanography under the guidance of Prof. 
V.B. Shtockman. In 1958 and 1959 he received a UNESCO grant for postdoctoral studies at the University of 
Liverpool and the Imperial College in London. From 196 1 to 1969 he served at the Intergovernmental 
Oceanographic Commission (IOC) of UNESCO in Paris, being Secretary of the Commission from 1963 to 1969. 

Upon returning to Moscow, he continued the work in P.P. Shirshov Institute. In 1973 he maintained his 
professorship thesis and from 1974 to 1988 headed Laboratory and Department of experimental and satellite 
oceanology. In 1987 he was elected as a Corresponding member of the Academy of Sciences of the USSR and 
became also a Deputy director of P.P. Shirshov Institute on Physical Oceanography Division. He was on the peak 
of scientific and administrative career when suddenly ceased to be. 

His scientific work started with studies of the wind-driven circulation, but closest to his heart were 
problems concerning finestructure and mixing in the ocean. From his early paper of 1967, written jointly with 
Henry Stommel on small-scale structure near Timor and Mindanao, to his 1978 book “The Thermohaline 
Finestructure of the Ocean” (Russian edition appeared in 1976) and to the 1986 book “The Physical Nature and 
Structure of Oceanic Fronts” (Russian edition of 1983) and 1992 book “The Near-surface Layer of the Ocean” 
(Russian edition of 1988) co-authored with his wife Anna Ginzburg, he produced a long line of scientific 
accomplishments and publications on the topics of the thermohaline fmestructure, convection, temperature 
inversions, intrusion processes, transformation of water masses and coherent motions in the ocean. While he also 
dealt with laboratory experiments and satellite-borne data, most of his research was related to ship observations, 
with much of the data obtained during his numerous cruises on research vessels. 

His productive work as a leader of numerous research projects was successfully combined with 
substantial service to the international oceanographic community. From 1976 to 1980 he was president of the 
Scientific Committee on Oceanic Research (SCOR) and then served as Past-president of SCOR until 1988. He 
was also Chairman of SCOR Working Group 69, “Small-Scale Turbulence and Mixing in the Ocean”, which 
successfully finished its job in 1988. 

Konstantin Fedorov was a widely talented man. Besides his professional work, he was fascinated by 
poetry (the book of his verses and translations of foreign poetry was recently published in Russia), painting, 
carving and even cooking. It’s regretful that usually he was so busy with numerous duties that had no time to f&ill 
his various interests. Only on the research vessels, during long sea passages, he was able to do that more or less 
freely. He was a committed Scientist whose contribution to physical oceanography considerably expanded our 
understanding of mixing processes in the ocean. 

He was one of key persons in international marine science during almost three decades, drawing together 
intergovernmental and non-governmental organizations and promoting the scientific communication between east 
and west. 

. . . 
Vlll 

-- _ .-“--- - 



KONSTANTIN N. FEDOROV 



Oceanic Fronts and Related Phenomena (Xonstantin Fedorov Memorial Symposium), Pushkin, 1998 

TABLE OF CONTENTS 

Preface. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . , . . . . . . . . . . . . . . . . . . . . . . . 
Page 

vii 

ix Konstantin N. Fedorov . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

OPENING SPEECH . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1 

SCIENTIFIC PAPERS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

Aleynik D.L., B.N. Filyushkin E.A. Plakhin: Generation of the Mediterranean Lenses on the Continental 
SlopeoftheGulfofCadiz . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

Anisimova E.P., I.V. Petrenko, A.A. Speranskaya, S.N. Dikarev, O.A. Speranskaya: Self-organization 
of the Water-Air Boundary Layer in the Conditions of Free Convective Movement . . . _.. 

Amoux-Chiavassa S., P. Broche, J.L. Devenon, N. Durand, A. Fiandrino, P. Forget, P. Fraunie, S. 
Ouillon, V. Rey: Dispersion of Suspended Matter in a Supercritical River Plume Discharging in 
a Microtidal Sea: An Integrated Approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

Blokhina N.S., A.E. Ordanovich, O.V. Kravchenko: Langmur Circulations as Coherent Structures . . . . . . 
Bogorodsky P.V.: Onset of Thermohahne Convection in Sea Ice . . . . . . . . . . . . . . . . . . . .i . . . . . . 
Boubnov B.M., P. B. Rhines: Laboratory Experiments on Convection in Coastal Seas and Large Lakes.. . 
Bouruet-Aubertot P., C. Koudella, C. Staquet, K. B. Winters: Vertical Eddy Diffusivity Induced by 

Breaking Internal Gravity Waves: A Comparison Between Particle Dispersion and Diapycnal 
Diffusive Flux. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

Bowman M.J., D.E. Dietrich, B.G. Sanderson: Nonlinear Interactions of East Australian Current 
Eddies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

Buongiomo Nardelli B., E. Salusti: On Criteria for Forming Dense Water and its Application to the 
Mediterranean Sea . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

Chashechkin Yu. D.: Internal Waves and Fronts in a Stratified Fluid . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
Chubarcnko B.V., I.P. Chubarenko: The Field Study of the Frontal Area Between Coastal Zone and the 

Vistula Lagoon (South-Eastern Baltic) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
Debolskaya E.I. : Mathematical Model of Pollutant Propagation in North Tidal River Mouth . . . . . 
Debolskaya E.I., V.N. Zyryanov: Turbulent Structure of Open and Ice-covered Shallow Flow in a 

Channel . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
Didkovskii V., A. Semenov, A. Zatsepin: Mesoscale Currents Upon the Smooth Sloping Bottom and in 

the Presence of Ridges and Canyons . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
Dikarev S.N., S.G. Poyarkov, K. Korolkov: A Balance Model of the Upper Quasi-homogeneous Layer: 

The Black Sea Cited as an Example . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
Djenidi S., A.G. Kostianoy, N.A. Sheremet, A. Elmoussaoui: Seasonal and Intera.nnual SST Variability 

of the North-East Atlantic Ocean . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
Dmitrenko, I.; P. Golovin, V. Gribanov, H. Kassens: River Run-off Fronts in the Siberian Shelf Seas: 

Structure, Formation Mechanisms and Environmental Effects . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
Eldevik T., K.B. Dysthe: Short Frontal Waves: Can Frontal Instabilities Generate Small Scale Spiral 

Eddies? . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
Ehnoussaoui A., S. Djenidi, A.G. Kostianoy, J.M. Beckers, J.C.J. Nihoul: Circulation and Boundary 

Processes off Northwest Africa . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
Emelianov M.V., E. Gacia-Ladona, J. Font: Small-scale Processes Activity and Levantine Intermediate 

Water Characteristics in the Western Mediterranean Sea . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
Emelianov M.V., C. Millot, J. Font, I. Taupier-Letage: New Data on Levantine Intermediate Water 

Circulation in the Western Mediterranean Sea . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
Evdoshenko M.A.: On Some Sub-mesoscale Coherent Structures at the Steep Slope of Northwest Africa 

xi 

5 

11 

15 
22 
28 
34 

42 

48 

54 
60 

71 
77 

83 ’ 

89 

95 

99 

106 

112 

118 

126 

132 
138 



Oceanic Fronts and Related Phenomena (Konstantin Fedorovkfemorial Symposium), Pushkin, 1998 

Fernando H.J.S. : Convection in Rotating Fluids and its Geophysical Relevance ............................... 
Garrett C., M. Ott, R Dewey, K. Stansfield: Juan de Fuca Strait as a Fluid Dynamics Laboratory .......... 
Ginzburg A.I., A.G. Kostianoy, D.M. Soloviev, S.V. Stanichny: Mesoscale Dynamics in the Southeastern 

Black Sea ...................................................................................................... 
Ginzburg A.I., A.G. Kostianoy, A.G. Ostrovskii: Surface Circulation of the Japan Sea (Satellite Imagery 

andDr&rsData) ............................................................................................. 
Gogoberidze, G.G.; Karlin, L.N.; Kluikov, Ye. Yu.: Mathematical Modeling of the Near-Surface Layer 
Golovin P., I. Dmitrenko, H. Kassens, J. Holemann: Frazil Ice Formation Along the Upper Boundary of 

Seasonal Pycnocline and its Role in Glacial Marine Sedimentation in the Laptev Sea during 
Winterume . .................................................................................................... 

GreggM.C.: TurbulentMixingintheOcean ........................................................................ 
Gregoire M., J.-M. Beckers, J.C.J. Nihoul, E. Stanev: Coupled 3D Eddy-resolving General Circulation 

Model and Ecosystem Model Applied to the Black Sea. First Results ................................. 
Gritsenko V.A., A. A. Yurova: On the Evolution of a Pressure Field under a Separation of a Bottom 

Gravity Current from Bottom Slope ....................................................................... 
Gritsenko V.A., A.G. Kostianoy: On Numerical Modeling of Upwelling Filaments .......................... 
Hacker J.N., P.F. Linden, S.B. Dalziel: The Evolution of Forced Quasi-two-dimensional Vortices in a 

Stratified Fluid: Symmetries, Pattern Formation and Symmetry Breaking ............................ 
Ibraev R.A., E. Ozsoy, A.S. Sarkisyan, H.I. Sur: Seasonal Variability of the Caspian Sea Dynamics: 

Barotropic Motions Driven by Climatic Wind Stress and River Discharge ........................... 
Ivanov, A. Yu.; Grodsky, S.A.; Kudryavtsev, V.N.: Observations of the Gulf Stream Frontal Zone Using 

the ALMAZ- 1 Synthetic Aperture Radar ......... ....................................................... 
Ivanov L.I., S. Besiktepe: Black Sea Cold Intermediate Water Mass Volumetric Structure and its 

Variability ..................................................................................................... 
Kartashov AS.: Turbulent Flow as an Oscillatory System ...... ................................................. 
Kizner Z., D. Berson: Evolution of Barotropic and Baroclinic Mesoscale Eddies on the P-plane: 

Numerical Testing and Diagnostics of Exact Solutions ................................................... 
Kluikov Ye.Yu., P.P. Provotorov, K.B. Utkin: Analysis of Condition of Increasing and Decreasing 

DensityDuetoMixingofSeaWaterMasses .............................................................. 
Konyaev K.V., G.I. Kozoubskaia, A.J. Plueddemann, K.D. Sabinin: Internal Waves at the Barents Sea 

Polar Front ..................................................................................................... 
Korotaev G.K.: Significance and Physics of Frontal Eddies ................................................... 
Korotenko K.A.: Matter Transport in Meso-scale Oceanic Fronts of River Discharge Type ............. 
Kosarev A.N., A.V. Kouraev: Main Features of Fresh and Saline Waters Mixing Processes in the 

Northern Caspian Sea ..................................................................................... 
Kostianoy A.G., M. Astraldi, G.P. Gasparini, S. Vignudelli: Variability of the Sicilian Upwelling .... 
Koterayama W., J.-H. Yoon, A. Ostrovskii: Development of an Intelligent Towed Vehicle “Flying Fish” 

for Comprehensive Measurements of Physical and Chemical Properties and Examples of Data 
ObtainedintheJapanSea ................................................................................. 

Koziy L., V. Maderich N. Margvelashvili, M. Zheleznyak: Numerical Modelling of Seasonal Dynamics 
and Radionuclide Transport in the Kara Sea .............................................................. 

Kuzmina N.P., V.M. Zhurbas: Influence of Double Diffusion on Symmetrical Baroclinic Instability of 
Oceanic Fronts ................................................................................................. 

Liapidevskii V.Yu. : A Mathematical Model of Density Current on an Incline .................................. 
Lozovatsky I.D., H. J. S. Fernando: Turbulence in Stratified Patches on a Shallow Shelf ....................... 
Lutjeharms J.R.E. : Frontal Structures and Eddy Formation in the Greater Agulhas Current System ......... 
Madcrich V. S.: Two-layer Exchange Flows Through Long Straits With Sill ................................... 
Maximenko N.A., G.G. Panteleev, P.P. Niiler, T. Yamagata: Mean Surface Circulation in the North 

Western Pacific .............................................................................................. 

Page 

144 
150 

155 

162 
168 

174 
181 

186 

192 
198 

206 

212 

218 

226 
232 

238 

244 

248 
256 
268 

274 
279 

284 

296 

302 
308 
314 
320 
326 

332 

xii 



Oceanic Fronts and Related Phenomena (Konstantin Fedorov Memorial Symposium), Pushkin, 1998 

McClimans T.A., B.O. Johannessen, J.H. Nilsen: Laboratory Simulation of Fronts Between the Various 
Water Masses in the Kara Sea . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . , . . . . . . 

McCreary J.P. Jr., Peng Lu: Influence of the Indonesian Through Flow on the Circulation of Intermediate 
WaterinthePacificOcean . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

Mooers, C.N.K.; HeeSook Kang: Simulation of the Variability of the Subpolar Front and Jet in the Japan 
(East) Sea . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

Navrotsky V.V., V.V. Novotryasov: Inertial Motions and Internal Waves in the Ocean Frontal Zones . . 
Nelezin A.D.: Forecast Possibility of the Kuroshio Front Mean Position . . . . . . . . . . . . . . . . . . . . . 
Ostrovskii A.G., T. Setoh: Antarctic Circumpolar Wave and Oceanic Fronts . . . . . . . . . . . . . . . . 
Ovchirmikov I.M.: Formation and Dynamics of the Cold Intermediate Layer Determining the State of the 

Black Sea Ecosystem . . . . . . . . . . . . . . . . . . . . 
Ozsoy E., M.C. Gregg, H. Fohrmann, J.O. Backhaus: The Bosphorus Strait and its Shelf Outflow into 

the Black Sea: Experiments and Modeling . . . . . . . . . . . . . . . . . . . . 
Paka V.T., N.M. Stashchuk, V.I. Vlasenko, N.N. Golenko: Peculiarities of the Formation of the 

Thermohaline Water Structure in the Stolpe Channel of the Baltic Sea . . . . . . . . . . . . . . ._ 
Paka V.T., V.I. Vlasenko, N.M. Stashchuk, N.N. Golenko: Some Aspects of the Hydrophysical Fields 

Formation in the Gotland Deep of the Baltic Sea in Summer . . . . . . . . . . ._ 
Pelevin V.N., V.V. Rostovtseva: Chlorophyll and Other Natural Admixtures Concentrations Estimation 

in Sea Water of Different Types from Contact and Remote Sensing Data . . . . . . . 
Peneva E.L., E.V. Stanev: Gravity Currents Over Smooth and Rough Topography - Modeling Study on 

theMediterraneanOutflowintheBlackSea . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .._................. 
Plueddemann A.J., G.G. Gawarkiewicz, C.L. Harris: The Barents Sea Polar Front: Topographic Control 

and Seasonal Variability . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ._ 
Polonsky A., E. Voskresenskaya: Low-frequency Climate Variability Over the Eastern Europe as a Result 

of the North Atlantic and Pacific Changes . . . . . . . . . . . . . . . . . . . . . 
Polonsky A., E. Ostrovsky: On a Decadal Variability in the Coupled Ocean-atmosphere System over the 

North Atlantic Ocean . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
Ponomarev V.1,O.O. Trusenkova: Regular Dynamic Structures in the Japan/East Sea . . . . . . . . 
Poyarkov S.G., M.V. Emelianov: Peculiarities of the Thermohaline Structure and Variability of the St. 

Paul Island Coastal Front (the Bering Sea) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
Poyarkov S.G. : Mesoscale Frontal Structure in the Pribilof Region of the Eastern Bering Sea Shelf . . . . . 
Renouard D., J.-M. Baey: Experimental Study of the Stability Conditions for an Underwater Current . . 
Resnyansky Yu. D., A.A. Zelenko: The Response of the Upper Ocean to Synoptic Variations of 

Atmospheric Forcing: Immediate and Indirect Manifestations . . . . . . . . . . . . . . . . . . . . . . . . 
Ro Y,.J., J.C. Lee: Thermohaline and Current Structures of the Polar Front Along 134”E in the East 

(Japan) Sea . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
Samolyubov B.I., V.V. Kremenetskiy, A. A. Moya: Near-bottom and Intermediate Stratified Currents . 
Samolyubov B.I., A.V. Silaev, L.V. Silaeva: Heat and Suspended Particles Turbulent Transfer in Density 

currents . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
Samolyubov B.I., M.V. Sluev: Secondary Ignitive Flows and Internal Waves in Density Current . . . . . . . . . . 
Scott J.C., T. Sawyer, K. Kelly: Spatial and Temporal Variability Measurements in the Iceland-Faeroes 

Frontal Zone Using Towed Distributed Sensors and Remote Sensing . . . . . . . . . . . . . . . . . . . . . . . . . . . 
Sein D.V., J.O. Backhaus, P. Brandt, A. Izquierdo, B.A. Kagan, A. Rubino, L. Tejedor: Flow Exchange 

and Tidally Induced Dynamics in the Strait of Gibraltar Derived from a Two-layer, Boundary- 
fitted Coordinate Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

Severov D.N., V.A. Severova, M. Blanco: Some Aspects of SST Fronts Dynamics in the Southwestern 
Atlantic . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . , . . . . . . . . . . . . . . . . . . . . 

Shapiro G.I., T.M. Akivis, N.N. Pykhov, S.M. Antsyferov: Transport of Fine Suspended Matter in the 
Coastal Zone by Mesoscale Currents . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

xl11 

Page 

338 

349 

359 
367 
371 
375 

381 

386 

392 

398 

404 

410 

416 

422 

427 
433 

439 
446 
454 

460 

467 
473 

479 
485 

491 

497 

503 

509 



Oceanic Fronts and Related Phenomena (Konstantin Fedorov Memorial Symposium), Pushkin, 1998 

Shcherbina A.Yu., N.A. Maximenko: New Possible Mechanisms of the North Pacific hrterrnediate Water 
Formation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

Sherstyankin P.P., V.V. Khokhlov, L.N. Kuimova, N.G. Mehrik: Classification, Physical Nature and 
StructureofFrontsonLakeBaikal . . . . . . . . . . . . . . .._........................................................ 

Sklyarov V.E., A.V. Berezutskii: The Combined Hydrophysical and Acoustic Study of Therrnohaline 
Fine Structure in the Atlantic Ocean . . . . . . . . . . . . . . . . . . . _. 

Takematsu M., A.G. Ostrovskii, Z. Nagano: Wind Forcing and Deep Circulation in the Japan Sea . 
Tsarev V.: Three-dimensional Modeling of Bottom Dense Lens Evolution . . . . . . . . . . . . . . . . . . . . . . 
Tychensky A., X. Carton: Hydrological and Dynamical Characterization of Meddies in the Azores 

Region: Interaction with the Azores Current . . . . . . . . . . . . . 
Ullman D.S., P.C. Comillon, T.P. Mavor,: SST Fronts in Winter off the East Coast of North America 
Vasilieva V.V., O.D. Shishkina: Numerical and Experimental Modeling of a Pattern of Internal Waves 

Induced by a Drifbng Iceberg . . . . . . . . . . . . . . . . . . . . . 
Vinayachandran P.N., T. Yamagata: Cyclonic and Anti-cyclonic Vortices in the Eastern Indian Ocean 

DuringtheSummerMonsoon . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
Voropayev S.I., G.B. McEachem, D.L. Boyer, H.J.S. Fernando: Drifting Sand Ripples and Burial of 

Cobbles in Near-shore Zones . . . . . _ . . . . . . . 
Voropayev S.I., G.B. McEachem: Stem&&o Self-propagating Eddy . . . . . . . . . . . . . . . . . . 
Walczowski W.: The Arctic Front: Structure and Cross-Frontal Transport Processes . . . . 
Yakushev E.V., E.I. Debolskaya: Particulate Manganese as a Basic Factor of Oxidation of Hydrogen 

SulfldeinRedoxZoneoftheBlackSea . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
Yakushev E.V.: Modeling of Fine Hydrochemical Structure of the Zone of Contact of Oxic and Anoxic 

WatersintheBlackSea . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
Yurova A.A., V. A. Gritsenko: Novel Exact Solutions Describing the Evolution of Lenses Frontal 

Vorticity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
Zavialov P.O., 0.0. Moller Jr.: Modeling and Observations of Currents off Southern Brazil and Uruguay 

-TheRioGrandeCurrent . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .._............... 
Zavialov P.O., J.M. Absy: Low Frequency SST Variability in Southwestern Atlantic . . . . . . . . 
Zhurbas V.M., V.T. Paka, M.V. Anisimov, N.N. Golenko, M.M. Subbotina, G.A. Koshkosh: Stolpe 

Channel Overflow in the Baltic Sea - Observations and Modeling . . . . . . . . . . 
Zuenko Yu.1.: Year-to-year Changes of Dense Bottom Water Spreading in Peter the Great Bay Shelf(the 

Japan Sea) and Possibility of Cascading . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

Page 

517 

523 

531 
536 
542 

547 
557 

563 

568 

574 
580 
586 

592 

598 

606 

612 
618 

624 

631 

xiv 



Oceanic Fronts and Related Phenomena (Konstantin Fedorov Memorial Symposium), Pushkin, 1998 

OPENING SPEECH 

Y. Oliounine 
IOC-UNESCO 
1 Rue Miollis 

75743 Paris-Cedex, France 
(33 1) 45683983;:f~ (33 1) 405693 16 

It is a pleasure and honour for me to introduce the welcome address on behalf of IOC- 
UNESCO to the participants of the International Symposium on Oceanic Fronts and Related 
Phenomena organized in honour of Prof. K. Fedorov. 

I would like to start by sharing briefly with you my personal reflections and esteem for a man 
who was a bright personality in every sense of the word and whose career, to a certain degree, almost 
mystically influenced my own. The first time I met him at the Second Oceanographic Congress in 
Moscow in 1966, when I was among many young scientists in the conference room and he was on 
the podium as the IOC Secretary. As fate would have it, I saw him again that same year in Le Havre, 
France, when he came to this harbour from Paris to meet the research vessels Oceanographer and 
Iceberg and to welcome his former Professor Dr. Davidan. On leaving the post, Dr. Davidan said the 
prophetic words speaking about the post of the Secretary of IOC: ‘T?zis is the place you might work 
in one day”. Is this not a fact?! After 1966, I met Prof. Fedorov a number of times in Moscow and 
Paris, and was always impressed by his foresight of the importance of the ocean to humanity as a 
whole, and the need to study the ocean from many points of view. It was during his tenure in the post 
of Secretary IOC, that IOC started gaining a worldwide reputation as a respected, use&l and 
operational mechanism for the implementation of ambitious, large-scale expeditions, such as joint 
investigations of Kurosivo, Overflow Studies in the Farero/Scotland and Greenland/Island Straits, 
Integrated Investigations of the Indian Ocean and many others. This was duriqg his days in 1969 that 
IOC Member States, jointly with other UN agencies, formulated a long-term framework programme 
of oceanographic research and monitoring. This was the first binding, comprehensive document which 
laid the basis for many IOC activities in the 197O’s-1980’s and many ideas of which are still valid and 
underlie this document: 

1. Interaction of ocean and atmosphere, ocean circulation and variability; 
2. Living resources and marine environment; 
3. Marine pollution; 
4. Marine geology, geophysics and mineral resources; 
5. Integrated Global System of Ocean Stationary, etc.; 
6. Data and Information Management; 
7. Training and Capacity Building. 

All these activities are the pillars of the IOC programme today. 
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His intellectual curiosity was high and it was always stimulating and rewarding to discuss with 
Konstantin matters related to ocean research and protection, and to the IOC. He was at the cradle of 
the Commission and jointly with Prof. Kort, Mr. Simsakian and Dr. Sabo, participated in the 
formulation of the first constitutional and formal texts. That is why he always considered IOC his baby 
to which he devoted his best years. Thanks to the vision of Prof. Fedorov and other IOC founders, 
the Commission was designed for the future and consequently geared to meet the new and growing 
uses that humankind will expect the marine element to serve. He was a man of dialogue and those who 
had the privilege of sharing ideas with him found the frontiers of their own minds considerably 
expanded. 

He was a visionary, a champion of international co-operation, a great scientist and an 
extraordinary warm and friendly person. When exceptional individuals, such as Prof. Fedorov 
disappear from the world community, they leave behind a mission for all of us, as individuals and in 
our official capacities, to further the goals to which he was committed. 

Your Symposium is the natural and appropriate forum for the indispensable dialogue and co- 
operation between scientific communities of different countries. I expect that your Conference will 
help to establish a truly global partnership in which the countries of the North and South, East and 
West, join fully in a global effort. The ocean is par excellence a natural area for international co- 
operation. 

The efforts of Prof. Fedorov during his stay in Paris as the Head of IOC have been amongst 
the most daunting and intensive in the history of the Commission. He succeeded in pulling together 
scientists from developing and developed countries, united in a single cause - to sharpen our 
understanding of the World Ocean, its environment and resources and chart effective, equitable global 
responses. 

The scientific and technical programmes of IOC are based upon the reality that the ocean is 
not restrained by national boundaries and that each nation needs the same wide-ranging set of 
information in order to provide marine services. 

The safety and welfare of all people, the wise and efficient use of the worlds national and 
intellectual resources and the protection of the natural environment for future generations, all depend 
upon gaining greater knowledge and understanding of all earth sciences and applying this knowledge 
and understanding for sustainable development. Meteorology, Hydrology, Oceanography and other 
related sciences now face their greatest challenge ever in increasing the knowledge and understanding 
of the atmosphere, oceans and land surface and in co-operating to use this new knowledge for the 
benefit and welfare of humankind. We believe that the work of your Symposium will provide valuable 
knowledge base-scientific, economic, social and public policy-feeding into and responding to the 
objectives of the 1998 International Year of the Ocean (IYO). 

It is now also very clear that all three major components of our terrestrial environment, the 
atmosphere, oceans and the land are highly mutually interactive, in particular with reference to global 
climate and climate change. It is essential therefore, that long-term global environmental monitoring 
should encompass all three components of our terrestrial environment in a coherent, consistent and 
systematic way. To do so will require an even higher level of co-operation and co-ordination, 
internationally, regionally and nationally than the one that prevails today. 
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I note with satisfaction that the organizers of the Symposium share this view and the agenda 
contains a number of interesting presentations covering problems of interaction. I was told that you 
are very creative people with lots of ideas. You will have a hard task to choose the best way forward 
from among the many alternatives that are possible, but it is important that you succeed. 

At this Symposium you will learn from each other’s experiences, you will discuss possible 
initiatives and will work out new approaches. The Symposium should demonstrate to all, the progress 
achieved and identify new targets to aim at. 

The fact that so many of you are prepared to give your time to be here this week shows that 
you feel that the topic before you is very important. As the poet said, “Here is the sea that guards the 
secrets of all things “. Today we might agree that it guards the secret of almost everything. Your 
Symposium is a step towards resolving some of the secrets. You have the responsibility for helping 
to obtain the key that will unlock that secret for humanity. 

The ocean represents a priority domain for the expansion of scientific interest, especially in 
the search for new and imaginative solutions to the pressing socio-economic problems of mankind. 
It is a domain that rapid scientific and technological development has made somewhat more accessible 
- but not less complex. 

It is important that the recommendations you make at the Conference provide a basis for 
evolving a sound and workable strategy, both to guide IOC in ocean studies and to make IOC to fulfill 
its role in the ocean scientific activities as a joint specialized mechanism for co-ordinating ocean 
research within the United Nations system. I hope that your recommendations will be noted widely 
and they will be of use to many other scientists and organizations concerned. 

On the part of IOC, the Commission will always be attentive to your efforts, will remain 
receptive to your aspirations and it places great hopes in your work. 

Finally, I would like to join in expressing the deep appreciation to the Government of Russia 
and the Russian Academy of Sciences for hosting this memorial Symposium. 

I would like to express my profound gratitude to all those who have been associated with the 
organization of the Symposium and wish you every success and a very good stay in Russia, warmed 
by Russian hospitality. 
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GENERATIONS OF THE MEDITERRANEAN LENSES ON THE 
CONTINENTAL SLOPE OF THE GULF OF CADIZ 

D.L. Aleynik, B.N. Filyushkin, E.A. Plakhin 

(P.P.Shirshov Institute of Oceanology, RAS. m Nakhimovski pr. 36, 117851, Moscow, Russia; 
B E-mail: aleynik@rav.sio.rssi.ru) 

Data of two CTD surveys during the period of August 12-22, 1988, carried out by the R/V “Vityaz” 
and XBT survey during September 1988, by R/V “Oceanus” in the Gulf of Cadiz Region (35”50’-36”45’N, 
7”30’-9”3O’W) make it possible to investigate the formation mechanism of Mediterranean lenses (Meddy) in 
the continental slope canyons. 

It is shown that the Mediterranean Water (MW) flow moving westward above the canyons partly 
loses its stability. In this case some water volume separates from the flow through the canyon. Data of all the 
surveys show water tongue with salinity (S) above 36.2 psu and temperature (T) above 11.8”C to appear di- 
rectly opposite of the canyon axis. The vertical sections of T and S along the canyon axis show that the water 
moves near the bottom and at the estuary edge (about 800 m depth) the tongue of the MW separates from the 
continental slope to propagate further as the lenses into the surrounding water. 

These lenses (diameter about 15-20 km) develop, their main core being located within the 800-1300 
m layer. During this inflow of the MW from the continental slope edge to depth, the intramass front zone is 
organized isotherms, isohalines pass almost vertically at SOO- 1200 m depths, and horizontal salinity gradient 
is 0.5 psu per 5 km. At a distance of 30 miles south of the western canyon estuary, an anticyclonic lens arises. 
The lens is well pronounced on the August maps of T and S distributions for 800-1200 m depths. On the 
September temperature maps this lens is well seen to changes its position westward. Comparison of the T and 
S vertical profiles in the lens center shows their full coincidence. Current meters on moored buoy stations set 
in this area register velocities of up to 0.5 rns-’ at 1000-1500 m depths and confirms the existence of currents 
from the canyon continental slope and anticyclonic rotation of the newly generated lens. 

INTRODUCTION 

The outflow of the Mediterranean waters (with character parameters T=13.5 “C, S=37-38 psu) in the 
ocean with the lower current in Gibraltar strait is subject to an essential temporal variability. The evaluations of 
its total volume vary from 0.36 to 2.26 Sv, and mean value is 1.21 Sv [12]. At small distance from the strait (50 
km) these waters are intermixed with surrounding Atlantic waters, their temperature is reduced down to 12.5 
“C, and salinity down to 36.5 psu, and they sank on a level of their densities at depths 500-800 m, and continu- 
ing already less intensive to be cooled and became more fresh. These waters move westward in the gulf of 
Cadiz over bottom along the continental slope before withdrawal from it. The spreading of MW into this area 
were investigated in the papers [3,4,12,14], and meddies generation here in [8,13,15]. 

In this paper the materials of sequential hydrophysical stations and five autonomous buoy stations 
(ABS), permitting be analyzed and show, that the inflow of MW from the main near-bottom current in the Gulf 
of Cadiz at the intermediate depths occurs mainly along canyons, to investigate the character of this process 
and to describe the mechanism of intratermocline lens (meddy) formation. 

DATA AND METHODS 

In the summer and in the autumn of 1988 two expeditions inspected region of the continental slope of 
the Gulf of Cadiz along the coast of Spain and Portugal. On a polygon with coordinates 35”50’-36”45’N and 
7”30’-9”30’ W, RV “Vityaz” (IO RAS) in a phase from August 12 to August 22 has executed sequentially two 
CTD surveys with a selection of samples and observations for the hydrochemical, microstructural and hydroop- 
tical analysis. In this region in a mouth of Canyons two clusters with six and three ABS with the currents me- 
ters at horizons 500, 1000, 1200, 1350, 1500 and 2200 m were moored, these observations were carried out 



from August 18 to August 22. The currents-meters on AELS wrote average for 15 minutes data of velocity. 
These files during handling averaged in hour and half-diurnal intervals. 

American research vessel “Oceanus” in September 1988 has executed CTD and XBT surveys in the 
same region [ 131. For the analysis maps of a space variability of the temperature are attracted, as the stations 
outside of lens mainly was carried out with the help of XBT. The distances between CTD stations on the whole 
polygon were too large for a construction of salinity and densities distribution maps. 

In a connection with the irregular distribution of the stations with the measurements of the temperature 
and salinity in a polygon the objective analysis of data for their representation in the knots of the selected 
regular grid (2x2 km) on 100 horizons (through 20 dbar) were spent. For this purpose, a method of restoring 
information in the knots of an interpolation grid with the use of multi-weighted functions [2] was applied, 

RESULTS 

In fig. 1, we show the maps of the salinity distribution in August (la). We built also the maps of the 
temperature in August and September at the horizons 800, 1000, 1200 and 1400 dbar. A character of a distri- 
bution of temperature and salinity in August 1988 shows clearly that the areas of their maximum value on the 
intermediate depths are located on the north, and the outlines isohaline and isotherms follow almost by parallel 
isobats. Distribution of temperature in September also shows steady connection between a basic stream of the 
Mediterranean waters and the bottom topography in the area of the continental slope of the Gulf of Cadiz. In 
August as well as in September the basic MW jet is adjoined to a continental slope in the field of a condensa- 
tion of isobates 1000-1500 m and occupied a layer with a thickness of 200-400 m. The analysis of T, S maps 
and topography shows (fig. l), that the tongue of MW of i the ncreased temperature (> 12” C) and salinity (> 
36.4) at the depths 1000-1300 m were localized near the mouse of Portimao canyon. 

6. 



In 1965 along the axes of the largest canyons some sections were carried out [ll], one of them was re- 
peated in 1988. On a section along an axis of the Portimao canyon on a distribution of salinity and temperature 
(fig. 2a, b) the mechanism of MW inflow from a top of the continental slope into abyssal in the south of a 
polygon is well traced. On these sections it is visible, that the waters with increased T and S are spread on can- 
yon bottom in a layer about 100 m and in its mouth, at depth about 800 m, the separation of the MW tongue 
from a bottom and its intrusion in the surrounding waters was occurred. When the infIow of these waters from 
an edge of a continental slope to the greater depths the intramass front zone was formed: the isotherms and 
isohalines place are almost vertically at the depths 800-1200 m, and the horizontal gradients in the zone of nar- 
row front (width about 5 km) reach O~lpsukm~‘. 

We should note the fact that MW flow down along canyon as the separate portions, which formed on 
the large depths the series of the lenses with a diameter of 15-20 km and a thickness of 200-600 m. The com- 
plicated character of waters inflow from the continental slope can be seen and on the maps of the space vari- 
ability of temperature and salinity. So, on the south-east part of a polygon we can see the warm (12.6 “C) and 
salty (36.3 psu) eddy with a diameter of 15 km and thickness not more than 300 m in layers 600-900 m, with 
center coordinates 35.9”N and 8.1”W at the depth 800 dbar, already completely isolated from the Mediterra- 
nean waters. 

In the western part of a polygon in a mouth of Portimao Canyon the practically generated lens is regis- 
tered: coordinates of its center was 36.1”N and S.S”W, horizontal sizes is about 25 - 35 km and thickness more 
than 600 m with two maximums of temperature and salinity, on a vertical: the upper core with a maximum 
T=11.8 “C, S=36.3 psu at the depth 1050 m, and lower at the depth 1380 m with T=12 “C, S=36.6 psu. Thus, 
their northern edge was still in a connection with the “mother” water mass, extending from a mouth of the can- 
yon by the tongue of the warm and salty waters in the layers 900-1400 m. Almost full coincidence of the verti- 
cal profiles of a temperature and salinity for the “Vityaz” and “Oceanus” stations in a center of this eddy shows, 
that in September the American expedition investigated the same two-core eddy, which was displaced in south- 
western direction on 50 km during one month and already was completely isolated from the initial flow of the 
Mediterranean waters [ 131. 

For this lens, detected on withdrawal 
from a mouth of Portimao Canyon in a 
stage of a completion of a formation, vol- 
ume (500 km3 in limits of isopicnal anom- 
aly S’=O. 1) was calculated. At a width of a 
MW stream of 30 km, thickness of 0.4 km 
and velocity of 0.2 rns-’ for a formation of 
such lens was required 2-2.5 days. 

Vectors of the average half-diurnal 

1500 

1 B.35 

currents on the various depths from 500 up 
to 2200 m on five autonomous buoy sta- 
tions (AEIS) by south from a mouth of Por- 
timao Canyon from August 18 to 22 are 
shown on fig. 3. The analysis of these data 
testifies to the complicated structure of the 
currents on a vertical and their fast vari- 
ability on value as well as and on the di- 

4 B.36 B.37 

rection. For four days at the level 1000 m 
200 2000 

(AEE 35) directions has varied on the op- 
posite, at a depth 1200 m its average value 
in one day has increased by an order (from 
2 up to 20 sm s-l, ABS 34 and 35). It is 
necessary to note that on all buoy stations 
at the horizon 500 m the current was east- 
ward, at a depth 2200 m it was westward, 
that coincides with the common scheme of B.38 . 
the circulation in this region of the ocean. 



The variability of the currents on the intermediate depths from 800 up to 1500 m is certainly connected 
to the dynamics of MW distribution. On the maps of salinity fields at the horizons 1000, 1200 and 1400 dbar 
(fig. 1), we put the vectors of the average currents at the appropriate depths. The analysis of these characteris- 
tics allows to note a series of the interesting features. The system of three ABS, moored near a mouth of a can- 
yon rather well describes the dynamics of MW flow the direction of vectors of currents coincides a position of 
isohalines, that is on the most northern station all time were observed steady westward current with the average 
velocity 10 sms“. On the eastern ABS, the southward currents, and on the western one northward predomi- 
nate. Such vectors coincide with the newly formed lens, with the anticyclonic rotation. 

The currents observations on two ABS (37 and 38), moored in a region of the regenerated two-core lens, 
have shown well expressed anticyclonic rotation at the lens core depth. At a level 1400 dbar the flow rate in the 
lens core exceed 20 sm s-i and its direction coincides with a position of isotherms and isohaline. At the same 
time, at horizon 1000 dbar such good fitness with direction of the current vectors with a course of T and S 
isolines are not marked. It is probably connected to an amplification of the westward current on the southern 
station, that has reduced in a displacement of the upper core of a lens to west concerning their common center, 
and on northern AEE the amplification of a current was connected to continued flow of MW jet. At level 1200 
dbar, in a region of a disposition of the lens center, is not present characteristic for the lenses closed isohaline, 
reflecting to rotation. Such erosion of T and S fields is probably connected with the continued inflow of MW at 
these horizons and further increase of newly formed lens volume. The currents vectors confirm this water in- 
flow, and besides, its is the confirmation of the new lens generation in a mouth of Portimao Canyon, mentioned 
in 191. 

An intlow of the fluid jet with the different characteristics can produce the mushrooms-like structures, 
reducing in a formation of the dipole system with the well-expressed anticyclonic and cyclonic lens [7]. 

As a confirmation of a reality of the mechanism of the canyon inflow of waters, forming lens on the 
large depths, along northern continental slope in the Gulf of Cadiz, outcomes in the laboratory experiments 
[ 171 in the distribution of more dense waters above sloping bottom in the rotated fluid was investigated. It was 
established two basic conditions: geostrophic and beta-induced (wave-rotational), stipulated by topographical 
beta-effect. It was shown, that these currents intersect edges and trough with slanting slopes (triangular cut) 
along isobate trajectories without any essential modifications of both structure and dynamics, whereas the edges 
and trough with the sharp slopes (rectangular form) render force influence to a structure, direction and velocity 
of these currents. The obstacles as the along-sloping canyons with the plumb walls transform quasi-isobatic 
current in a shift, directed along an axis of a canyon. These (secondary) currents can have the important role 
for the water exchanges between the shelf zone and deep ocean. 

5 10 15 20 T “C 0.02 0.04 0.06 0.08 &km-l 

35.0 35.5 36.0 36.5 0.020 0.022 0.024 0.026 (3) 
Fig.4. Vertical profiles T ‘C and S psu (left) and coeffkient of extinction eh m-’ 

from data of R/v ‘Irityaz”-16 , 1988 for some lenses centeres: - - (1) - Sta. 2371-5, july 18, 32”40’ N lO”55‘ W “Southern”; 
- - (2) - Sta. 2387-9, july 23, 34”05’ N ll”21’ W “East (dipole)“; 
- (3) - Sta. 2406-9, july 25, 34”25’ N ll”50’ W ‘West [dipole)“. 

EL m-l 
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For a confirmation of this conclusion could be maps of MW distribution at the intermediate depth 
(fig. l), which clearly show, that the tongue of highly saline (and warm) waters was connected to the mouths of 
canyons. Also it was shown theoretically [lo], that in the process of the geostrophycal accommodation of the 
coastal stratified current above underwater canyon could be develop the force of along-canyon current. 

Inflow of the waters from the continental shelf and its consequent transition on the continental slope 
along the canyons with large velocities, more than 20 sms“ [ 111, should reduce in a capture of the base depos- 
its and suspended matter and increasing the turbidity of the waters, forming lenses. Obviously, it is meaningful 
to use the data of the hydrooptical observations and evaluations of an amount of the suspended matter, transfer- 
able by a formed lens. In [l] was shown, that the average content of the weighed material in north-eastern At- 
lantic evaluates 0.4-0.7 mgl“, the average content of suspended matter in the lens exceeds 1.6-l 1.0 mgl-‘, that 
is higher in some times than it a characteristicall for the region. 

Confirmation of this fact are the hydrooptical measurements, executed in July 1988 on RV “Vityaz” by 
V.N.Nicolayev [16] in a region to the south of 35”N in the limits lo”-12”W, that is in zone of the consequent 
lenses transport from the continental slopes of the Gulf of Cadiz. On fig. 4.b the vertical profiles of the average 
(on sections through centers of three lenses, circumscribed in [7,9]), hydrooptical measurements of the extinc- 
tion coefficient sh, giving the summarized information about an amount of the dispersing particles of the dif- 
ferent origin. On these profiles in the limits of depths 1200-1300 m a significant maximums of turbidity, i.e. 
decrease of a transparency, were marked. 

The additional verifying of a reality of transposition of dispersing particles by Mediterranean waters in 
the lens structures are the observations of a position of sound-dispersive layers on HF-echosound data, obtained 
in the 2-nd cruise of RV “Ak. Ioffe” [5] in the Canary basin for a lens with center coordinates at 3 1’40’ N, 
26’40’ W. 

This implies, that if the lens, is detected on rather large distance from a source, more than 1000 km, 
transfers in their core the increased amount of the suspended matter, it can be the indirect confirmation of its 
“canyon” origin. 

CONCLUSIONS 

1. Separation of the water volumes from the main MW current, flowing to west, in primary happens in the 
regions of the canyons, which cut the continental slope in the Gulf of Cadiz from the north to the south. Just 
in the deep part of the continental shelf in upper part of the canyons with the steep slopes, there are the dy- 
namic conditions, reducing in a creation of the along-canyon currents, ensuring inflow of the warm and 
salty waters into the intermediate depths. 

2. Separation of MW portions from the main current has a casual character, as on frequency of an event, and 
on volume of water flowing through the canyons. It is turn to a generation of the complicated mechanism of 
the waters distribution into deeper abyssal after the separation of MW stream from a bottom in the canyon 
mouth. The small volumes of the waters, moving with the significant velocity and possessing large impulse, 
create a jet, which have a possibility to move down to a depth of a threshold of the canyon mouth, that could 
reduce to a formation of the shallow lenses with the core at a level 800 m and a thickness of 200-300 m. In 
case of the inflow of the large MW volumes the intramass front to the surroundings waters with horizontal 
gradients in its forward part up to 0.1 psu ti’ could be formed. 

3. Separated lens, adjoining to the continental slope in a mouth of canyon, save a possibility of reception of the 
additional portions of “mother” waters in the results of consequent “injection” through a canyon. Just this 
multiplicity of an inflow of the waters could reduce in a generation of the large, multi-core lenses. 

4. Inflow of the waters from the continental shelf and slope with the intensive stream through the canyon’s 
bottom should reduce increasing the contents of the suspended matter. Formed thus lens should differ by the 
increased turbidity of their core in a comparison with the surrounding waters. Confirmations of this point of 
view were found in 1988 observations for a turbidity in Canary Basin, where in the lens structures, formed in 
the Gulf of Cadiz go. At the systematic hydrooptical and hydrobiological measurements in the canyons there 
would be the possibility for a separation of the lenses by an amount of the suspended matter in their core for 
an identification of the probable region of its generation and classification on the lenses of “open ocean” and 
“canyon”. 

9 



The authors thank doctor MPrater for his data of hydrophysical XBT and CTD sta. 202-th cruise of 
R/V “Oceanus”. The work was carried out with financial support of Russian fund of basic researches (RFBR 
96-05-65287). 

I. 

2. 

3. 

7. 

8. 
9. 

10. 
11. 

12. 

13. 

14. 

15. 
16. 

17. 

LITERATURE 

Abrantes E., Moreno J., Pinto J., Ambar I., Zenk W., Hinrichsen H., Zahn R. 1994. Suspended Metter of 
the Mediterranean Water Outflow off Portugal // Ocean Sciences Meeting. P. 227. 
Benjamin S.G., Seaman N.L. 1985. A Simple Scheme for Objective Analysis in Curved Flow N Monthly 
Weather Review. V. 113. P. 1184-1198. 
Bower A.S., Armi L., Ambar I., 1995. Direct evidence of the Meddy formation off the south-western coast 
of Portugal // Deep-Sea Res. Vol. 42. N 9. P. 1621-1630. 
Bubnov V.A. 1971. A structure and dynamics of Mediterranean waters in Atlantic ocean N Oc. research., 
M.: Science, N 22. P. 220-227. 
Dychno L. A., Filyushkin B.N. 199 1. A detection of IT lenses with the help of echosound N Oceanology, V. 
31. N 6. P. 1065-1069. 
Filyushkin B.N., 1989. A research of IT lenses of a Mediterranean origin (16-th exp. RV “Vityaz”, June 3 
- Sept. 16, 1988) // Oceanology. V. 29. N 4. P. 696-698. 
Filyushkin B.N., Plakhin Eu.A. 1995. An experimental research of an initial stage of shaping of a lens of 
Mediterranean water /I Oceanology. V. 35. N 6. P. 875-882. 
Hebert D.L., 1988. Mediterranean salt lens / Ph.D. Thesis, Dalhousie University, Halifax, NS. P. 187. 
Ivanov Yu.A., Mikhailichenko Yu.G., Nikitin S.V., Plakhin Eu.A., Podymov S.I., Filyushkin B.N. 1990. 
Formation and evolution IT Lenses of Mediterranean origin // Dokl. RAS. 310. N 4. P. 98,0-984. 
Klinck J.M.,1989. Geostrophic Adjustment over submarine canyons /) J.Geoph. Res. V. 94. P. 6133-6144. 
Madelain F., 1970. Influence de la topographie du fond sur l’ecoulement Mhiiterraneen entre le Detroit de 
Gibraltar et le Cap Saint-Vincent // Cah. Oc. V. 22. P. 43-61. 
Ovchinnikov I.M. 1976. A water balance of the Mediterranean sea. Water exchange through straits // In A 
hydrology of the Mediterranean sea. / Ed. Burkov V.A. L.: GMI. P. 70-84. 
Prater M.D., 1992. Observations and hypothesized generation of a Meddy in the Gulf of Cadiz. / Ph. D. 
Thesis School of Oceanography, University of Washington, Seattle. P. 13 1. 
Shapiro G.I., Meschanov S.L. 1996. Spreading pattern and mesoscale structure of Mediterranean outflow 
in the Iberian Basin estimated from historical data N J. of Marine Systems. V. 7. P. 337-348. 
Swallow J. C., 1969. A deep eddy off Cape St. Vincent N Deep-Sea Res. V. 16. P. 285-295. 
Report of 16-th expedition of RV “Vytaz” 1988. V.l .The Final Report of the group chiefs... M.: IO RAS. 
200 P. 
Zatsepin A.G. 1997. Laboratory models of structure-generated processes and frontal of appearances in 
ocean. An abstract of thesis... PhD., M.: IO RAS. p. 48. 

10 



Oceanic Fronts and Related Phenomena (Konstantin Fedorov Memorial Symposium), Pushkin, 1998 

SELF-ORGANIZATION OF THE WATER-AIR BOUNDARY LAYER IN THE 
CONDITIONS QF FREE CONVECTIVE MOVEMENT 

E.P. Anisimova’, I.V. Petrenko’, A.A. Speranskaya’, S.N. Dikarev’, O.A. Speranskaya’ 

1 Moscow State University, Vorobievi gori, Moscow, 119899, Russia, 
2 P.P Shirshov Institute of Oceanology, 36, Nakhimovsky Pr., Moscow, 1179851, Russia. 

E-mail: zatsepin@glasnet.ru 

Abstract. The appearance and evolution of the convective instability in the coupled water-air boundary layers 
is discussed on the basis of laboratory experiments. In these experiments the water-air system evolved from the 
thermodynamically equilibrium conditions (covered adiabatic basin) to the quasistationary free convection state 
(the upper cover open). By means of the flow visualization and temperature measurements it is observed, that 
the velocity and temperature fluctuation simultaneously occurred in the air and water thin (<lmrn) nearsurface 
layers. This was during the first few seconds after the heat-mass transfer process began. These processes are 
evaporation, contact heat exchange with air, drops emission. It was recognized, that in the water a dense 
package of a small scale convective cells have been formed first of all. The form of cells, their vertical and 
horizontal scales, the period of micro temperature pulsations are determined. An order of magnitude larger 
convective motions scales appeared later over the already existed small scale pattern. Finally the small scale 
convection let the large alone. As a result, it is concluded, that the achievement of the quasistationary free 
convection state has been proceeded through the cascade of instabilities. Such behavior is known to be general 
for various selforganised thermodynamically open nonlinear systems. Possible physical mechanisms of the 
effects observed are proposed. 

Introduction 

Convective movements is one of the main exchange mechanisms in the hydrosphere-atmosphere system. 
Forced convection can be regarded as one of the most well investigated regime. At the same time the 
peculiarities of free convective movement is less known. Free convection attracts the attention of researches not 
only because it is broadly spread. It also can serve as a model to investigate two important mechanisms: 
l the appearance, development and interaction of the cascade of hydrodynamic instabilities; 
l the competing influence of molecular and turbulent forces governing the self organization processes of the 

boundary layers in general and particularly of the water-air boundary layer. 
Professor Konstantin Fedorov realized the necessity to investigate the peculiarities of free convective 

movement in the contact ocean-atmosphere zone. For many years he was the head of a well known scientific 
school aimed to investigate physical modeling of the processes in the ocean. Among the publications it is 
important to note the investigations of small-scale convective process regularities in the near surface layer of 
water, carried out by Dr. Anna Ginzburg [ 11. 

For a long time it was considered that convective movement in the water cooling from the surface 
emerged when the thickness of cooling layer and the temperature in it became critical as a result of molecular 
heat exchange. And the conditions for the thermogravitational Rayleigh convection are formed. Moreover the 
investigations conducted at the Physical Faculty of Moscow State University proves that the mechanism of free 
convection in the boundary water-air layer is much more complicated [2,3]. The group of researches, headed by 
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Fedorov, found out high frequency temperature fluctuations while it was investigating free convection in the 
thin near surface water layer. Their origin was not clear till the recent time. 

Experimental setup 

The goal of this publication is to further investigate the mechanism of the origin and development of free 
convection in the boundary water-air layer. The work has been carried out by laboratory modeling as in nature 
it is very complicated to conduct such delicate physical researches because of technical difficulties and 
multifactor character of processes in nature. The trustworthiness of this publication is provided by simultaneous 
using of three independent methods of research: 
- lR thermal pictures using Swedish device AGEMA; 
- contact temperature measurements using the micro resistors MT-67; 
- visual methods using PH indicators which allow to measure the parameters of the convective velocity field 
in the water. 
The heat isolated vessel with a cover that can be taken off was filled with warm water so that there was the 
layer of air between the water surface and the cover. When the vessel was closed the water and the layer of air 
had the same temperature. At that time there were no measurable temperature fluctuations in the water and in 
the layer of air and also no possibility to pollute the water surface. 

To find out the source of first temperature fluctuations appeared on the water surface in the condition of 
free convection a number of experiments was carried out. In all of them the temperature was measured 
simultaneously on three levels: 
1. in the air 0,5 mm from the water surface; 
2. on the water surface; 
3. OSmm under water surface. 

Results and discussion 

The received thermograms show that after the cover is taken off the vessel temperature fluctuations emerge in 
several seconds in the nearwater layer of air and on the water surface. Temperature fluctuations in the air 
appear a little bit earlier than on the water surface. The period when first temperature fluctuations appear 
depends on the temperature difference between the air in the room and in the water. High frequency 
temperature fluctuations in the thin boundary water-air layer appear as a result of competing interaction 
between molecular and turbulent heat conductivity. When the cover is taken off the vessel warm water touches 
the cooler and turbulent air from outside where temperature fluctuations exist initially. On the boundary layer 
of these two substances step-like turbulent filed emerges, temperature gradient is greatly increased, As a result 
heat flow determined by molecular mechanism increases sharply. The near water layer of air is becoming 
warmer, temperature gradient is decreasing and turbulent heat exchange prevails again. Such process is 
repeated with some quasiperiodocal frequency that stimulates the appearance of temperature fluctuations on the 
water surface and above it. The evaluations have shown that in the point where air temperature on the 
temperature fluctuations curve above the heated water surface reaches its minimum, Rayleigh number is lower 
than its critical value. In the point when the air temperature reaches its maximum, Rayleigh number is higher 
than its critical value. Critical Rayleigh number is realized in the air only in the moments when the boundary 
layer is destroyed and air temperature reaches its maximum on the temperature fluctuations curve [2]. 

On the photographs of the water surface temperature field, taken with the help of AGEMA in consecutive 
periods from the beginning of the water cooling, the process of micro scale cell structure of the temperature 
field on the water surface is starting to form during water cooling [3]. Against previously uniform temperature 
background separate micro cells emerge, their number considerably grows and form a dense package with the 
wrong shaped polygons as an elements. Having emerged the dense package of convective cells existed during 
the whole experiment (the time periods of some experiments were as long as several hours). 

Mutual analysis of thermograms, therm0 pictures of water surface and data of velocity field vision in the 
thin near surface water layer permitted to determine the period of the instability emergency, temperature 
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change in a single cell, horizontal and vertical scale of cells. All these measurements have been done using 
concrete values of temperature changes between water surface and its depth [3]. 

The cell structure in the near surface layer of water cooling from the surface is forming in the following 
way. Contact heat exchange with the near water layer of air leads to the formation of places with different 
temperature on the water surface. Between them surface tension makes water to move from the warmer to the 
cooler parts. While warm spot is spreading about, in its central part the compensate water lifting is forming 
from the undersurface level. This leads to the increase in temperature difference between the center of the spot 
and its periphery. As a result the parts with lower temperature are becoming smaller, turning into the 
convergence lines of cell structure, which outline the places with higher temperature. 

Cold water accumulates in the zones of the convergence lines intersection. And in the same places one can 
observe the maximum crookedness of the water surface. It is in these places there is a maximum vertical water 
temperature gradient . At the moment when this vertical temperature difference reaches the critical value a 
descending cold water stream or a so cold vortex flowing is forming. This is how the conception about a critical 
hydrodynamic instability providing water circulation in a cell of microthermoconvection emerges. 

Vertical and horizontal shapes of microthermoconvection which appears during water surface cooling in 
the thin (lmm) near surface layer of water were determined using instruments and calculated analytically. The 
measured and calculated values was in good agreement within the limits of the measurements accuracy. 

Experimental data allowed to determine Raylegh number which was about 1 before the first temperature 
fluctuations were registered. So the circulation of the microthermoconvective cells is not a Rayleigh convection. 

Marangoni number, calculated using experimental values and minimum temperature difference equal to 
0,l C” (ATws =O,l C” ) was 48s which coincides with the critical Marangoni number calculated according to 
the linear theory of instability and experimental conditions [3 1. With the higher temperature difference (ATws ) 
the Marangoni number increases its critical value and grows together with the growth of ATsw. 

So it became possible to show that mictothermoconvection forming in the millimeter near surface layer of 
water cooling from the surface is the mictothermocapillary Marangoni convection. 

As was already noted respectively cold water accumulates in the places of the convergence lines 
intersections and the high density water are quasiperiodically descending and slowing down below the low 
border of Marangoni cells. It is there where cooled water accumulates in drops which grow, connect with 
crosspieces and form a system of mosaic structure. Directly below the low border of Marangoni cells water layer 
with lower temperature appear. It can be clearly seen on the temperature profiles. When density instability of 
cooled water layer reaches its critical value, some drops tear off and fall down forming thermals. Soon the 
process of drop alienation is becoming avalanche like, a sort of rain of thermals appear. With the increase of 
ATws the time period between the beginning of water surface cooling and first thermals formation is decreased 
as well as the depth of their penetrating. 

The analysis of thermograms and the field of velocity in the near surface layer of water allow to fix the 
moment when cooled near surface layer of water looses its density stability. This moment is the beginning of 
thermogravitational convection development and is characterized by separate thermals formation. Calculated 
Rayleigh number for this moment was 385 which coincides with the critical Rayleigh number for the layer of 
liquid with two free boundaries. When there is a ‘rain’ of thermals large scale thermogravimtional convection 
is being developed which covers the whole depth of water in the vessel. This convective movement should be 
regarded as the convection in the layer witch has one free and one solid boundary (water surface and vessel 
bottom respectively). For these conditions the critical Rayleigh number is 1100. The average Rayleigh number 
determined experimentally for the moments when the thickness of cooled layer under Marangoni cells reached 
its maximum was about 1105. 

Summary 

Conducted experiments revealed that the process of the formation of free convective movement in the 
water cooling from the surface has several stages. When water is cooled from the surface thermocapillary 
Marangoni convection is being developed. It prepares and accelerates the appearance of Rayleigh 
thermogravitational convection for the layer with two free boundaries @a = 385). Larger scale 
thermogravitational convection is developed later on with the average Rayleigh number about 1105. This 
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number is very close to the critical Rayleigh number for the convection in the water layer with one free and one 
rigid boundary. 

This work is partially supported by Russian Fond of Fundamental Research (Grant J% 97-05-65528) and 
Russian Ministry of Science and Technology Project “Laboratory modeling”. 

References 

[I]. G&burg A.I., Fedorov K.N. The Near-surface Layer of the Ocean, Gidromet, 1988, 303~. (in Russian) / 
Transl. to English in 1992. 
[2]. Anisimova E.P., Petrenko I.V., Speranskaya A.A. On the determination of the Rayleigh number critical 
value in the free convection conditions. Vestnik MSU, 1991, V.32, N2 (in Russian). 
[3]. Anisimova E.P., Petrenko I.V., Speranskaya A.A . Origin of free convection in water cooled from the 
surface. FAO, 1994, V.30, Nl (in Russian). 



Oceanic Fronts and Related Phenomena (Konstantin Fedorov Memorial Symposium), Pushkin, 1998 

DISPERSION OF SUSPENDED MATTER IN A SUPERCRITICAL RIVER PLUME 
DISCHARGING IN A MICROTIDAL SEA : AN INTEGRATED APPROACH 

S. Arnoux-Chiavassa, P. Broche, J.L. Devenon, N. Durand, A. Fiandrino, P. Forget, 
P. FrauniC, S. Ouillon, V. Rey 

Laboratoire de Sondages Electromagnetiques de 1Bnvironnement Terrestre, UPRESA 60 17 CNRS, Universite 
de Toulon et du Var, BP 132,83957 La Garde cedex, France 

amoux, broche, devenon, durand, fiandrino, forget, fraunie, ouillon, rey@lseet.univ-tlnf 

Abstract. River plume discharges represent the main source of freshwater and suspended matter in coastal 
areas. Complex spatio-temporal mechanisms of exchanges are investigated for successively highly stratitied 
and mixed situations, using in-situ measurements, remotely sensed observations, and numerical modeling 
involving higher order discretization schemes. 
In this way, 3D salinity, temperature and suspended matter fields were investigated in the Rhone and Ebro 
river plumes. Depending on the wind conditions, these exhibit weak to large vertical diffusion patterns, leading 
to a challenging case for modeling. 
As a result, the occurence of fronts along the plume boundaries is shown to inhibit exchanges in the region 
near the plume, but to enlarge the region of freshwater influence. 

I. Introduction 

The Region of freshwater influence (ROFI zone) as introduced by Simpson [l] has been investigated for 
several sites [1] [2] [3] or academic situations [4]. At smaller scale, the plume dynamics has been extensively 
investigated [5] [6] [7] [8] [9] [lo] [ll]. In particular, the hyperbolic behavior of supercritical plumes has been 
pointed out, up to the far plume mixing region, inducing either a coastal jet, or an offshore diffusion area. 
In microtidal seas, the frontal structure of super-critical plumes is clearly visible on satellite images and 
complete investigations of characteristic situations in Mediterranean sites (Rhone and Ebro rivers) are reported 
here, in order to describe the mixing processes between the plume and the sea. 
In particular, the wind effect is expected to involve complex interactions between the river plume (time scales 
on the order of hours) and 3D upwelling effects in complex geometries (time scales on the order of days [12]). 
Moreover, the horizontal and vertical diffusion coefficients in the plume layer are strongly dependent on the 
wind friction. 
Basically, we are here interested in the description of the dispersion of dissolved and suspended matters in a 
frontal zone. Numerical modeling approach and turbulent closure problem will be adressed from this point of 
view. 

IL Methodology 

Several tools have be& used to investigate the dynamics and suspended matter budget of a river plume [ 131 
[14]: satellite images inversion [15] [16] provided a complete instantaneous Eulerian map of surface - or small 
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depth integrated - concentrations, where fronts of actual as well as former plumes are clearly observable. In 
addition, VHF radar surface velocity measurements provided high frequency temporal evolution of the plume 
dynamics during short periods (several weeks). 
These high resolution techniques (50 meters pixel for SPOT images, 500 meters integration cell for the radar 
resolution, 10 cm for vertical CTD profiles) are similar to the 100 to 500 meter horizontal grid size and 25 to 
50 cm vertical grid size used in numerical simulations. Moreover, CTD Lagrangian measurements have been 
performed following a drifter in the plume in order to describe the mixing process for a “fixed’ water mass, at 
least at the surface [ 171. 
Unfortunately, simultaneous measurements using all these techniques are sparse, but typical situations have 
been recovered in such a way that quantitative conclusions can be proposed. 

III. The river plume dynamics 

The river plume extension can be easily quantified from series of satellite images. The sampling time scale 
(less than once a day) does not allow to follow the plume dynamics, but small scale features, such as former 
plumes in unsteady wind conditions or local Kelvin-Helmholtz instabilities in the horizontal front are clearly 
observable. 
For all the cases presented here, only weak interactions with the mesoscale circulation were observed, due to 
the reduced size of the plume extension on the continental shelf. ln this way, such river plumes (lo-50 km) can 
be considered as real size “laboratory experiments”. 
Then, two main classes of situations can be pointed out: quasi-steady reproductible situations, when flow 
inputs and wind climate are under control even for impulsively started plumes (e.g. due to an upstream darn 
opening in the river) and, on the other hand, varying wind situations when the river plume reacts very quickly, 
as compared to the surrounding upwelling flow, in such a way that several former plumes can superimpose. 
Wind variations, especially in direction, introduce complex plume dynamics and drastically change mixing 
processes, when several former situations can superimpose. Such unsteady situations are very important for 
telhnic matter dispersion in the extended ROFI zone but remain diflicult to reproduce by modeling: complex 
scenarii have to be computed in order to provide any budget. 
Another complex situation can occur when the mesoscale variability of the wind in the atmospheric boundary 
layer affects the sea surface layer as it currently happens in the Ebro site (Fig. 1). 

Fig. 1: TSM concentration map derived from 
XS2 data. TSM isolines: 1.5-I-0.5-0.4 mgA 
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IV. The quasi-steady situation _ 

Supercritical plumes with quasi-steady discharge and wind conditions are currently observed. 
Such situations have been investigated for both sites based on SPOT images and surface current modeling for 
the Ebro river site (Fig. 2) for the Rhone river site (Fig.3). 

Fig. 2: TSM concentration map derived from XS2 Fig. 3:.extra atmospheric radiance from SPOT 
data. TSM isolmes: 15-10-5-l mg/l. xs2. 

The frontal plume is deflected by Coriolis effects and the reproductible shape is dependent on the wind: 
extended offshore by the effect of a “mistral” wind blowing from the laud, or attached to the coast with a 
coastal jet, by ‘the effect of an onshore wind. 
Then, the mixing process mainly occurs downstream the front destabilization, sometimes with characteristic 
Kelvin-Helmholtz type oscillations. However, Lagrangian vertical CTD profiles for the Rhone river (Fig. 4 
and Fig. 5) (measurements points are shown on Figure 7) exhibit a mixing process involving increasing salinity 
in the plume. 
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Fig. 4: Phone site, CTD profiles, weak wind stress situation. 
The vertical profile in the plume layer strongly depends on the wind strength: the plume depth keeps an almost 
constant thickness with weak wind friction (Fig. 4) and thickens with higher wind stress (Fig. 5). 
In such a case, the vertical profile of temperature or salinity exhibits a quasi-homogeneous layer of freshwater 
and a sharp gradient at the interface with the sea. However, salinity is increased, due to an efficient 
entrainment mechanism. 
Usual 3D numerical models are able to reproduce the global dynamics of such plumes except the frontal zone, 
where a reduced numerical diffusion is required. 
Moreover, quasi-isotropic two-equation models of turbulence do not work in such situations, and algebraic 
models based on a Richardson’s number parametrization have been shown to be more appropriate, when 
associated to non-diffusive numerical schemes [18]. A river plume, as a buoyant jet, appears to be a very 
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complex flow combining highly stratitied situations [ 191 with a Richardson’s number value more than one and 
non-equilibrium shear flows [20]. Especially, the smprisingly efficient mixing observed in the near plume 
without wind (Fig. 4) can be related to basic studies, from laboratory and in-situ experiments, concerning high 
Richardson number situations [2 l] [22] [23]. 
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Fig. 5: Rhone site, CTD profiles, high wind stress situation. Solid line: model results. 

The downstream mixing parametrization is extremely important for the ROFI zone description of river inputs 
as well as for the plume equilibrium in numerical modeling. In fact, quasi-steady or impulsively started plumes 
have been found to be optimal situations for comparison with in-situ data (Fig. 2). This situation, when 
suspended matter is confined in the freshwater layer of the frontal plume has been observed to improve the 
biological blooms after the downstream mixing. 

V. Numerical modeling 

Only quasi-steady situations have been numerically investigated in order to quantify the exchange rates 
between the plume layer and the sea. 
The 3D numerical model developped in LSEET [24] has been applied to the two previously presented sites 
[14] [25]. The 3D Cartesian grid is variable from 100 to 500 meters in the horizontal direction and .25 to 10 
meters in the vertical direction. The turbulence closure is algebraic [26] and the inflow profile is prescribed at 
the river mouth in order to represent the salt wedge. 
Qualitative agreement with observations can be observed by comparing Figure 2 and Figure 8. The specific 
feature of the detached coastal jet is well reproduced, although mesoscale structures are not taken into account 
in the model. This demonstrates, the “blue waters” recirculation along the coast is resulting from complex 3D 
interactions between the plume jet and the coastal upwelling. 
The front description has been recently improved by use of a SMART type numerical discretization [27] for 
momentum and transport equations [ 181. 
Comparison between different computations capturing (SMART scheme) or not the frontal structure, shows 
significant differences in the mixing effkiency on the supercritical plane boundaries. The use of such a higher 
order scheme enables good evaluation of the dynamic fronts for an offshore wind steady-situation, as shown by 
the comparison between surface velocity fields obtained by radar measurements (Fig. 6) and modeling (Fig. 7). 
In this situation, a good qualitative and quantitative agreement is also found between the vertical density 
plume structure, as deduced from the CTD data, and the one obtained from modeling (Fig. 5). This result 
confiis the importance of the flow confimement for the plume extension. However, refined measurements 
through the frontal zone would be necessary to better quantify these exchanges. 
Anyway, isolines of total suspended matter (TSM) concentration (Fig. 9) qualitatively agree with image 
inversions (Fig. 2). 
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Fig. 6: Rhone case, VHF Radar map. 

Fig. 8: Ebro case, horizontal view of computed 
velocities and isosalinity contours at sea surface. 
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Fig. 7: Rhone case, horizontal view of computed 
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Fig. 9: Ebro case, horizontal view of TSM iso- 
concentrations (mg/l) at sea-surface. 

Conclusions 

Different situations were investigated for river plumes in a microtidal sea when considered as “real site 
laboratories”. Complete sets of measurements and modeling techniques were put together to provide the 
calibration of satellite images and numerical models that can be useful tools for TSM budget, when associated 
to temporal series for climatic boundary conditions. 
Accurate parametrization for dynamics and suspended matter modelmg were proposed for quasi-steady 
situations, for which promising validation was obtained. However, the wind shear was shown to be the major 
intluent effect and the most difficult to be taken into account. 
In such a case, only ocean-atmosphere coupled mesoscale models could provide the description of the complex 
plume dynamics which is observed (Fig. 1). 
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Abstract. At present regular large-scale vortex formations in a turbulence currents have been 

named of coherent structures In this paper the theory of coherent structures developed by authors 

is considered on an example of Langmuir circulations (LC). The mathematical LC model contain 

the equation systems, like Reynolds equations, for the description of averaged and ordered 

movements. The small-scale turbulence is taken into account integrally by the calculation of 

turbulent exchange coefficient. The results of c&ulations are discussed and compared with the 

data of nature observations. 

Natural observations show that regular large-scale vortex formatioris arise in many strong turbulence 

geophysical an-rents in the atmosphere and hydrosphere. These vortex formations had received the name of 

coherent structures (CS). Langmuir circulations (LC) may be considered as an example of CS. These 

circulations represent a system of parallel vortex wisps stretching out along the direction of wind and covering 

the upper quasihomogeneous layer of the oceans or reservoirs. The vortex wisps have an opposite direction of 

rotation. They could be visible on water surf& as the agglomerations of a foam and pollutions in convergence 

zones. 

LC play a significant and often decisive role in formation of active layer of a reservoir. They cause 

intermixing this layer, transportation of oxygen, organic substances and different ecologically important 

elements in reservoirs. 

Calculations and analysis of observations in reservoirs show that the main reasons of LC excitation are 

‘the fluxes of explicit heat and fluxes of latent (due to evaporation) heat. These fluxes lead to the cooling of water 

smf& the excitation of convection. The dritl current orient convective vortexes along the wind direction. 

Determination of excitation conditions and characteristics of LC are of significant interest f?om the 

ecological point of view. This allows us to estimate the influence of the hydromet~rological conditions and 

pollution of reservoir Ace on a state of the upper active water layer. 

In this paper, our approach uses the earlier developed theory of coherent structures [ 1,2]. This theory was 

based on a similarity between coherent structures in turbulent flows secondary currents, which arise in laminar 

flow a&r the loss of stability. This similarity allows us to formulate and a model of the turbulent flow and to 
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consider this flow as viscous medium with special properties where the secondary currents develop. In future 

what these secondary currents in turbulent flows will be called coherent structures. 

Several problems were solved using this theory: modeling of coherent structures in the open turbulent 

flows [2]; modeling of coherent structures in the stratified turbulent currents in channels [3]; modeling of 

c<cloudy streets>> in the boundary layer of the atmosphere [4,5]; modeling of Langmuir circulations in the active 

layer of a reservoir [6-121. 

Let us consider the potentials of the proposed approach on an example of the LC modeling. 

This model includes a liquid motion in a basin which has a constant depth H and is boundless in the 

horizontal direction. It was supposed that convection penetrates down up to the bottom. 

The liquid motion is described by a system of thermohydrodynamic Navier-Stokes equations in the 

Boussinesq approximation. The state of the water at each point of the basin is described by the temperature T 

and three velocity components: Ui is the component along the wind direction, UZ and II, are the horizontal and 

vertical components perpendicular to the wind direction. It is assumed that the water surface is free and the wind 

velocity V over the water is constant in its value and direction. Wave movements on the water surface is ignored, 

i.e., U@)=O, The thermal and dynamic interaction of the reservoir and atmosphere sre taken into account only 

in the boundary conditions on the upper free surface of the reservoir. In particular, the tangent stress is taken as 

r==&V2, explicit heat flux - Qfp.c&(T-T.)V, latent heat flux - &=LCL(q-q.)V and radiation balance heat 

flux - Qa. It is assumed that on the bottom of the basin the constant temperature T=Tb and conditions of adhesion 

and nontlow for the velocity are given. 

Here t is the friction stress; C,, is the resistance coefficient; Cr and C, are the Stenton and Dalton 

numbers, respectively; p. and c, are the density and the specific heat of the air at constant pressure; L is the 

latent heat of evaporation; T, and q. are the temperature and humidity of the air; T and q=q(T) are the water 

temperature and specific humidity of the air near the water sutlhce. 

Let us briefly describe method for separation of coherent structures in turbulent medium [ 11. According to 

this method, all variables are represented as the sum of three components: 

a ( xl,x?,x3,f) = %3,t)+c (xZ,x3.t)+ 01’ hxZ,x3,t) , (1) 

where6 is a mean value; E describes the ordered large-scale coherent structures, and characterizes the 

mathematical expectation of a under condition of a preliminary choice of a coordinate system; a’ describes a 

deviation from averaged and ordered movements This value is interpreted as small-scale turbulence. It is 

assumed that the turbulence is not correlated with the averaged and ordered movements. 

Substituting all the variables of form (I) into the thermohydrodynamic equations and the boundary 

conditions and using the rules described in [1], we obtain three systems of the Reynolds type equations for: the 

averaged movement (drift current), coherent structures (LC) and small-scale turbulence. The first two systems of 

equations contain the analogs of Reynolds stresses bj and turbulent heat fluxes qi, which take into account the 

influence of small-scale turbulence on the averaged and ordered motions. Hereinafter the equations for 

description of small-scale turbulence are ignored. Following to Bussinesq hypothesis, the coefficients of 
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turbulent exchange (VT) and temperature conductivity (h,) are introduced for the closing of first two systems of 

equations. It is assumed that: 

It is assumed that the coefficient of turbulent exchange is constant in the entire medium and much larger 

than the corresponding molecular value. The turbulent Prandtl number is equal to 1 (&=vT). To determine the 

value of the coefficient of turbulent exchange, we will use the widely known relation 

V+PW”. 

Here E is the mean dissipation rate of the small-scale turbulent kinetic energy, H is the typical scale of 

turbulent structures and C is an empirical constant. The value E can be found from the energy balance equations 

for the small-scale turbulence. 

The system of equations with boundary and initial conditions is written down in the streamline fbnction 

and vortex variables and in the dimensionless form. 

The equations for averaged values and boundary conditions are: 

aG a’s 
-=pax:+ 

a(qil,) 
at 8x3 

I x3=0: q =e=o. 

The equations and boundary conditionsfor the ordered structures are: 

- 

-j$ =R+A,u+A,(%Oa) 
3 

- 
+AG,+o,$%@,) x3=1 : I- a* -a2co. aij’ 

3 8x, ax, -zj- ’ 
~~pj&+$! = L(6) 

3 

a6 
+&-+0,-z 

8x3 
L(6) x3=0: c, =E=a3= 

h2 h3 

6=Oo. 

The closure equation for calculation of the dimensionless coefficient of turbulent exchange is 
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Where 

In this system the following variables are used for scaling: unit of length - Lm-H; unit of speed - U,=VI.\IgH; 

unit of time - a;-&I/g; unit of temperature - 0,=1/p,. Here PO is the temperature coefficient of thermal 

expansion of the water; h-d/H is the dimensionless period of repetition of ordered structures along the x2-&s ; 

p =v~/H$JH is the coefficient of turbulent exchange; R=Q,JQ, is the dimensionless radiation heat flux , here 

Q,=c,dgW PO; r=~acubi %=Po(Tb-Ta); 

A,U,,f)= 
C,Ul-fwbPn,) 

POCO 
, where 

VX?) = C,, cos(lcx2) +s+F+,-G-~) - in the case of pollution modeling and F(Xz) -1 in the other cases 

C+, and C, are the values of Dalton numbers in zones of LC divergence and convergence; q=fq(T,) and 

q=cp(T) are the specific humidity of the air and specific humidity of the air near the water surface; f is the 

relative humidity of the air. 

Verification of the LC mathematical model using data of natural measurements on Mojaisk reservoir in 

May 1989 was accomplished for checking this model [I 11. Analysis of these data shown that the upper 

quasihomogeneous layer of the water was cooled loosing about 80 w/m2 through the water surface. Herewith 

the water temperature decreased uniformly in the whole layer. This fact indicated that in the reservoir the 

intensive convective mixing of the water takes place. The empirical data (wind velocity , relative air humidity , 

air and water temperature, radiating heat flux) were used for LC modeling. Velocity and temperature profiles 

for the average current (drift) and characteristics of the coherent structures (distribution in temperature, velocity, 

T, Oc’ 
12.7 12.74 12.78 

H. m 

Fig I. Calculated temperature profiles 

3 

stream t-unction, coefficient of turbulent exchange, etc.) were 

obtained. Some of these results could be compared with the 

data of natural measurements. 

Figure 1 shows the calculated temperature profiles 

for QK = 80 w/m’. Profile 1 corresponds to the convergence 

zone, 2 - to the divergence one, 3 - to the center pan of the 

eddv. The dots correspond to the natural measurements of 

the water temperature. The horizontal lines correspond to an 

accuracy of temperature measurements. We can see a good 

coincidence between the calculated and observed 

temperatures. The results of this comparison demonstrate 

that this LC model describes the natural processes correctly 

on the whole. 
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Let us consider the results of calculations in details. The conditions of LC origin and their parameters 

were investigated for various hydrometeorological situations. The following parameters: H=lO m, f-60, 80, 95 

%, Tb=25“C and 12,7”C ; Ta=23,27 and 6,5“C were used for LC modeling. Radiation heat flux changed from 70 

w/m2 in night time to 420 w/m2 in the a&moon. The wind velocity varied from 1 m/c up to 24 m/c. 

The calculations show that our LC model describes many 

r,, cm/c peculiarities in natural LC. 

Modeled LC took place for wind velocities up to 7-14 m/c 

14 -1 depending on hydrometeorological conditions. Asymmetry of 

these structures was observed. The region of liquid rise was 

wi wider than the region of lowering. The centers of eddy were 
I 

4 
displaced to the top border and to convergence zones. Vertical 

velocity of the liquid movement had the greater values in the 
O- / 

-0 2 4 6 8 10 12 V,& convergence zones than in the divergence zones. The liquid was 

Fig. 2Maximal vertical velocity 
colder in all horizons of convergence zones. Dur calculations 

LJ, in LC on the wind velocity V. shown that the vertical velocities (Us) in LC and intensity of 

eddies reached there maximum at wind velocities 3-6 m/c (fig.2) 

depending on the hydrometeorological conditions. Regimes when LC took place at the air temperature higher 

than the water temperature were modeled. Curve 2 in the figure 2 corresponds to this case (the difference 

between water and air temperature was AT= - 2“C). Curve 1 corresponds to the difference between these 

temperatures AT= + 2’C. LC disappeared for smaller values of the wind velocity in the first case (AT= - 2°C) 

than values of wind velocity in the second case. The intensity of eddies was less in the first case. In the first case 

the maximum vertical velocity of the water rise approximately 2,5 times less than in the second one. 

On the basis of constructed 

U,, cm/c DiVergenCe zone Convergence zone mathematical model the situations when 

25 r-------- 
i pollution films covered the water surface 

1 
were investigated. Characteristics of 

water surface pollution were taken into 

account in the model as parameters in 

boundary conditions. The water surface 

pollution changed the latent heat flux 

Fig. 3. Profiles of surface velocity for C,=l (without 
surface pollutions ) and for C,=O (with surface 
pollutions). Numbers near profiles correspond 
wind velocity in m/c. - cp=o; - C61 

most essentially due to evaporation from 

the water surface. These effect were taken 

into account in the model using the 

different Dalton numbers. 

Series of calculations were performed 

for uniform and non-uniform surface pollution distributions and various wind velocities. Some of these results 

are represented in figures 3. In the fust case the decrease of the Dalton number (Cq) and increase of the wind 

velocity (V) led to increasing the drift current velocity, water temperature, and water mass stability. At the same 
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time, the difference in the velocities and temperatures in the convergence and divergence zones decreased. A 

non-uniform pollution of the water surface can reduce dynamic characteristics of LC system by 20 % depending 

of pollution thickness. 

Thus, all the peculiarities of LC known from the literature were described by the our mathematical model 

both qualitatively and quantitatively. This model also may be successfully used for various types of turbulence 

currents. 

The work was supported by RPBR grants (projects 96-Ol-01118,9&05-64547,96-05-65856). 
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Abstract. A linear stability analysis is applied to a horizontal layer of porous medium saturated with 
compressible binary mixture the parameters of which correspond to sea ice. Soret and Dufour effects are 
allowed for. The limits of monotonic and oscillatory instability domains with respect to small perturbations are 
defined; a domain of parameters corresponding to double-diffusive instability in brine within sea ice is 
described. 

lhtroduction 

Sea ice represents a natural multiphase medium consisting of fresh water ice skeleton saturated with liquid 

salt solution (brine) gaseous inclusions, and solid salt [I]. This ice totally transforms into a single-phase solid 

system at temperatures virtually not occurring in the ice cover ( - 55” C [ 11). At higher temperatures the sea ice 

is always saturated by liquid phase, the brine, amounting up to 50% of the total ice mass [I]. Such a structure of 

the ice cover is formed under its cooling conditions, depending on the ice crystal formation and growth. A 

significant temperature gradient in the cooled layer forms a skeleton structure of fresh-water ice, including 

separate solution cells with a low crystallization rate. Further cooling changes the skeleton growth of crystals by 

their continuous growth and the fresh water freezing in the cells, accompanied by a significant increase in 

pressure and solution concentration. 

Within a cold season, when the temperature in ice elevates with its thickness, an unstable density 

distribution exists in the brine channels. This evidently results in convective motion (filtration) of brine, thus it 

flows out of ice and is substituted with less saline seawater [l]. Dissipative processes (heat conduction and 

diffusion) retard this motion, tending to return the brine into its equilibrium state. If it is the case, the 

convective filtration, apart from its impact upon the ice biological productivity. should intensify the heat and 

salt fluxes through the sea ice cover [2]. Therefore, to describe correctly the energy and mass exchange 

processes through sea ice, it is necessary to find the criteria of brine convective instability. 

To solve the problem, we assume that (i) sea ice represents an isotropic porous medium saturated by brine, 

while the gaseous component and vapor are absent, (ii) the brine is a binary (two-component) liquid with the 

flow obeying the Darcy law, (iii) the porous medium skeleton is weakly compressible and its motion can be 

neglected, and (iv) ice and brine coexist under the local thermodynamic equilibrium. These assumptions are 

sufficiently valid for young sea ice, via which the most part of energy and mass exchange between sea and 

atmosphere proceeds [ 1,2]. 
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2.Linear analysis 

We study the mechanical equilibrium stability of brine saturating the ice layer of vertical and horizontal 

sizes h and L , respectively, in which transverse gradients of temperature A and salinity B are produced. 

Hydrodynamic processes depend on various dimensional parameters of ice: the solution dynamic viscosity 11, 

compressibility a , thermal expansion fl, , and salinity compression p,, the ice porosity m and permeability 

K , ice and brine isobaric heat capacities Cm and C, , the ice heat conductivity K and heat diffusivity x , the 

brine diffusivity D , and brine thermodynamic parameters N and E . 

We choose the axes z and x respectively across and along the layer and put the coordinate origin at its 

lower boundary. We use the conventional theory of small perturbations [3] which arc assumed to be 

proportional to the product of an amplitude function depending on the coordinate x and the harmonic 

oscillation exp(-It) , where /I is the characteristic decrement. The problem of small normal perturbations is 

reduced to an analysis of the spectrum of longitudinal perturbations from an equilibrium; the stability criterion 

has the form Re;l> 0 . The spectrum contains as real as complex /z relevant to monotonic and oscillatory 

perturbations. According to [4], the boundary problem in dimensionless variables has the form 

IPrT(x) = (1+ G)(RaT(x) - RsS(x) - V(x)) - (1+ D) - DS’d’S’(x), (2. la) 

;1ScS(x) = -(RaT(x) - RsS(x) -U(x) + d*S(x) + M’T(x)), (2. lb) 

IQ(RaT(x) - RsS(x) -U(x)) = u’*/‘(x), (2. lc) 

x = 0,l : P(x) = T(x) = S(.x) = 0, (2. Id) 

where P(x), 7’(x), and S(x) are the perturbation amplitudes of pressure, temperature, and salinity horizontal 

components in the ice layer; d = LI / clx The problem includes nine dimensionless parameters, the Rayleigh 

filtration and filtration-diffusion numbers Ra = p,,gdh*K/vX and Rs = p,,gp,Bh’K/vD , the Prandtl 

filtration and filtration-diffusion numbers Pr = Cmh2q/Kq and SC = mh’ll/KDp, , the number 

Q = mL2r12 /ghK2 p,’ defining the ratio of characteristic times for perturbation propagation in the brine and ice 

units, the number C = Pogah characterizing the brine compressibility due to pressure, the numbers 

D = END~,/K and S = A.cD/Bx responsible for Dufour (diffusive heat conductivity) and Soret (thermal 

diffusion) effects and number G = g/AC, . which characterize gravity force work. 

The solution of problem (2.1), relevant to the basic instability level, has form (P(x),T(x),S(x)) - sinm . 

The decrements are coupled by the cubic equation 

pA3 +qf t-t-/2+s=O, (2.2) 

p = PrScCQ , q = -x2 (PrSc + CQ( Pr + Sc( 1 + D))), 

r = n2 (z’(CQ + Pr + Sc(l + D)) - Rs Pr- RaSc(1 + G)), 

s=~4(Ra(l+G-DS?)+Rs(l+D-S(l+G))-~2). 
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The monotonic and wave instability boundaries are found from the conditions [3 ] 

s = 0. (2.3a) 

qr-ps=o. (2.3b) 

In the following the Dufour and Soret effects are neglectible [3]. If introduce the Darcy number Da = K/h* 

characterizing dimensionless permeability of medium, the conditions (2.3) will be written as 

Da, (Ra, - Rs.) = x2, (2.4a) 

Da:(CQ((Ra,Scf -Rd,Scz)-~*cQ(Pr~+sc,)))+ (2.4b) 

+Da,(-lrzCQ(PrO+Sc,)* +PrOSc,(RaOSc, -Rs,Pr0))-~2Pr0Sc,(Pr,+Sc0) =0, 

where Da i,* are the critical Darcy numbers for monotonic and wave instabilities, (Ra,, Rs, ) = @a, Rs) /Da,,* , 

(Pr,, SC,) = (Pr,Sc)Da,,* (at the absence of skeleton the parameters Ra, and Rs, are equal to the Rayleigh 

numbers for liquid). The relevant critical Darcy numbers are calculated by the formulas 

Da, = ~*/@a, - RsJ, 

Da, = (1/2CQ((Ra.& - Rs,PrO*) - z*CQ(Pr-+ SC,))) x 

x(~r*CQ(pr~+Sc,)* -Pro Sc,(Ra,Sc, -Rs,Pr,)-(x*CQ(P~~+SC,)* + 

+ Pr, SC, (Ra,Sc, - Rs,Pr-))* + 47r2 Pr, Sc,CQ(Pr- + Sc,)(Sc, (Ra,Sc, - 1) + 

+ Pr, SC, (Ra,Sc, - Rs,Pr,))* + 47r* Pr, Sc,CQ(Pr, + Sc,)(Sc, (Ra,Sc, - 1) - 

- Pr,(Rs, Pr,+ 1)))“2. 

(2.5a) 

(2.5b) 

The relationship between the parameters entering the critical Darcy numbers allows them to be either positive 

or negative. The latter condition corresponds to the brine stability relative to longitudinal perturbations at any 

permeability [4]. Violated conditions (2.4a) and (2.4b) yield monotonic and wave instability, respectively. 

3.Compressible brine 

The critical Darcy numbers calculated by (2.5) with typical of cold time characteristics of young sea ice 

parameters [I] show that (i) the brine to be unstable and (ii) (Rs( >> Ra , SC > Pr . Furthermore the convection- 

diffusion effects suppress the temperature ones and the solution instability is defined only by inhomogeneous 

salinity. In this case cccrossingjj kinetic effects are absent (D = S = 0 ) and the degree of dispersion equation 

(2.2) lowers by unity to yield the roots 

A,, = (z2 (CQ + SC) + rr(rr’(CQ - SC)~ + ~RsSCCQ)“~/~SCCQ . (3.1) 

It follows from (3.1) that values A are real at salinization from above ( B < 0, ,&, < 0, Rs > 0 ). One of two roots 

is always positive and grows as Rs increases, while another diminishes and becomes negative at sufficiently 

high Rs, thus leading to instability. At salinization from below, perturbations are monotonic only at small Rs 

(B > 0, fls < 0, Rs < 0). A complex-conjugate decrements arises when Rs’ = -@r*CQ/4Sc)(Sc/CQ - 1)-2 and at 
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]Rsl > IRS’1 perturbations oscillate at the frequency 1’ = fZ(ScCQ(Rs’ - Rs))“2 /X As follows from (6), the 

real parts of decrements are positive at Rs < 0 , that is both oscillatory and monotonic perturbations are damped 

at salinization from below. 

The density inhomogeneity due to pressure and the compressibility in (2.2) are characterized by the product of 

parameters CQ. Therefore, at CQ = 0, we arrive at the Boussinesq model. Condition (2.5a) as distinct from 

(2.5b) does not contain that, hence (2.5a) is the same for compressible and incompressible brine and the 

compresibility affects only the wave perturbations. At these conditions the critical Darcy numbers calculated at 

CQ = 0 are underestimated more than by an order of magnitude, compared to the case of CQ # 0 . Hence, the 

account of compressibility characterized by the product CQ expands the domain of stability. 

4.Incompressible brine 

The conditions of incompressible brine stability are defined by coefficients q,r and s are analyzed in the 

plane of coordinate (Rs,Ra) [3]. The relevant regions are divided by straight lines of monotonic (2.3a) and 

wave (2.3b) instabilities, as well as by the discriminant curve r* - 4qs = 0 as well as by the points of their 

intersections (Fig.1). The latter are easily determined from simultaneous solution of these equations. The 

domain of oscillatory stability for incompressible brine lays totally in that of monotonic stability. Therefore we 

have IDail <IDa,\ and the stability criterion is Da, < 0 ( RaSc < RsPr ), that is the difference between the 

rates of disspative processes. At cooling from above (A > 0, j?, > 0, Ran > 0 ) this difference changes its sign at 

the arbitrary small negative salinity gradient. Hence, the equilibrium is unstable in the case of salinization from 

above. At salinization from below, the brine is unstable if Ra > RsPr/Sc . In the vicinity of this threshold the 

evident constraint onto the Darcy number is violated and a discontinuity arises in the curve corresponding to 

(2.3b) at exact equality. 

Now we enlarge on the feasible differential-diffusion convection of incompressible brine in sea ice. A 

necessary condition of the solution equilibrium is the constant vertical gradient of density. The zero density 

gradient corresponds to the equation [3] 

RaL+Rs=o, (4.1) 

where parameter L = x / D characterizes the ratio of temperature and salinity leveling rates. Depending on the 

diffusion Rayleigh number sign, the straight line (4.1) can be either in quadrants I and III (the case of 

salinization from below) or in quadrants II and IV (salinization from above; relevant dividing (dashed) lines 

are plotted in Fig. 1) of the coordinate (Rs, Ra) . However, in any case the differential-diffusion convection 

proceeds at negative ordinary Rayleigh numbers relevant to heating from above (A -c 0, & > 0, Ra -c 0 ). This 

symmetrizes the dividing lines’ arrangement about the axis Ra . For definiteness, we analyze the example of 

salinization from above (solid dividing lines). 
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Ra 
s=o 

r=O 

f 

B 
A 

r?-4qs=O 

= 0 

Fig. 1. Domains of the incompressible brine instability. 

Table 1. Coordinates of crossing the boundaries lines in (Rs,Ra) plane 

Point Expression 

Rs = -x2 Pr/(Sc - Pr) 
A 

Ra = z’Sc/(Sc - Pr) 

Rs = Pr/(Pr- SC) 
B 

Ra = (7r’(Pr*- SC*) - Pr2 )/Sc(Pr- SC) 

X 
Rs=-n2L/(1-L) 

Ra = ?r’Sc/(Sc - Pr) - 
Rs = 0 

A Ra=z* 

Rs = z2L(Pr-Sc)(2(PrScL)“’ +(PrL +Sc))/(Sc - PrL)’ 

Ra = - z2 (Pr- Sc)(2(Pr ScL)“’ + (PrL + Sc))/(Sc - Pr L)’ 

1‘ 
Rs = - ?r’L(Pr- Sc)(2(Pr ScL)“’ - (Pr L + Sc))/(Sc - Pr L)’ 

Ra = z’(Pr- Sc)(2(PrScL)“2 + (Pr L -t Sc))/(Sc - Pr L)’ 

RS=O 
H Ra = - 7r2 (SC - Pr)/Sc 

I 
Rs = 1r2(Pr- Sc)/Pr 

Ra=O -- 
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In the plane (Rs,Ra), below the straight line (4.1) a domain is arranged where the solution becomes heavier 

with depth. Coordinates of crossing the lines defining the stability domains are listed in Table 1. The straight 

line (4a) at all L (except for L = 1) crosses the neutral line of monotonic perturbations, thus forming a domain 

of ccstability paradox)) (hatched in Fig. 1). As was shown above, this domain corresponds to the negative 

diffusive and ordinary Rayleigh numbers relevant to heating from above and salinization from below. For the 

chosen thermophysical characteristics of sea ice, the zero gradient line slope (l/L ) is much smaller than the 

monotonic perturbations’ line slope, L >> 1. The value x characterizes the brine volume heating due to total 

heat conductivity of both phases (at the absence of salinity it would be equal to the liquid thermal conductivity). 

Thus, the condition x >> D means that the temperature inhomogeneities are leveled much faster than the 

salinity ones. Then a brine particle, accidentally displaced upward, is fast heated but slowly salinized. At a new 

site the particle temperature is lower than an ambient temperature, but the particle should be more desalted. At 

the relevant gradients A and B (their minima are defined by coordinates of point X : Rs, = - 7r2L/(1 - L) , 

Ra, = lr’/(l -L) , the displaced particle density is lower than the ambient density and the particle emerges 

infinitely (monotonic instability), although the salt solution is havier at the layer bottom. Calculations shows 

that minimum temperature and salinity differences, at which the differential-diffusion convection is observed in 

sea ice, are quite real values of a few hundredth fractions of degree and a few thousandth fractions of PSU, 

respectively. Obviously, the ice thermophysical parameters variations can change ratios of Prandtl numbers, as 

well as the slope of straight line (4a). These effects can be estimated by equations (4). In the boundary case 

Pr = SC, the discriminant curve degenerates into the straight line Ra = Rs parallel to the straight lines of 

monotonic and wave instabilities, whose crossing points tend to infinity. In this case, only the monotonic 

instability of brine is possible and its equilibrium is stable relative to wave perturbations. 

At isothermal convection, dispersion equation (2) becomes linear and determination of the brine stability 

criterion appears to be trivial. The root takes on the form R. = (x2 - Rs)/Sc , hence all the normal perturbation 

decrements are real that furnishes their monotonic evolution in time. The critical diffusion Rayleigh number 

relevant to instability initiation is Rs = x2 

The work was supported by the Russian Foundation for Basic Research (Project Code 97-05-65926). 
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Abstract 
We are interested in the parameter space of rotation rate, S2, temperature 

difference, AT, (or related surface buoyancy flux B,J), boundary shape and symmetry of 
boundary forcing, for a rotating basin driven by surface buoyancy flux. The geophysical 
problem is that of lakes and marginal seas cooled by the atmosphere, or saline oceans 
l&zing at the top. The topographic shape of the basin and spatial variation and 
symmetry of the forcing both exert strong control over the resulting convection and 
circulation. 

The fluid in, (i), a l-m diameter constantdepth, circular basin is driven by a 0.29 
m diameter circular-disk cooling plate at its center, at high Rayleigh number (Ran = 
goATH3/rcu ~10’). At low rotation, the ‘meridional overturning (i.e., radial/vertical) 
circulation is intense and symmetric. As SL increases the problem passes through the 
stages of symmetric, steady zonal circulation, unsteady baroclinic wave/vortex regime, 
and turbulent, convective vortices of increasing small scale. Meridional and zonal 
circulation diminishes at high rotation. When the same forcing is applied to, (ii), a 
spherical-cap basin of the same diameter , the symmetric circulation is similar, but with 
increasing R is topographically confined to the center. The long waves and smaller- 
scale convective vortices are confined near the basin center. If we move the cooling disk 
to the side of the basin, the constant depth cylinder (iii) shows a reversal of direction (to 
anticyclonic) of the principle gyre of circulation. A small cyclonic gyre remains about 
the cooling region. With a bowl-shaped basin, (iv), a similar pair of gyres occurs at 
small R, steady at first, and then with mesoscale eddies at higher rotation. Boundary 
currents become concentrated and intense, and at as Q exceeds 1. we see a dense 
pattern of jets aligned along the topography. 

Exchange processes and fronts in coastal zone and marginal seas 

1. Introduction 
The history of a systematic experimental studies of convection in romting fluids started with ‘dishpan” 

experiments Fula [l]. where the local heating or cooling t?om a disk was studied. After Hide’s experiments [2] 
the experiments on convection between vertical difbentially heated coaxial cylinders became a basic model for a 
study of baroclinic instability, where a horizontal temperature gradient and stable vertical temperature gradient are 
important, In parallel, convective motions in rotating plane fluid layer heated from below were studied iu the 
laboraw by Nakagawa & Frenzen [3]. For a plane layer an unstable vertical temperature gradient develops. 
Boubnov &Golitsyn [4] reviewed studies on both of these forms of convection in a rotating fluids. 

When convection t&m a local heating or cooling source is considered, vertical and horizontal temperature 
gradients appear. In different places of a vessel both stable and unstable vertical temperature gradients can exist. 

Convective motions Corn a local source of buoyancy are discus&, usually with most attention paid the flows 
near the buoyant plume. In some cases a source of buoyancy can be considered as isolated (see [5]) in others, it is 
necesmry to take into accotmt an interactions of a flows with boundaries. 

A new interest in convective motions in rotating fluids ticm a local heating was stimulated by a study of a deep 
convection in the ocean. It was shown ( see, [6-9), that a small regions of deep convection (in the Labrador and 
Mediterranean Seas) signiticantly change a heat balance in the World Ocean. 

Typical horizontal scale of a sea L is about 100-1000 km, horizontal scale for deep convection region D is 
aboutlO-lOOkm,whileadepthofasea His l-3km.Amainaspectratios 6, =DLH=3-100andb; =LLD= l- 
1000. For these aspect ratios an interactions of the flow with boundaries are important and some modifications of a 
“‘dispan” experiments [ 1] can he suitable for simulated a deep convection in the ocean. 
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This paper describes experiments designed to investigate convection and circulation front a cooling disk in 
shallow rotating vessels with a diierent bottom shapes. Two forms of bottom were used: plane and bowl shape, the 
latter being approximately a section of a sphere. The different positions of the disk with compare to the center and 
sides of the vessel are considered. In small and shallow vessel the flow from a source of buoyancy very soon after a 
start of convection begins to interact with a bottom and a side walls and a quasi-stationary regimes after 
interactions are studied. 

2. Experimental apparatus and procedure. The experiments were conducted with two shallow 
vessels, one cylindrical, with diameter L= 96.5 ,cm and one an approximately spherical-cap ‘bowl’ of blown 
Plexiglas. The bowl diameter was 97cm, at which point the greatest depth is 19.2cn-r. Bottom and sides of 
the vessels were thermally insulated with at least 5cm of closed-cell foam, the net side/bottom heat 
conduction was negligible for the earlier parts of the life-cycle of the experiments; this will be discussed 
below. The upper free surface was open to the air, but protected by a cone of transparent plastic, extending 
1.5m above the surface . Convective motions in this same bowl-shaped basin were described in [ 10.1 11. 

Buoyancy driving was provided by a thermoelectrically driven circular cooling plate of aluminum, with 
diameter D = 29 cm. and height 1.2 cm. The disk was mounted horizontally, flush with the tree surface. 
Waste heat horn the apparatus was removed with a continous water cooling system. Thermistors embedded 
in the disk provided temperature of the disk Tu, , and air temperature TA was monitored together with the 
water temperature, Tw, and the temperature difference AT=Tw-Tu are the most important thermal 
parameters. A linear array of thermistors in the fluid provide time histories of the experiment, including the 
development of stratitication. Spacing of the thermistors was 2 cm., the final one being 1 cm. from the 
bottom. The cooling disk was located either in the center or near the side of the water surface. 

The lm-diameter rotating table, constructed in our laboratory has a direct-drive, brushless synchronous 
d.c. motor, with feedback control, and is patterned after a design from Australian National University. 
Rotation rate is accurately maintained, with accuracy better than lOa. Levelling is carried out regularly to 
remove tides. Rotation rate Q ranged from 0.005 to 2. set“. These slow rotation rates involve lead to new 
regimes of rotating convection [12]. We are particularly interested in the sense of the basin-scale 
circulation, cyclonic (that is, in the same sense as the rotation of the platform), or anticyclonic. 

The experiments were carried out by spinning up the basin at room temperature. The fluid is initially 
unstratified. Cooling is then turned on abruptly, and both transient and quasi-steady behavior examined. 
Processes involving the build-up of thermal stratification required long runs (more than 24 hours). This 
distinguishes the experiments from those that concentrate on initial development (e.g., [5,13]). 

Surface circulation was visualized with tine aluminum powder, photography and time-lapse video. 
Time-series of subsurface velocities were made using an infra-red diode laser velocimeter, which measures 
two velocity components. This device can accurately sense flows as slow as 0.1 mm se&. 

3. Regimes and Parameters 
The basic convective regimes for a centered, axisymrntric cooling pattern with fixed AT and R are 

familiar: zonal circulation develops axisyrnmetrically when R is small. Our interest is only in high- 
Rayleigh number flows, and so the convection beneath the forcing disk is always turbulent (whereas in the 
classic annulus, the flow at small R is larninar providing the sidewall boundary layers are stable). At higher 
rotation rates barochnic waves and vortices develop, which decrease in lateral scale and become turbulent at 
still higher rotation rates. 

This is summarized in Fig. 1, showing the results of 24 experiments at variety of values of fi and AT, 
for water depth H=lO cm. Symmetric zonal circulation (ZC), baroclinic waves and orderly vortices (BV) and 
turbulent convective vortices (CV) occur at progressively higher rotation. The regime boundaries are nearly 
vertical, perhaps with a slight lean to the right; this independence from AT occurs for strong cooling. 

These symmetrically forced flows in the cylinder are strongly related to earlier work, but the goal of this 
paper is to consider the effects of both non-symmetric forcing and bowl-like topography. As a result of the 
weak dependence of regimes on mean temperature difference, we will do most experiments in the new 
configurations at a single imposed value .of buoyancy forcing. 

Main dimension parameters of a system are: length scales (diameter of cooling disk D, depth of fluid H, 
horizontal size of vessel L), tenpxature diffexence AT, rotation rate Q-gravity acceleration g and parameters of 
fluid (density p,-specific heat contents CP , coefficients of viscosity v, thermoditiMvity k and thermal expansion 
a). Reduced gravity accelerations can be iINdUced as _ g*= (Ap/p)g. For thermal convection g*= agAT, and a 
heat flux f for turbulent convection defines a kinetic energy dissipation c=cr@pc+. (see, for example [14]). For 
density convection an analog of a kinetic energy dissipation &-is a buoyancy flux per unit area B=g* V, where V is a 
velocity of a more dense fluid which come Erom source of buoyancy [ 131. 

As nondimensional parameters we will use Rayleight number Ran = guATD3/lcu, as a measure of cooling 
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and thermal Rossby number Tu=dL?oq/v’ as a measure of rotation. 

I 

1 I I I 1 
0.01 0.1 1 

Fig.1. Regime diagram in (AT, a) space for convective motions in a cylinder with symmetric cooling 
(H=lO cm). Regimes: ZC - zonal circulation (circles), BV - baroclinic vortices (crossed squares), CV - 
convective vortices (black circles). 

4. Results 
Cylinder, symmetric forcing (CC). Stable stratification is characteristic of the annulus experiment; 

unstable stratification is characteristic of uniformly forced convection, and here we have elements of both. 
The zonal cyclonic circulation at low rotation is basin-filling, in balance with a strong Hadley cell of 
overturning. Coriolis effects dominate the basin-scale circulation when they negligible at the scale of the 
convection (correspondingly, lakes of rather small size exhibit Coriolis effects). At high rotation the zonal 
flow initially takes the form of a rim current close to the edge of the cold disk, as has been explored in 
numerical experiments [15] and in the laboratory [ 131 

The experiments begin with the development of plumes characteristic of uniformly rotating 
convection. A large-scale buoyancy gradient soon develops, and this drives the larger scale overturning, and 
symmetric zonal circulation. Despite the turbulent convection the outer flow remains laminar and symmetric 
at low rotation In the higher-rotation regimes become non-symmetric as large-scale baroclinic vortices 
develop. Comparing with the classic annulus, we do not see a simple wave regime and snaking ‘jet-stream’. 
The lack of an organized jet is a reflection of the lack of a rigid inner sidewall, which helps to organize the 
annulus flow, both through its heat flux and by defining the channel width. At large radius, far from the 
forcing the zonal flow is typically weaker than in the corresponding annulus experiment, which is forced at 
botb wails. 

The lateral scale of the convective vortices decreases strongly with increasing rotation. At high, ftwed 
rotation rate, in the convective vortex regime, if we wait for typically one hour, the distribution of vortices 
becomes well-developed. Their diameter increases with distance from the forcing, by a factor of about 2.5 at 
the outer rim (Fig. 2). This would be the nature of tw&imensional turbulence generated locally, and self- 
advecting to large radius [16]. 

Cylinder, asymmetric forcing(C.7). Natural flows lack the symmetry imposed in the case above. 
Motivation for non-symmetric forcing comes both from the planetary scale ocean circulation (with buoyancy 
forcing varying with latitude), basin-scale ocean circulation (where cooling often occurs at the edge of the 
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ocean, where cold air flows off the land), and from lake circulations, where uneven buoyancy forcing occurs 
Simply by moving the cooling plate to the edge of the cylinder we find the main body of the fluid rotates in 

the opposite direction, anticyclonically. This tendency is seen most clearly at low rotation (Q= 0.01 set-I). A 
residual cyclone exists beneath the cold plate. The baroclinic vortex regime (a.k.a. wave regime in the 
annulus) involves large eddies, predominantly cyclonic, which tend to self-advect round the outer boundary 
of the cylinder. 

Fig.2. Vortex structure at the free surface for a cylinder with symmetric cooling. AT=%1 K, G! = 1.5 set-’ 
(w = 1.33x108, Tar, = 6.4~10”). 

Bowl, symmetric forcing (BSS). The axisymmetric bowl should, one might think, act rather like the 
axisymmetrically forced cylinder. The parade of regimes, however deviates greatly. As CJ increases above 
the symmetric (cyclonic) regime, a well-defined wave-regime occurs where, in the cylinder, there were 
disorganized baroclinic vortices. The topographic restoring effect is clearly at work, providing a strong, 
symmetric field of Rossby-wave ‘elasticity’. The resemblance to the classic annulus’ wave regime is thus in 
the organization provided by the symmetric topography. Trapped, long-lived vortices are a dominant feature 
of the annulus wave regime, and these are less prominant here. 

^ 

At large rotation (Fig. 3a) the convective vortices are arrested near the forcing region, and very strong 
cyclonic circulation is confined also to the inner one-half of the domain. Zonal circulation and.eddies are 
nearly absent at large radius. The boundary between flowing and stagnant fluid is sharp, and yet it moves 
outward with time. 

With relatively weak stratification, the dynamics of this regime resemble that of P-plane two- 
dimensional turbulence. Rather than the outward advecting vortices of the cylindrical case, we see 
confinement by the mean potential vorticity field, and an indication that the lateral scale of tbe vortices is 
limited (in the P-plane case, this size is - (U/pY2 ). 

The side view of tbe weak rotation case shows a particularly well-defined Hadely cell; the turbulence level 
in the convection beneath the cold disk is strong. 
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Fig.3. Vortex structure at tbe free surface for a bowl with symmetric (a) and asymmetric (b) cooling. 
AT=5.1 K, CL = 1.5 set-’ (Rau = 1.33x10*, Tan = 6.4~10”). 

The lateral scale of the vortices produced in this configuration decreases monotonically with rotation, $2. 

Bowl, asymmetric forcing CBA). This configuration was in [17, 181 as a simple model for Labrador Sea 
convection, where there is significant bottom slope and asymmetry in the cooling to the atmosphere. Here 
we extend this work by considering a large range of Q and making comparisons with the other three 
configurations. 

At low rotation, Q=O.Ol set-’ the circulation is nearly steady, though still turbulent beneath the cooling. 
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The side view shows that the overturning circulation still resembles that of the non-rotating case, with little 
restraint due to Coriolis forces. Nevertheless the lateral, Coriolis driven circulation is fully developed. It 
resembles the case of the asymmetrically forced cylinder. 

At large rotation, R=1.5 set-’ (Fig.3b) the strength of the circulation is reduced, and its form is now 
strongly controlled by topography. The intense convection transmits circulation in the sense of topographic 
waves, along the ‘pseudo-westward’ direction (to the left, facing large values of mean potential vorticity). 
Near the outer rim there is an anticyclonic flow drawn toward the cooling region, which extends round the 
entire basin, connecting to form a narrow, interior anticyclone. 

The energy level of the circulation is such that this nearly-barotropic flow cannot readily move across 
contours of mean depth. The convection persists with that constraint, yielding jets that increase in number as 
R increases. 

The zonal circulation shows important differences between bowl and cylindrical vessels. Indeed, this 
quantity is a key variable which is not often emphasized in classical annulus studies. For the centered bowl 
geometry (BC), the maximum zonal velocity increases rapidly with Q, at low values, and reaches a 
maximum at R = 0.02 to 0.04 see-’ (Fig.4). It then rapidly decreases to a plateau between 0.04 and 0.4 set-‘, 
finally diminishing by a further factor of 2 at all larger values of LI that we have exolored. 

6 
V, mm/s 
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. 

Fig. 4. Dependence of a maximal zonal velocity V, at a surface on Q for different regimes in symmetric 
cooled bowls. 

There is an exceedingly long life cycle in this problem, and we have attempted to follow it beyond the 
stage of initial convective development. The stages involve (i) thermal instability and plume development, 
(ii) chimney and rim current development, (iii) mesoscale vortex generation, (iv) basin-scale circulation 
develops, with meridional overturning, and (v), stable stratification is built. 

Thus. the presence of a directly convected region leads to stronger eddy activity in the near-tield, 
contrasting both the annulus experiments (where thermal forcing occurs through side-wall boundary layers) 
and typical baroclinic instability experiments, where a jet is thermally maintained, yet its mean and eddy 
velocity components are comparable. Some of the longer-timescale aspects of the life-cycle of the 
experiment are seen in Fig.5. The establishment of stratification far from the convective source for centered 
cooling in the bowl occurs from a well-mixed initial state. The initial temperature, 12.75’C, was colder than 
room temperature (21°C), so that as convection proceeds, so too does restratification due to surface heat 
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gain. This experiment was carried on for several days, changing only the rotation rate through 3 values. At 
first, with S2=1.3 sS’, the initially homogeneous fluid develops stable stratification over about 10 hours, with 
top-to-bottom contrast of about 3°C. The heat gain for the case without cooling is seen at the end of the run, 
where the temperature rises with an e-folding time scale of 1500 mm. 
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Fig.5. Temperature records at 5 different levels at distance 30 cm from the center of a symmetric cooled 
bowl (AT=7.1 K, Rat, = 1.85~10”). for different rotation rate (numbers) and regimes (letters). At t=3800 
min (63,3 hours) a cooling was off on constant rotation. 

The rapid rotation case at the beginning warms more gradually, as a consequence of the cooling. When 
the rotation rate is reduced to 0.02 s-r, the overturning circulation is much more efficient, and the 
temperature gradient is much reduced at depth; the lowest 4 cm is nearly homogeneous. The sideview 
illustrate the strength of overturning at lower rotation values. The temperatures overall are colder because 
the meridional circulation and attendant heat flux is so much more efficient at low rotation. Then, when the 
rotation rate is again increased to 0.15 s-r, we see a much greater stratification extending the temperature to 
warmer values. The timescale for establishing the stratification (-8 hours in the more rapidly rotating cases, 
much shorter (-1 hour) at the lower rotation) is well-defined, followed by a longer period of drift of the 
temperature as it seeks equilbrium with the net surface heating and cooling. 

The dependence of stable vertical temperature gradient, T,,, shows that between S&O.05 to 1.0 s-t T, 
changes greatly. For centered cooling experiment TZ is nearly a factor of 3 greater than for asymmetric 
cooling (despite the fact that the vertical thermistor stick is closer to the cooling in the symmetric case; in 
both instances the thermistors are 3Ocm from the basin center). For very low rotation, and very fast rotation, 
the stratification has weak dependence on the position of the cooling region. The efficiency of the lateral 
gyre circulation is so great in the asymmetric forcing that, rather like the strong overturning at very low 
rotation, it more effectively homogeneizes the temperatures. At very high rotation the intricate jet structure 
is weak in amplitude, and small in scale, so that it does not thoroughly stir the fluid. 

5. Conclusion 
There is a great change in convective structure with configuration: basin geometry and the disposition of 

buoyancy forcing. For example, at rapid or intermediate rotation, centered cooling in a cylinder fills the 
fluid with convective vortices, while for the same parameters in a bowl, the convection is arrested close to 
the center and fails to penetrate far outward. By contrast, the mean zonal circulation in the bowl is .much 
stronger tban in the cylinder. 
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In the bowl, where mean circulation is particularly strong, the position of the buoyancy forcing greatly 
affects the sense of the basin-wide circulation, shifting for example from a large cyclonic gyre with centered 
forcing to a large anticylone (and much smaller cyclone about the forcing region), with asymmetric cooling. 
At the largest rotation, multiple jets of alternating sign occur, and the basin-wide gyres are lost. 

The conversion from potential energy supplied by buoyancy forcing to kinetic energy of circulation is 
most efficient at rather low rotation, where the mean circulation has scale comparable with the basin 
diameter. 
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ABSTRACT 
We estimate mixing induced by the breaking of a large scale primary internal gravity wave, either propagating or 
standing. The data are the results of two-dimensional direct numerical simulations. We first investigate the 
vertical dispersion of particles released in the flow after the onset of wavebreaking. The eddy diffusivity is also 
inferred from the diapycnal diffusive flux. We show that the two methods are in good agreement, which is of 
interest regarding the interpretation of in situ measurements. We eventually provide a parameterization of mixing 
versus a Froudc number of the tlow which is similar to that found for a stratified shear layer [I]. The latter result 
is consistent with the scenario of wavebreaking for a low amplitude (statically stable) high frequency wave and 
suggests that the breaking of such a wave may he modeled by a spatial distribution of shear layers. 

I. INTRODUCTION 

In the stratified Ocean, vertical mixing is one of the basic processes which sets the intensity of the general 
circulation [21. An appropriate parameterization of vertical turbulent mixin, 0 must therefore take into account the 
different processes through which turbulent mixing occurs. Whereas recent in situ measurements [3] have shown 
that important mixing occurs at the boundaries in regions of enhanced topography foi- instance, a better 
understanding of mixing within the interior of the ocean is still required [2]. There it is well-known that shear- 
instability is an important pi-ocess which promotes mixing (e.g. 141). Furthermore, it is more than likely that 
internal gravity waves play an important part in this process, therefore “understanding mixing in the ocean 
interior is thus intimately linked to understanding the fincscalc shear field associated with the internal gravity 
waves” (21. 

Our approach is a pr-ocess-oriented one and we focus on mixin, (7 induced by the breaking of a large scale 
internal gravity wave freely evolving in a background linear stratification, a situation likely to occur in the 
oceanic thermocline. In this idealised situation we provide comparisons between the estimate of vertical eddy 
diffusivity inferred tither from particle dispersion or from the diapycnal diffusive flux. WC also determine 
whether mixing can be related to the dynamics of the large scale wave, namely the instabilities leading to 
wavebrcaking. 

We first briefly describe the mechanisms leading to wavebreaking, which permits one to understand how 
mixing occurs. We present in a second section the results of particle dispersion experiments. The eddy diffusivity 
is inferred from the diapycnal diffusive flux in a third section. The results are discussed in the last section. 

II. EVOLUTION OF THE PRIMARY WAVE TOWARD BREAKING 

Our cast of interest is a large scale low amplitude, statically stable, internal gravity wave, referred to as the 
primary wave. which is either propagating or standing and evolves within a linearly stratiried fluid. The reader is 
refcrrcd to Bouruct-Auhertot et ~1. 151,161 for standing waves and Koudella & Staquet [7] for propagating waves 
for further details. 

WC solve the t\Yo-dimensional Navier-Stokes equations in the Boussincsq approximation and the initial 
condition is a linear mode of the Boussinesq equations. The resolution is of 5 13* for standing waves and of 5 12’ 
for propagating waves. The Froudc number of the wave, Fr=k’a/N (where k is the modulus of the wavevector, a 
the amplitude ot’ the stream function and N the buoyancy fi-equency) is within [0,36 ; 1,061 and the Reynolds 
number within [ 1.5.10.’ ; 10m7]. The Prandtl number is equal to I. 

The weakly nonlinear regime which first sets in is characterized by the growth of small scale perturbations 
extracting their energy from the primary wave through a mechanism of resonant interactions. These interactions 

result from the parametric instability 01’ the primary wave. This behaviour is predicted by the resonant interaction 
theory ([8],[9]) and is recovered from a linear stability analysis of an internal gravity wave ([ lO],[ 1 I]). Basically 
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fig. I : Density and vorticity fields at the onset of wavebreaking (a,b standing waves, c,d propagating waves) 
a. : density field at t=72T, b. : vorticity field at t=72T (values within[-12.6,16.2], to be compared with the initial 
range[-0.5 12,0.5 121); 
c. : density field at t=36.6T, d. : vorticity field at t=36.6T (values within[-10.8,7.5], to be compared with the 
initial range[-0.5 12,OS 121). 

(a) (b) 
fig. 2 : Time evolution of three lines of particles released in the tlow (propagating waves) at to=36.6 T. An 

extended domain of size [-~Tc,~x]’ instead of [O,~TC]~ is taken to give a realistic view of the dispersion : a. 
particles at t/T = tO+ 1.6 , b. particles at t/T = tO+ 8. 
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the physical mechanism of parametric instability can be described by a parametric oscillator when the scale of the 
primary wave is large compared with that of the perturbation ([ I2],[5],[ 131). The oscillation of the primary wave 
leads to a periodic variation of the frequency of the small scale perturbations. This modulation induced by the 
primary wave can arise either from the variation of the direction of the wavevector of the perturbation or from the 
variation of the local buoyancy frequency. The former mechanism is efficient for standing waves while the latter 
dominates for propagating waves. This explains why, whereas the instability leads to the development of shear 
layers in both cases, the spatial organization differs depending on the nature of the wave. While localized shear 
layers develop in the case of standing waves (fig. l.b), shear layers regularly spaced arise in the case of 
propagating waves (fig. 1.d). Wavebreaking eventually occurs when these shear layers become unstable. By 
contrast the three-dimensional dynamics of the same wave eventually involves a convective instability which 
arises as a result of the shear instability [7]. Therefore the evolution of the low amplitude wave toward breaking 
is well described by two-dimensional simulations. This behavior is in agreement with the linear stability analysis 
of a propagating wave subjected to three-dimensional perturbations performed by Klostermeyer [ 141 and 
Lombard & Riley [ 151 : for a low amplitude (statically stable) primary wave, the fastest growing perturbations 
are two-dimensional. 

III. VERTICAL EDDY DIFFUSIVITY 

111.1 PARTICLE DISPERSION 

Particle trajectories x(a,t) for weightless particles are calculated by solving the equation dx/dt=u, x(O)=a 
where u is the fluid velocity at time t and location x (see [ 161, [ 171 for further details). 

Particle dispersion experiments are performed in the case of propagating waves. Three lines of particles, each 
made of 3072 particles, are introduced in the flow after the onset of wavebreaking at time t=36.6T (fig. l.c, d) 
and the motions are followed for ten buoyancy periods, until breaking ends. The particles are represented at two 
successive times to illustrate a change in behavior. The evolution of the particle sets is first highly variable (fig. 
2.a) : lines are either elongated under the action of a strain field induced by long vortices of small vertical scales 
or vertically spread by small intense eddies in regions of overturning. For increasing times however, the vertical 
dispersion is fairly homogeneous (fig.2.b). 

Following Hunt [ 181, we infer the vertical dispersion of the particles of a given line from the time evolution 
of the variance of their vertical displacement from the instantaneous center of mass of the line (Zo(t)) (fig.3). 
After about 6 buoyancy periods a smoother evolution is obtained and the curve then slightly oscillates about a 
linear temporal law. These residual oscillations result from low frequency wave motions which are not 
statistically averaged. The eddy diffusivity K is usually computed from the slope of Z,(t) ([19], [ 181) but here, 
because of the residual oscillations, we rather compute this parameter from the slope of the least square line. 
When normalized by the molecular diffusivity, values within [ 12 ; 16,3] are obtained, that is a variation of 30%. 
We find this result satisfactory owing to the rather short duration of wavebreaking. This variation could very 
likely be reduced by considering a forced primary wave, a case for which particle experiments could be 
conducted over a longer time interval. 

III.2 DIAPYCNAL DIFFUSIVE FLUX 

Background : we apply the analysis of mixing in stably stratified fluids proposed by Winters et al. ([20], 
[21]). By definition, the eddy diffusivity is equal to the diapycnal flux, which always results from diffusive 
effects, divided by a mean (temporally or horizontally averaged) density gradient. The determination of the 
diapycnal flux is difficult from a practical point of view because it amounts to extract a diffusive contribution 
from a turbulent field. Models are therefore usually employed to compute it (see e.g [4] or [2], for a review). A 
new method has been recently proposed by Winters & D’Asaro [21] to compute that flux exactly. The key 
ingredient is a stable density profile obtained by sorting the fluid particles so that the heaviest particle lies on the 
lowest altitude. Thus, the expression for the diapycnal flux is : @&t)=-lc<(Vp)*q l(dp*ldz) , where k is the 

molecular diffusivity, the index I refers to an average along an isopycnal and p*(z) is the sorted profile. Note 
that the diapycnal flux thus defined is always positive. Also, its expression is formally similar to that proposed by 
Osborn & Cox [22], but using an average along the isopycnals and a sorted density profile in place of an 
horizontal average and a mean density gradient. Following these lines, the eddy diffusivity should be defined as 

Kd=-@d(z,t)/(dp*/dz) [2l]. Note that Kd is always positive, whatever the flow dynamics. 
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fig.3 : Variance of the vertical displacement relative to the instantaneous centre of mass for each line, versus 
time. 
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fig. 4 : Time evolution of the maximum Cox number, Cox, and the spatially averaged Cox number, Cox,, : 
a : standing waves, b : propagating waves. 
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fig. 5 : Maximum over time of Cox,, versus the square of the maximum turbulent Froude number, Frt* for both 
propagating and standing waves. 
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The eddy diffusivitv from the dianycnal flux : The time evolution of Kd/K,referred to as the Cox number, is 
displayed in figure 4 for propagatin g and standing waves of‘ equal amplitude (equal to 0.256). Both the maximum 
and the spatially averaged Cox number, Cox,,, and Cox,, respectively, are represented. The former quantity 
provides an estimate of eddy diffusivity in overturning regions while the latter characterizes the averaged 
diffusion over a wavelength of the primary wave. During the quasi-periodic stage, the averaged Cox number is 
closed IO I because Cox,,- 1 +[)(A?) for a periodic wave of amplitude A. As the wave becomes unstable, the 
maximum Cox number increases, reaching maximum values of about IS (fig.4). This value is in agreement with 
those inferred from particle dispersion, which range between 12 and 16.3. This is one of the main results of this 
paper. 

The eddy diffusivity is fairly independent on the nature of the wave. either propagating or standing. The only 
difference we noted comes f~rom the duration 01‘ wavcbrcaking \+hich is much shorter for propagating waves than 
for standing waves. This results from the spatial structure of the instability which occurs within broadly 
distributed shear layers for a propagatin g wave whereas it is limited to l’cw localized shear layers for a standing 
wave. Therefore the energy of the primary wave is more rapidly dissipated in the former case than in the latter. 

Toward a parameterization of the eddy diffusivitv : Our purpose is IO find whether the eddy diffusivity can be 
linked with the large scale dynamics. WC are therefore looking for a relationship between the eddy diffusivity and 
a non dimensional parameter charaterizing the dynamics at larger scales. It is natural to introduce the Froude 
number, Frt, defined as :Fr,=max ti,,,, [2 Z(t)/N]t/2 where Z(t) is the enstrophy. Fr, is a relevant quantity regarding 

large scale dynamics since kinetic energy spectra behave like km3 [23] : the maximum of the enstrophy will be at 
larger scales than those at which mixing occurs. 

The maximum over time of Cox,, is displayed in figure 5 versus the square of the turbulent Froude 
number, for different calculations of propagating and standing breaking waves of various amplitudes. The whole 

range of values is ]5,60] fol- COX:,~. Figure 5 shows that the data can he fitted by a linear law versus Fr,2. This 
result is consistent with the fact(not shown) that the avcragcd mixin g efficiency y=@d/e is fairly constant during 
wavebreaking ; Qd is the volume average of @d(z) and E the dissipation rate of kinetic energy. Indeed, one has: 

COX~~=K~/K -@d/~N’=y E/(icN2)=(22/N)(Pr y/N) so that max illlle Cox,,=(Pr y/N)Frt2 if y remains constant for 
the different calculations(since PI- and N are kept constant). We find that this is indeed the case. More generally 
a relationship between the Cox number and the Froude number can be established, which is valid at any time of 
the wave evolution and for the wave amplitude within the range considered here [23]. 

IV. DISCUSSION 

We estimate the mixing produced by the breaking of a large scale, low amplitude internal gravity wave. The 
breaking of the wave is initiated by a parametric instability, a mechanism through which energy is transferred to 
lower frequencies and smaller vertical scales, but breakin g eventually occurs through shear instability. The 
former process is analogous to the Parametric Subharmonic Instability (“PSI”) type resonant triad identified by 
McComas & Muller [24] in the Garrett & Munk spectrum. 

We discuss two methods to evaluate mixing, which either relies upon particle dispersion or upon potential 
energy budgets. 

We perform particle dispersion experiments and find that a diffusion law is eventually reached provided that 
the effect of the waves is statistically averaged both spatially and temporally. Thus particle dispersion 
experiments must be conducted over a fairly long duration compared with the wave periods and for sufficient 
large number of particles. We find that in numerical simulations where these two constraints are difficult to 
ensure, the diffusion law crucially depends upon the spatial distribution of the particles [23]. 

We also calculate the eddy dit‘fusivity from the diapycnal diffusive flux, usin, 0 a general, exact method which 
does not require the assumption of a statistically steady state. A good agreement is obtained with the values of’ 
eddy diffusivity inl’erred from particle dispersion simulations. This is of great interest regarding in situ 
experiments. It is also consistent with previous in situ experiments (e.g. [25]) for which an agreement within a 
factor of two between dye dispersion and microstructure measurements was obtained. 

The eddy diffusivity is found to vary like the square of the turbulent Froude number, which scales like an 
inverse Richardson number. This relationship is similar to that obtained for a two-dimensional stratified shear 
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layer [I]. This similarity is consistent with the process of wavebreaking which eventually occurs through shear 
instability. Moreover it suggests that the breaking of a large scale, weak amplitude internal gravity wave can be 

modeled by the instability of shear layers. Interestingly the relationship between vertical eddy diffusivity and the 
squared Froude number is analogous to mixing models based upon a linear dependency between the dissipation 
rate of turbulent kinetic energy and the finescale shear level of the internal wave field in the ocean (e.g. [26]). 
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Abstract 

The DieCAST ocean model is applied to the southwestern Pacific Ocean using l/4 deg resolution. New 
Zealand is near the center of the modeled region, which spans from Tasmania on the west and northward from 65 
deg S. Surface forcing and open lateral boundary conditions are based on annual cycle climatology, with no data 
assimilation. The results are consistent with many detailed observations, including the dynamics of the East 
Australian Current (EAC). Although EAC large-scale cyclonic eddies are seen only in the deep water, intense. 
small-scale cyclonic parasitic eddies often originate along the shelfbreak and near headlands, and get advected 
offshore in spurts, around the south side of major warm core anitcyclonic EAC eddy features. These parasitic 
eddies interact strongly with the EAC separated large scale warm core eddies. They affect separation and 
reconnection with the main coastal current as well as the collison, merging and subsequent splitting apart of EAC 
eddies. 

Southern Ocean 

lok-----do~oo 
km 

Figure 1: locator map and bathymetry of the modeled region 
(filtered south of the Campbell Plateau and east of the 
Chatham Rise). 

1. Introduction 

The East Australian Current 
(EAC) sheds some of the most plentiful 
and energetic eddies in the world ocean. 
It has been of considerable interest, 
particularly the ,obsetvations and 
merging dynamics of its pinched off 
warm-core eddies [ 1. 21. The EAC is a 
southern hemisphere version of the Gulf 
Stream, but has a much weakened analog 
of the Labrador Current in spite of the 
large Antarctic Circumpolar Current 
(ACC) to its south. This may be related 
to blocking by the Campbell Plateau 
south of New Zealand and the associated 
more southward course of the ACC. 
This may reduce the tendency for 
baroclinic instability in the EAC 
compared to the Gulf Stream. 

Here, we focus on the effect of 
parasitic cool core cyclomc eddies on the 
dynamics of the EAC itself and its shed 
anticyclonic eddies, as it retroflects near 
Sydney and flows across the Tasman Sea 
towards the northern tip of New Zealand. 
Simulations by the DieCAST ocean 
model show that these cool core parasitic 
eddies, which often originate along the 
shelfbreak, may interact strongly with 
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the much larger, offshore warm core eddies after being swept offshore by the strong warm core frontal 
currents. 

We describe the model and EAC setup in Section 2. In Section 3. we compare model results with 
observations, then focus on the dynamics of the EAC, its shed warm core eddies and their intemctions with the 
cool core parasitic frontal eddies. 

2. The Model 

The model is the DieCAST Ocean Model. DieCAST is a z-level model using a semi-collocated horizontal 
grid and fourth-order-accurate horizontal advection and baroclinic pressure gradient formulation. It uses 
unfiltered real bathymetry and is robust with very low dissipation. Sheng. et al. [3] discuss a closely related 
CANDIE version in great detail. A modified incompressibility treatment 141. along with its fourth-order 
accuracy and small diffusion parameters, results in low numerical dissipation and dispersion [4, 5). Further 
details are available at: 

http://cast.msstate.edu/DieCAST and http://www.maths.unsw.edu.au/-bxs/DieCAST/ANUAL/ 

The boundaries (Fig. 1) are 146 deg E (Tasmania), 18 deg S (Fiji Islands). 160 deg W and 65 deg S. 
Bathymetry is unfiltered etopo5 with neat-shore New Zealand waters corrected out to 500 m deep from published 
navigation charts. All four boundaries are open. Seasonally varying inflows are specified, based on 
climatological data, on the western and northern boundaries (ACC and cross equatorial drift feeding the EAC, 
respectively). Monthly COADS wind forcing and seasonal 90&y time scale restoring to Levitus surface 
climatology are used. 

The northern Tasman Sea inflows are patterned after observations analyzed by Ridgeway and Godfrey [6]. 
A top level Ekman layer infIow of -4.1 Sv is uniformly distributed along the northern boundary. This is added 
to a seasonal thermal wind of -3 Sv based on layer 10 (500 m) reference level for Levitus climatology. A 
uniform northward barotropic drift of 0.002 cm/set is added, giving about 0.3 Sv outflow. The net northern 
boundary inflow is -7 Sv. 

The western boundary is inflow only, based on seasonally varying climatological thermal wind with level of 
no motion at ocean bottom. This gives -100 Sv specified ACC inflow. Tangential velocity is damped on the 
western and eastern boundaries. Longitudinal upwind conditions then determine normal boundary velocity along 
the eastern boundary. However, north of 28 deg S, the flow is nudged toward a specified vertical profile of -4 
Sv inflow 161, and south of 28 deg S the conditions are outflow-only. 

The southern boundary is treated in a similar manner to the outflow region of the eastern boundary. 
Ongoing development of an automated two-way nested modeling approach within a global version of 

DieCAST will avoid the guesswork and the need for tangential velocity damping along open boundaries. 

3. Results 

The model results show many of the observed features of the EAC region, including a time-mean southward 
EAC transport of -3 1 Sv at 28 deg S. This is -4 Sv more than carefully analvzed observations [6], but is within 
the range of uncertainty of the actual inflows and transport estimates, especially the eastern inflow. The time 
mean flow reverses -100 km offshore. Most of the EAC (-18 Sv) returns northward across the 28 deg S 
latitude, east of the main coastal jet. Model maximum EAC currents are typically -150 cmsec, eddy diameters 
-250 km time scales of variability -150 days for the main warm core eddies. These and other features are in 
close agreement with EAC observations [ 1.21. 

The model is in good agreement with many other observed flow features, Including the major eddy field in 
the ACC south of New Zealand, the Tasman Front, and many detailed features near New Zealand, including the 
East Cape Current, the Hikurangi Eddy, the Southland Current, and fine-scale Memoo Gap jet [7]. 

Figs. 2-4 display the region off the southeast coast of Australia and illustrate the strong interaction between 
the EAC, its shed eddies and associated cyclonic parasitic eddies. 

Fig. 2 shows three cool core parasitic eddies (A, B, C) around the main warm core anticyclonic eddy at day 
510. Eddy C on the north side disappears by day 530 after it moves toward the coast, as may occur due to 
divergence as the cyclonic vortex moves toward shallow water and compresses vertically. This behavior is 
common in model results. Between days 530 and 550 a new cool core eddy D develops as cyclonic coastal water 
E advects around the south side of the merging warm cores, thus strengthening the cyclonic circulation on the 
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cast side of the merging warm cores F. By day 570. the cyclonic eddy D has quickly moved westward to G and 
caused a separation H of the northern lobe of the merging warm cores. northeast of the main warm core 

Fig. 3 shows a similar event, at days 660. 680. 700 and 720. except the northern warm core 1 is stronger 
when the cool core cyclonic eddy J cuts between the two warm cores I. K after day 720 (not shown). 

Fig. 4 shows the top layer tempemture evolution during the Figure 3 sequence. The warmer 21 deg. water 
from the northern warm core I and EAC advects around and over the original warm core K to its south. whose 
core temperature is 19 deg.. because of seasonal cooling effects and its greater age. 

These model results show that. once offshore, the cyclonic parasitic eddies may grow in amplitude and 
scale. The scale increase reflects geostrophic adjustment as the eddies grow to a scale corresponding to the deep- 
water Rossby radius-of-deformation. As they grow in scale. they tend to slow down. as Rossby wave effects 
start to oppose the offshore advection. This allows them to gather strength from smaller-scale cyclonic v,orticity 
features that are advected offshore by the warm core eddy as it attempts to drift westward (Rossby wave effect) 
allowing it to entrain coastal water along its shelfbreak front. As the entrained water is advected toward deeper 
water. it naturally develops cyclonic vorticity because of v’ortes stretching. and a cool core develops as part of 
deeper water slow mode geostrophic adjustment in accordance to the q-g omega equation. The small-scale 
cyclonic parasitic eddy features tend to move faster and merge into the offshore developing larger-scale cyclonic 
cool core eddies. Thus. the cyclonic features may grow in amplitude and scale as they mature offshore. The 
opposite effect occurs when they sometimes move toward the shore on the north side of warm core eddies. so 
that near shore the significant cyclonic eddy, features are usually ephemeral. This behavior is closely related to 
the observed dynamics of wcstem Gulf of Mexico warm core eddies relating to nonlinear critical areas [4]. 

1. Discussion and Acknowledgements 

The small-scale parasitic frontal eddies. while having space and time scales that may bc too small to bc 
easily observed for data assimilation into a model. may be important for the purpose of defining the main EAC 
features, This may limit forecasting capability. but there is some recent encouraging research by Kreiss. et al. 
(pcrs. comm.) that suggests that one may be able to predict the small scale features by assimilating only the 
available large-scale data into a model having fourth-order-accurate numerics (e.g. the present DieCAST ocean 
model). This is possible if the observed large-scale features determine the small-scale features. as in nonlinear 
cascade dynamics which occurs over a range of energetic scales smaller than the unstable Rossby radius range. 
Thus. successful sub-obsetvation-scale forecasting is most plausible for features smaller than the Rossby radius 
of deformation. assuming enough good data is available in the unstable Rossby radius range of scales, The most 
cncrgetic sub-Rossby-radius scales may then be determined by the observed scales combined with a good fourth 
order accurate model capable of accurate simulation of nonlinear cascade dynamics (“local interactions in scale 
space”). Satellite data, suitably assimilated. including projection to thermocline depths. may be adequate for 
such purposes. 

We thank Oliver Ross and Eric Soyez for preparing the near-shore New Zealand bathymetry, and John 
Wilkin for useful comments and suggestions. 

References 
[l] G. Cresswell. 1982. The Coalescence of Two East Australian Current Warm Core Eddies, Science. 215. 

161-164. 
(21 A.F. Bennett. 1983. The South Pacific Including the East Australian Current, Eddies in Marine Science. ed. 

A.R. Robinson. Springer-Vet-lag. Berlin Heidelberg. 
[3] J. Sheng, D.G. Wright. R.J. Greatbach and D.E. Dietrich. 1998. CANDlE: A New Version of the DieCAST 

Ocean Circulation Model. JAOT (in press). 
[4] D.E. Dietrich, 1997. Application of a modified ‘a’ grid ocean model having reduced numerical dispersion to 

the Gulf of Mexico circulation. Dynamics of Atmospheres and Oceans. special issue honoring Richard L. 
Pfeffer. 27. 201-3 17. 

[5] B.G. Sanderson. 1997. Order and Resolution for Computational Ocean Dynamics. J. Phys. Oceanogr.. 28. 
1271-1286. 

(61 K.R. Ridgeway and J.S. Godfrey. 1994. Mass and Heat Budgets in the East Australian Current: A Direct 
Approach, J. Geophys. Res.. 99. 323 l-3248. 

[7] R.A. Heath. 1975. Oceanic circulation off the east coast of New Zealand. New Zealand Oceanogr. Inst. 
Memoir 55. Wellington. 8Opp. 

50 

,_ _“. ._, _.--_-.-_._ ..-I- ---- ___ . l_l__l. 



Day 510 Day 530 

, , , , , , 

Dav 550 

Figure 2: top layer model pressure and velocity vectors at days 510, 530, 550 and 570 for the 
region off New South Wales. 
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Day 660 Day 680 

Day 700 Day 720 
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Figure 3: top layer model pressure and velocity vectors at days 660, 680, 700 and 720 for the 
region off New South Wales. 
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Figure 4: lop layer model temperature (deg. C) at days 660. 680. 700 and 720 for the region off 
New South Wales. The band between 21 deg. and 22 deg. is stippled. 
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Abstract 

Criteria to identify sites, and characteristics of dense water formation in the 
Mediterranean basin are developed from results first obtained through tank experiments 
[Na,rimousa and Maxworthy, 1994; Narimousa, 19961 and numerical and theoretical stud- 
ies [Visbeck, Marshall, Jones, 1996; Tzipperman, 19861. Using these criteria, general 
characterist’ics of dense water can be inferred from the wintertime pre-conditioned strat- 
ification, g’, from the increase in bouyancy, B, and from the size, n: of the region. R is 
usually defined by a 0.5 - 1°C decrease in the SST. 

The criteria have been applied to the Mediterranea Sea using several well-defined 
sets of observations in addition to climatological values of the stratification, numerical 
estimates of the buoyancy flux, and SST from satellite imagery. This produces a stimu- 
lating picture of these dramatic phenomena and gives some insight about the possibility 
of forecasting in real time the sites and times of dense water formation. This approach 
also can produce estimates of the final depth reached by the dense water. 

Introduction 
The h/lediterranean Sea represent,s a sort of test basin for rnany oceanographic stud- 

ies, allowing more continue and less expensive monitoring of the phenomena observed. 
Its t,hermohaline circulation has often been compared to the global conveyor belt, be- 
cause in the semi-enclosed Mediterranean basin many processes dirven by water masses 
modification and mixing are known to occur. In particular, Dense Water Formation 
(DWF in the following) processes are often observed as the result of violent air-sea 
in&actions. In the past years, a great effort has been clone to understand how deep 
water is formed: bot’h from a theoret,ical and from an experimental point of view. As 
a consequence, different, criteria to estimate the depth reached during t,he convection 
have been produced (Narimousa and Maxworthy, 1994; Narimousa, 1996; Visbeck et al., 
1996; Tzipperrnann, 1986). Since the first, observation of deep wintertime convection 
in the Gulf of Lions (Medoc Group, 1970; Gascard, 1973, 1978; Shott and Leaman, 
1991) we know the basic mechanism for DWF. During winter, some relatively small 
zones present a particularly vert,ically homogeneus density field, as various dynamical 
structures, usually charactcrized by a weak stratification are eroded through the win- 
ter cooling of the sea surface. This phase, called ‘pre-conditioning’~ is of fundamental 
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importance for later DWF processes and represents the real core of these phenomena. 
During severe storms a, vertical density inversion can be produced by both cooling and 
evaporation and consequentely turbolent convection takes place. The sea response is 
only due to small space scale convection cells, called plumes, mainly because of’ the 
constraint related to the finite depth of the basin and to the earth rotation. The space 
scale of the region involved in the convection is that of t’he prc-c:onditioned area! reach- 
ing several tens of kilometers. On the other hand Shott8 and Leaman (1991) stressed 
how the dimensions of the plumes can be surprisingly small (of the order of 1 Km), 
using ADCP (Acoustic Doppler Current Profiler) data collected during a DWF event 
in the Gulf of Lions. Similar conclusions were obtained through numerical simulations 
with hydrostatic and not-hydrostatic models (Crepon et al. 1989; ,Jones and Marshall, 
1993;). Tank experiments and numerical simulations show t#hat a.fter a. time l/f (f being 
the Coriolis parameter) the denser fluid column is constrained by t’he earth rotation 
and a vorticular motion develops (Coates et al, 1995). The plumes start to carry dense 
water until a naturally buoyant level is reaced. This denser wat,er forms an homoge- 
neous column, originaling from the plumes in their initial overturining phase, which is 
called chimney. After a few days, baroclinic instability processes affect the chimney. 
Pcrtubations develop and the structure is broken in fragments, known as cones, that. 
finally bring dense water away from the core (Killworth, 1976; Marshall and Jones! 
1993). In this work we focus on the estimates of the convective penetration depth, 
which is a fundamental quantity on climatological grounds. After a brief introduct,ion 
on the criteria., DWF penetration depth is estimated from both in sit’u, r~~rnott~ly-sc?nsetf, 
climatologicla data and numerical computation of sea st,ratification and air-sea fluxes. 
For the Mediterranean, these criteria are here applied to the known sources of deep and 
intermediate waters and to areas where this processes arc only supposed to occur. 

The criteria for estimating the chimney floating depth h 
Mn:c7~orthy and Narimo~sa (1994) pointed out that a natural? and useful! manrler to 

interpret the main results of tank experiments was given by dimensional scale analyses. 
In particular, para~lleling a classical st’udy on the buoyancy balance in the Red sea! t,hey 
found that g’ has to be proportional to (BR)2/3/H, tl lis H being t,he bott,om dept,h. 
All this can bc seen as a balance of the input of buoyancy at the air-soa surface: which 
is BrR2, and the radial ouflow of buoyancy frorn the lower layer, name1.y g’2n-RH times 
a characteristic velocity scaled as m. Note that simi1a.r consitl(~ra.tions hold if the 
chirnmey doesn’t arrive to the sea bottom, but with H -+ h; Mnxworth~~ (997) fully 
discusse such problem on dimensional and theoretical grounds. 

In addition Nurimousa and ikfaxworthy (1996) and Nurim,ou,scL (1997) found frorn 
tank experiments that, for a two-fluid rotating system, the penet,rat,ivc depth is essen- 
tially ruled only by 

ni = g’h,(BR)“’ (1) 
where now JL, is the upper layer thickness. In their experiment a dense water source is 
placed at, the top of a tow-layer rotating non turbulent fluid. A dense water plume then 
develops, moving downward till h, is reached. If n/ > 12 f 1, the dense water starts 
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floating in an horizontal direction as a density current, or an intrusion, or sinks into the 
bottom layer if N < 12. Note that one can also have a different view point, namely to 
assume “a priori” N = 12 f 1 and then find h,, that now is the critical value separating 
Aoating and sinking plumes, namely in this case h, somehow plays the role of H. 

It is noteworthy how this generalization resembles an other interesting criterion due 
to Visbeck, Marshall and Jones (1996) that assumes, as in the atmospheric case but on 
a muche smaller space scale (Green, 1970; Stone, 1972), that the lateral dispersion of 
buoyancy due to baroclinic instabilities balances the sea surface buoyancy influx. The 
corresponding estimate 

8P h = 3.9 f 0.9)&%/N; N2 = -%/p 21 const 

gives realistic values for h also in the oceanografic case. If in addition one equates 
P(fk--P3urface = 

g fv%mLrface N2, then the NM criterion gives h = (3.5 & O.:!)m/N which is 
again an estimate similar to the others used for statified fluids. Using these criteria, 
genera characteristics of newly formed dense water can be inferred from the knowledge 
of only the density stratification, the radious of the region involved in the convection 
and of the buoyancy flux. 

Results 
Both VMJ and NM criteria have been applied to the few measured DWF events in 

the Mediterranean. The regions considered are: 
- Gulf of Lion. Here strong wind outburst of continental aim (Mistral) combine with the 
pre-conditioning due to a permanent cyclonic circulation, giving raise to the main source 
of deep water in the western Mediterranean. The data analysed are those collected by 
Shott and Leaman (1991) during winter time 1987, and by Shott et al. (1996) during 
February 1992. 
- Ligurian Sea. A cyclonic circulation affects also this basin. Convective events have 
been measured during February 1969 and 1991 (Sparnocchia et al. 1995). 
- Rhodes gyre. This area is characterized by intense phenomena of intermediate wa- 
ter formation. Sometimes particularly strong polar air storms force convection to the 
deeper layers. Here we present computation based on the data collected in march 1987, 
February 1990, March 1992 by Gertman et al. (1990; 1994;) Sur et al (1992). 
- South Adriatic. even if the major contribute to DWF in the Adriatic comes from the 
northern shallow continental shelf area, also the south Adriatic has been indicated as 
a source of deep water. Bregant and Manta (1998) b o served deep convection during 
winter 1996. 
- North Aegean. This sea presents very intresting aspects from a thermodinarnical point 
of view. During winter, very cold, dry and strong winds blow over the region. This sea is 
still relatively unexplored. Evidence of DWF is found in Theocharis and Georgopoulos 
(1993) during winter 1987. The results are presented in Table 1. 

Both criteria give convincing estimates of the depth h, reached by the turbulent 
convection. The measured and computed values in the case of VMJ criterion coincide 
within the error (- 20%) proposed by the authors. On the other hand, the error 
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estimated in tank experiments seems too optimistic for real ocean cases: NM values 
of - 6% should reasonably be increased to 20%. It has however to be stressed that 
our data cannot represent the “best” data set imaginable. So better results could 
probably be obtained if, for example, measured values were used instead of time averaged 
numerical data in the estimate of B. Note how a 20% difference between extrapolated 
and observed values of B leads to a - 13% error. An additional error (not easily 
quantifiable) has obviously to be added if we consider that the density profile adopted 
in our calculations does not always represent the real preconditioned value (immediately 
before sever storms). These differences finally result in a mild underestimation of the 
strength of mixing phenomena that accompany DWF, namely of the value h, discussed 
in the text. On the other hand if we compare our phenomenological results with those 
obtained by Lascarutos (1993), assuming in our estimate only one DWF event for year, 
we finally find the same order of magnitude even though a ratio of- 2 can also be 
obtained. 

Our subsequent attempt, namely the climatological analysis of the sites where DWF 
processes are know to occur and of their penetration depths, certainly give rather small 
values of h,. They consequently have to be considered as a kind of time averaged 
value, in practice as a lower boundary of the real situation. Also in this case the 
picture we obtain is of interest; the known sources of Deep and Intermediate waters 
correspond to our knowledge. Deep waters are indeed formed in the Gulf of Lions for 
t,he western Mediterranean basin and in the northern Adriatic sea. The Rhodes gyre, 
usually depicted as the main source of Intermediate water masses in the Levantine sea, 
effectively produces water down to a depth of between 400 - 600 m. In the Ligurian 
sea a particularly dese Intermediate water sinks to - 700m depth. All the other sites 
(North-Aegean sea, Cretan sea, South Adriatic sea), where there is not obervational 
evidence of DWF, seem to be characterized by mixing processes th& reach only the 
layers between 200-600 m depth. In conclusion, even if we cannot exclude isolated deep 
events, it can be observed that on a climatological basis the main contribution of these 
sources in the production of dense marine waters ivolves only intermedia layers. 
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Tab. I 
Synthesis of DWF data from field observations 

Region 

hlEDOC 

.hlEDOC 

Ligurian 

Ligurian 

1~ bodes 

Rhodes 

Rhodes 

kuth Adriatic 

North Aegean 

R(KII&) B( ) tn2s-3 tpjqms-2) h,,(m) hNi\f Cm) hv‘+fJ(m) 7d2heZ/3 x lo7 

70 ‘4.3 x 1o-7 6 x 10-5 2000 2100 2300 0.97 

60 2.5 x lo-’ 6 x 10-S 1500 1300 1500 0.54 

30 4 x 10-7 6 x 10-5 1200 1100 1300 0.11 

40 5 x 1O-7 7 x 10-S 800 900 1000 0.13 

GO 3 x lo-’ lo-‘1 1000 800 900 0.36 

80 2 x 10-7 lo-” 1000 900 1000 0.64 

90 3.5 x lo-; 1O-4 1200 1000 1100 0.97 

15 2.6 x 10-7 8 x 1O-5 600 600 700 0.02 

40 3.5 x 10-7 10-” 600 700 800 0.10 

The first colllrnus show qllant,ities as tIescribed in the text. The last column gives volumes of marine water 
involved in o11e everit. of DWF, espressecl as one year long Row in Sv. 

Tab. II 
climatological values 

Regioll 

hIEDOC area 

Ligririau 

Rhodes 

~ North Aegean 

Southern Argearl 

North Atlrintic 

Scritli ,-It11 i;it.ir, i)it 

C 

R ( I<I~) B(m?s-“) g+ls-2) hv,trJ(m) 
40 2 - ‘4 x 1o-7 7 - 11 x 10-5 1000 - 1200 

30 2 - 3 x 10-7 1o-d 500 - 700 

50 1.5 - 3.5 x 10-7 1.2 x lo-” 500 - 600 

40 2 - 4 x 10-7 2 x lO-a 500 - 600 

:I0 2 - 4 x 1o-7 1.2 x lo-” 500 - 600 

50 2 x 10-7 2 x 10-J > bottom 

“!I I.5 - 2.: A. 11;-; l!)-” 450 - 550 

2 x 10-T 1 - 4 x I!)-“ 170 - 700 

‘h NM (7n) 

100 - 1100 

450 - 600 

400 - 500 

400 - 500 

400 - 500 

> bottom 

350 - -150 

150 - 700 

Volume of nlari~le water invoived in DWF. measured as one year long How in Sv. 

rR2hv&3 x 107s 

0.19 

0.06 

0.15 

0.10 

0.05 

0.02 
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Abstract. The nature of ‘fine structure’ of the ocean and the atmosphere is subject of detailed theoretical 
and experimental studies. Data of theory and laboratory investigations of formation of thin elongated 
interfaces in a flow of a continuously stratified fluid are presented below. Results of Lie groups analysis 
of general set of equations as well as asymptotic solutions, describing diffusion induced boundary cur- 
rents of topography, are discussed briefly. Presented data of laboratory investigations of stability and 
evolution of a 3D and 2D flows in a continuously stratified salt brine, received by conventional, narrow 
laser beam and ‘natural rainbow’ Schlieren methods combining with dyeing, density markers, electro- 
lytic precipitation, probes and echo-sounding, show different kind of the fine structure. We study the 
flows in a wide range of flow parameters, corresponding to laminar, vortex and turbulent regimes. Ef- 
fects of arising self consistent high gradient interfaces on a double diffusive convection flow, on inter- 
nal waves and wakes on geometry as well as on the backscattering of the ultrasound are discussed. 

Introduction. The paper of H. Stommel and K.N. Fedorov, 1967 [l] and following book of K.N. Fe- 
dorov [2] have initiated tremendous flux of papers and books concerning measurements of the tine 
structure in the real ocean and atmosphere; analytical and numerical studies of the main forming proc- 
esses and their laboratory modelling. The high gradient interfaces are observed in wide variety of the 
geophysical situation. They can be intrinsic elements of natural processes (decaying turbulence, double 
diffusion, vortices and their arrays, wakes, jets and so on) or reveal specific universal process that ac- 
company all mentioned phenomena. 
From analysis of transient thermo- and hydrodynamic equations as well as from highly resolved labo- 
ratory experiments follow that high gradient interfaces are formed in a continuously stratified fluid due 
to the separation of a boundary current from a solid surface or even directly in a fluid interior in result 
of non-linear interaction of more large scale phenomena. In the last case they manifest themselves as a 
new form of stratified fluid motions, namely as Internal Boundary Currents. The main features of the 
internal boundary current, namely their universality, anisotropy of sizes, difference of spatial variability 
scales for different variables one can receive from general analysis of the set of governing equations. 

Resume of theory. The most general method of analysis of non-linear systems of differential equations 
namely Lie groups method was used to investigate lD, 2D, 3D stratified fluid dynamic equations in [3] 
and multi-components double diffusive convection equations in [4]. Under the Boussinesq approxima- 
tion the general system of fluid dynamics equations with arbitrary state equation p = p,, + p’(Si ,T) 
has form [5] 

$+(uV)u=-VP+vAu+p’(S,T)g, 

3s. 
L+(uV)Si =kiASi, i=l...n, 
at 

$+(uV)T = k,AT, 

(1) 

divu = 0, p = p,, + p’(Si ,T). 
Here u is velocity, P is pressure, g is gravity acceleration, T is temperature, Si is i-th component of 
impurity, v is kinematic viscosity coefficient, ki is diffusivity coefftcient for given component of impu- 
rity, kr is temperature conductivity coefficient. Stable stratification is characterised by intrinsic length- 
scale A= ] dlnp/dz ] -’ or buoyancy frequency N* = g/A and buoyancy period Tt, =2x/N. 
Properties of the system (1) depends on state equation and ratios of dissipative coefficients. The most 
often used linearized state of equation is marked, but not unique in symmetry sense. 
It is important to note that properties of the system change with increasing of physical space dimension. 
In 1D and 2D cases one component problem is characterised by split boundary currents and waves. 3D 
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problem besides boundary currents and waves are characterised additionally by vortex motion with 
vertical direction of vorticity. 
Moreover, invariant characteristics of stationary and non-stationary problems are different in 1D case 
[3]. From this it follows that stationary phenomena in 1D approximation are classified as singular phe- 
nomena that are not a limiting state of equivalent transient problem. Moreover some transient problems 
in 1 D space, on contrary with 2D and 3D problems, has no stationary limit [6]. 
This result explains difference of equations solutions for 1D diffusion induced currents on a sloping 
plane received in stationary approximation [7,8], small-time asymptotic [9,10] and exact solution of 
transient problem [6]. 
The main difference between these solutions manifest itself in spatial structure of the flow. Stationary 
solution describes self-similar motion with the same scale of spatial variability of different parameters 

6 = dm (here CL is the slope of plane to horizontal). All transient solutions contain 

set of scales, that are intrinsic for every variable, namely for velocity 6, = m, temperature 

6, = Jk,IN , salinity 6, = &XI , etc. 

From these analysis follows that the group properties of the set of equation (1) are defined in general by 
diffusion that is by the process describing by the smallest transfer coefficient value. 
For dissipative media there are three distinguished types of stratification, namely: linear, exponential 
and quadratic. They are characterised by the most wide groups of symmetry. Ideal fluids are character- 
ised by another Lie groups properties than dissipative one. Due to this solutions of correspondent or 
equivalent problems can not be transformed from one model of media to another by a simple limiting 
transfer. 
Thus, the diffusion manifests itself both: in existence of an intrinsic boundary current with its own scale 
of spatial variability and in symmetry properties of governing equations, which reveal themselves in 
structure of macro scales elements of motion. Omitting the terms with diffision change dramatically the 
symmetry properties of system (1). 
Main geometric features of a stratified flow one can see on example of the simplest kind of a stratified 
motion, namely diffusion induced boundary currents on an obstacle at rest. 

Diffusion induced currents on topography (cylinder and sphere). 
Small-time asymptotic solutions stratified fluid dynamics equations describing formation of diffusion 
induced boundary current on a submerged sphere or cylinder in a stratified fluid at rest (initial value 
problems) 

;+(UV)U=-hP+vAU-gSe,, 
PO 

; + (UV)S = k,AS + U,/A , 

divU = 0, p= po(l-z/A+S), 
where p. is reference density, salt contraction coefficient is included into salinity, 

with boundary conditions 

dS 

K, 
= yf(q), a,=, = 0 when t ’ 0, 

can be written in form [3,1 l] for variation of salinity 

tangential component of induced velocity 

u; N2 (4k t)3’2 R ” 
2 .iks (T) [i3erfc(~)-i3erfc(~)]sin*cp 
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and radial components of velocity of the fluid 

Here cp is angle to horizontal and n = l/2, F(cp) = cos 2~ for cylinder and n = 1, F(cp) = 1-3~0s 2cp for 
sphere. 
The flow consists of four vortices (one in each quadrant). Since the motion is symmetrical with respect 
horizontal and vertical centre plane, only the first quadrant is shown. Fluid flows to the body around 
horizontal central plane and away from the body near poles. The radial and tangential velocity compo- 
nents differ almost by an order of magnitude. The thickness of the current is prescribed by kinematic 
viscosity coefftcient. The more pronounced tangential velocity survives when cylinder radius is going to 
infinity. Radial component which shows a power decrease instead of exponential one with distance and 
become relatively more pronounced far from the body. 
Like a plane case, the thickness’ of the velocity and density boundary currents are growing monoto- 
nously with time. The ratio of square of length scales remains constant with time and defined by the 

Prandtl or Schmidt number (1 v / 1 5)2 = Pr = V / k r or SC = v/ks. 

The typical patterns of disturbances in salinity and velocity fields are shown in Fig 1 a, b . 
In this figures one can see two sets of interfaces contacted with cylinder near its poles. Salinity pertur- 
bations are concentrated in a thin layer adjoining to the body. A maximum of salinity perturbations falls 
in the polar areas over and beneath the cylinder where isohalines are maximally displaced toward the 
body in consequence of interruption of the molecular flux existing in a free stratified medium. Outer 
disturbances in the every quadrant consist of three adjoining bands. The central band is formed by dis- 
turbances with positive sign, upper and lower bands contain the negative ones The internal structure of 
thin layer near the body can not be resolved in this scale. 
The calculated and observed patterns of flow are similar to each other. In the both cases the pattern of 
flow consists of four vortices (one in each quadrant). Since the motion is symmetrical with respect hori- 
zontal and vertical centre plane, only the first quadrant is shown. Fluid flows to the body around hori- 
zontal central plane. The current separates on the equator and moves along a body surface to the con- 
vergence points, namely to the upper and lower poles. Past the poles diverging flow separates from the 
body. The radial and tangential velocity components differ almost on the order of magnitude. 
The similar features has diffusion induced flow near a sphere, but the velocity is more weak due to the 
geometry of the problem. Thus the asymptotic solutions of all transient problems: 1D (sloping plane 
[9, lo]), 2D (cylinder [3, 111) and 3D (sphere [3]) describe the similar flows that are characterised by 
different scales of spatial variability for velocity, density, vorticity, pressure and so on. In the limiting 
cases the asymptotic solutions uniformly transform from 3D to 2D and to lD, consequently. This result 
is in good agreement with well known exact solutions of the 1D transient problem [6] and do not com- 
patible with 1D stationary solutions [7, 81. 
When a body begin to move, the ditXtsion induced boundary current separates from a surface and forms 
a high gradient envelop of a density wake in all flow regimes, namely laminar, transient and turbulent. 

Length-scales of a flow past an obstacle. 
The governing equations (2) and boundary conditions (3), describing stratified flow around a moving 
body contain different dimensional parameters (density and its gradient, velocity U and size of an ob- 
stacle, gravity acceleration, viscosity and salt di&sivity coefficients). They are characterised by differ- 
ent dimensions. Conditions of geometric, kinematic and dynamic similarity become equivalent if all 
basic variables are reduced to the same dimension. The length scales being the most universal parame- 
ters is taken usually as the basic variable. 
This problem is characterised by two external (geometric) and several intrinsic (dynamic and dissipa- 
tive) length scales. The geometric parameters are the buoyancy scale A and the body size D. The intrin- 
sic scales are the length of attached (lee) internal waves h = UT,, , the thickness of velocity boundary 

current 6, = v / U and density boundary current 6, = k, / U . These five length scales along with 

co-ordinate scales constitute the complete set of basic parameters. 

Another set of length scales can be formed on basis of dissipative scales for velocity 6, = Jv / N 

and density 6, = Jk, / N . These scales arise when the expressions like (4,5) are reduced to a non- 

dimension form and characterise the diffusion induced currents, too. 
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Fig. 1.a. Isohalines of salinity disturbances for 

horizontal cylinder at rest R = 201, 

1 = &Z? (numerical solution of (1)). 

Fig. 1.b. Schlieren pattern of the diffusion 

induced current around submerged horizontal 

cylinder at rest. Exposition time of the body at 

rest in the stratified solution is 2 days. 

From these basic scales the countable number of derivative scales can be formed. Part of them describes 
the sizes and thickness’ of transfer zones of secondary elements of flow (shear layer, vortices, sharp 
interfaces and so on). The distinguished ones among these scales are the viscous wave scale 

L,=~~=$&N hih h w c c aracterises the modal structure of periodic internal wave beam 

[ 121, the limiting vortex scale L, =@-q-K=(~, combined Prandtl scale 

L, =,/m=dw andsoon. 

From this point of view the conventional dimensionless parameters mean not only the ratio of 
appropriate forces but the ratio of the basic scales too: Reynolds number is Re = UD / v = D / 6,) 
Froude number Fr = U / ND = h / D , P&let number Pe = UD / k, = D / 6, . Additional dimen- 

sionless number C = A / D is the ratio of external geometrical scales. The number define the trans- 
formation of density gradient for a given coefficient of length scale reduction in the laboratory model- 
ling of environmental flows. For weak stratified and slightly viscous fluid the values of a basic scales 
are different ( A >> h >> 6 u >> 6 p ; ratio D / h can be of any value) and form a set of imbedded 

gauges. The equality of combination scale of different nature means spatial synchronism and possible 
strong interaction of different forms of motion (for example internal waves and free vortices). 
The basic scales manifest themselves in all kind of a stratified flow. The most impressive phenomena 
one can observe in a flow around uniformly towing horizontal cylinder. 

Experimental study of stratified wake past circular cylinder 
Experimental studies of a stratified flow past a towing cylinder show that besides upstream and down- 
stream wakes, internal waves, imbedded and soaring vortices [ 131 the split internal boundary currents 
exist. They are presented as high gradient interfaces on the outer boundary of the density wake and 
contact with internal boundary current on the body surface at the points of separations. They are clear 
visible in the Schlieren picture of a laminar flow past a cylinder presented in Fig. 2 
Distortion of a density marker past a body visualises the profile of velocity. The thickness of shear layer 
on the wake boundary in several times large than the thickness of interfaces. Transient internal waves 
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ahead of the body are more pronounced than lee (adjoin) waves past it. Parameters of high gradient 
interfaces in a wake past a cylinder are studied in [ 141. 

With increasing the Reynolds number the density boundary current lost its stability and small scale 
irregularities are observed in the wake past the cylinder presented in Fig. 3. Profile of velocity here is so 
smooth as in Fig. 2, flow is laminar. The complicated relief is created in vicinity of points of separation 
of the density boundary currents and transports by the mean flow. The contrast of interfaces slowly 
falls due to the diffusion smoothing. 

Fig. 3. Pattern of 
horizontal cylinder 
structure. (D= 
zJ= 0,133 cm/s; 
Fr = 0,033). 

laminar flow around 
with intensive fine 

5 cm, Tb = 7,6 c; 
C = 287; Re = 67; 

In addition to the high gradient interfaces inside the density wake, isolated interfaces are formed past a 
cylinder in the region of adjoin internal waves. They formed directly in the fluid interior outside the 
density wake and do not contain any features (vortices or other singularities) on their leading and trail 
edges. The interfaces are separated from the wake by water strips without any small scale irregulari- 
ties. 
Schlieren pictures of this kind of flow past the cylinder produced by “slit-knife” and “slit-thread” meth- 
ods are presented in Fig. 4 a, b. The “slit-thread” method shows only loci of crests and troughs of inter- 
nal waves and is more suitable for observations of a fine structure. In this pictures both sets of inter- 
faces inside and outside the density wake are presented. 
With increasing of internal Froude number the length of these interfaces and jump of density are in- 
creased (see Fig. 5). Their thickness is less then 0.5 mm and length depending on Froude and Reynolds 
numbers is changed from a several units to several tens centimetres. They are located inside more thick 
shear velocity layers containing both pure shear and wave components. In general, the geometrical 
properties of isolated interfaces look like the diffusion induced boundary current near a body at rest. 
These soaring and embedded interfaces are observed in a wide range of parameters corresponding to 
laminar and transient density wakes. These interfaces are located inside or on external envelope of a 
density wake, they form a shell of arbitrary oriented vortices and soaring surfaces inside adjoined inter- 
nal waves field. Soaring interfaces are treated as internal boundary currents in a fluid interior. They are 
formed by separating of density boundary current and due to non-linear interaction of more large scale 
elements of motion The thickness of these interfaces depends weakly on the parameters of flow on their 
leading edges. Typical kind of flow with soaring vortices of the leading edge of isolated interfaces is 
shown in Fig. 7. 
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Decay of vertical motion is followed by sharpening of fine structure which is mostly expressed on the 
upper and lower boundaries and forms the external envelopes of the wake past the cylinder. This effect 
may be caused by internal waves penetrating inside the wake and sharpening the existing interfaces 
through formation of the internal boundary currents. 

Fig. 4 a, b Pattern of flow past a horizontal cylinder moving from right to left with soar- 
ing interfaces. U = 0,04 cm/s; D = 7,6 cm; T, = 20,5 s; Fr = 0,017; Re = 30; C = 1370. 

Fig. 6. Soaring vortices on the leading edges of 
isolated interfaces inside adjoin internal waves 
past a horizontal cylinder. Rear vortices are dis- 
torted by internal waves. Tb = 20.5 s, D = 5 cm, 
U=0.17cmh,Fr=O.ll;Re=84. 

The sharpening of local gradients manifests in fields of all physical variables: gradient of refractive 
index, coefftcient of backscattering and electric conductivity. The interfaces also affect on stability of 
flows, heat and substances transport. These interfaces act as sharp boundaries preventing the transport 
of contaminants into some areas of flow. The example is shown in Fig. 7,8. 
The central part of the density wake bounded by interfaces shown in Fig. 7 is clear from dye (see Fig. 
8). In spite of difference in Reynolds numbers value the patterns of flow in Fig. 7, 8 have similar struc- 
ture. These photos prove that the large scale structure of the flow is determined by the internal waves 
(and depend on internal Froude number value mainly) and thickness of the boundaries is prescribed by 
the scale formed with the smallest transfer coefficient. 
On account of direct interaction between the thin internal boundary currents and more large scale inter- 
nal waves a contrast of interfaces can intensify while turbulence decay and vertical motion becomes 
more and more weak, as it was measured by optic and acoustic methods [ 151. 
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Fig. 7. Schlieren image of stratified flow around 
the cylinder moving from left to right. D = 7.6 cm; 
T,, = 12,5 s; U = 0.3 1 cm/s; 
Fr = 0,08; Re = 234. 

Fig. 8. Dyeing of the flow past the cylinder. The 
dye are introduced ahead of the cylinder. The 
central part of the downstream wake is clear. 
D = 7,6 cm; Tb = 7,15 s; U = 0,69 cm/s; 
Fr=O,l;Re=524). 

Fig. 9. Turbulent wake past the cylinder. 
D = 2,5 cm; U = 4,34 cm/s; Tb = 7,4 s; 
Fr = 2,02; Re = 1085. 

Pattern of the turbulent flow past the cylinder, bounded by interfaces and contain inside a lot of thin 
high gradient structures, is shown in Fig. 9. Curved lines are crests and troughs of the adjoin internal 
waves and more short waves produced by embedded vortices. 

Length-scales of internal waves. By taking into account the internal boundary current one can solve a 
wide range of internal wave problems (generation [ 161, propagation and reflection off a solid surface 
[ 171) as a self consistent well posed boundary value problem. We study generation of internal waves by 
a strip oscillating with constant amplitude and frequency along its plane inclined under the angle cp to 
horizontal. In 2D case we retain only the x- and z- components of all entities in (1) and receive the next 
equation for the stream function Y 

( w2A-ivaA2 -~2a2,)~=0, A=aZ,+af. (6) 
It is convenient to introduce the co-ordinate system (5, 6) where the {-axis lies in the plane, and <-axis 
is normal to 5. The boundary conditions are 

ay ayI av ay, 
ay = c=kO 

u(5) -1 
' ag <+a =07 2q'at;,=* 

=o. (7) 

The general solution (6) consists of two groups of terms corresponding to the two internal wave beams 
on every side of the plane (in the upper/lower or in left/right half-spaces depending on the relation be- 
tween angles of plane inclination cp and direction of wave propagation 8) 
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Yz = T(1 + ip) /mjv(ixsin@Tcp))exp[ikp* 
0 

- ~~~~~,ldk, 

where V,,(k) is Fourier transformation of the U( 5), and th e m emal * t boundary currents on the emitting 

plane with the characteristic scale of their spatial variability ,/2vsinB/Nlsin2 8 - sin2 91 

Here p*:, q, are transversals and longitudinal intrinsic co-ordinate system of these beams. A fluid mo- 
tion in the spatially oscillating boundary current decays exponentially along the transverse co-ordinate 
63 and reproduces the boundary velocity profile U(c) in the longitudinal direction, 

h = sign(k), p= sign(sin2 8 - sin’ cp) , and 8 = arcsin(o/N) ’ is t h e inclination of the inter- 

nal waves beam to the horizontal. 
In the linear approximation the internal waves and the boundary currents do not interact with each other 
and the principle of superposition is fulfilled. In the asymptotic limit it is assumed that the wave beams 
are quite well separated. 
The spectral velocity function of the plate oscillating with small-amplitude b is 

V,(k) = (U/zk ) sin(ka/2), where U = -iob, gives 

7-j = -(l+ ip) 
absin8 vshe sin@ -cp 

67~ /&/(lPt;9q) -F(p-:‘q)} (‘) 

Here a=dm, a* =a.sin(e-cp) is the projection of plate’s width on the beam 

propagation direction; and 

F(p, q) = 1 y-2’3e-Y 
0 

The envelope of fluid particle displacements in the beam is described by the function 

@(P, q) = ~F(P + a * /2, q) - F(p - a* / 2, q)/ . The function 0 exhibits two modal forms: bi- 

modal with maxima at the edges of the beam and urn-modal with central maximum. Solution (9) is a 
regular function of all physical parameters of the problem. 
In the limiting case v + 0 the solutions for the waves and boundary currents uniformly go to zero. 
Expression (9) has a regular limit to zero as a--+ 0, or W--P N (in absence of any wavelike disturbance). 
In the far-field region the bi-modal beam transformed to the u&modal one. The transition from the bi- 
modal to the u&modal structure takes place at a distance L. From detailed analysis [ 161 follows that 
there are two critical lengths 

L, = 
a3N case sin3 (f3 - cp) 

, Lp 
a3N case sin3 (0 - cp) 

1oov 2ooov ’ 
meaning that the beam, which is bi-modal for L < L2 becomes u&modal when L > L,, 
The solution (9) tends uniformly to the well known classical solution of Stokes for the homogeneous 
fluid [5] as N -+O 

VC =Uexp(-E<].exp[i($$--cot)], VC =O. 

The theory is based on the assumption A>> a >> J-T- V N For typical values of buoyancy frequency N 

= 0(1 se’) and viscous wave scale L, = 0(1 cm) the modality change is observed in the area of 
20x20 cm’ for plates of l-2 cm width. For the observation of internal boundary currents the spatial 
resolution must be higher than 1 mm. 
Schlieren images of periodic internal waves, generated plates of different width shown in Fig. 10 a, b 
are in good agreement with theory. Wave motions are concentrated in the narrow beams emitted from 
source edges. 
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FIG.10 . Schlieren image of periodic internal waves generated by oscillating strip, & = O.l5cm, 
a: N = 1.14 rad/s, a = 1 cm, 9 = 33’, o = 1 .Ol rad/s, 6=63’; b: N = 0.84 rad/s, 
a = 6 cm, cp = 50°, o = 0.64 rad/s, 8=50” ,). 

Boundaries between black and white bands inside the beam show the shape of the wave crests and 
troughs. In the wave field produced by the generator with sharp edges there are no visible mixing ef- 
fects at small-amplitude oscillations (& / a 10.15). The boundary currents on the surface of the plates 
can not be visualised by Schlieren techniques. But there is indirect evidence of their existence due to 
the thin horizontal interfaces clearly visible on the photographs. They are caused by the separation of 
the internal boundary currents from the plate. 
The interfaces originate on the plate’s edges and extend far beyond the observation field. These currents 
are characterised by their different scales in the velocity and density spatial variability [6, lo]. 

Fine structure of side-wall double diffusive convection. 
Formation of regular step-like structure under side heating of a continuously stratified liquid was stud- 
ied in close details for large values of density gradient [IS]. The flow consists of thin arising current 
near a wall, a sequence of cells bounded by high gradient interface, moving heat front and zero fre- 
quency internal waves, propagating in an ambient fluid. The cells look like a system of deformed vortex 
[ 191 with permanent direction of vorticity. The vertical size of cells depend on the adiabatic height 

h = kaATA (here a - thermal expansion coefficient, AT - wall overheating, empirical coefficient k 

= 0.4+1), the scale of interfaces thickness is an order of 6 v = m . 

In side wall convection interfaces can originate from the boundary current near heated wall and can be 
formed in a fluid interior on the upper edge of cold entertainment fluid. In the last case the number of 
interfaces is twice as great as the number of the cells. Typical Schlieren image of the flow is shown in 
Fig. 1 lb. The thickness of boundaries between the cells and thickness of additional interfaces that does 
not contact any solid surfaces equals the thickness of the dif%sion induced boundary current on a mo- 
tionless body or to the thickness of soaring and embedded into the wake interfaces past a horizontally 
towing cylinder. 
Typical pattern of flow above the point heat source (Fig 12) demonstrates the main features of the dou- 
ble diffusive convective motion namely arising plume, convective cells with high gradient interfaces 
and zero frequency internal waves emitting by the outer boundary of cells. Small scale structures 
(threads or fingers) slowly move along the upper boundary of convective cells. 



Fig. 11 b. Doubling of interfaces in the side 
ble diflusion convection (Tb = 9,l c, AT = 
a= 30°, t = 30 min). 

dou- 
6.5’, 

All features of the flow are conserved with decreasing of density gradient. Pattern of this flow is shown 
in Fig. 11 a. Interfaces do not touch the heater and break near the heat front where they are broken by 
incoming cold water. 

Fig. 12. Pattern of convective motion above the point heat source (tip of conductivity 
probe) in a continuously stratified common salt brine (A = 4.4 m, Tb = 4.2 s, 
P = 3,2 W, t = 40 min), 

Observations of the flow structure transformation show that that thin high gradient interfaces and 
threads can be formed directly in a fluid interior in consequence of the sharpening of initially smooth 
disturbances (as shown in Fig 1 b) , in result of split of interfaces (as it is happens inside a cell) or in 
account of separation of the boundary current from a solid surface (arising plume). Longitudinal thin 
irregularities (interfaces) propagating from a source without a mixing or overturning represent specific 
kind of a fluid motions and will be named by internal boundary current. 
Conclusions. 
The theoretical and laboratory investigations show that the thin sharp interfaces are one of the main 
features of a flow continuously stratified fluids. These thin layers with different scales of spatial vari- 
ability for velocity, density and concentration of components which are formed near a solid boundary 
and directly in a fluid interior with and without any mixing and turbulence. These interfaces really rep- 
resent active form of motions, namely the internal boundary currents. Their transverse length scales are 
the same as those in the diffusion induced boundary currents on a body at rest in a continuously strati- 
fied fluid. Their lengths depend on geometry and duration of a process. 
Taking into account the internal boundary currents, one can solve the periodic internal wave generation 
problem as self-consistent closed boundary value problem. Geometry and energetics of the wave beam, 
which is in agreement with experimental data, are obtained without employing additional hypotheses. 
The fine structure of convective cells flow near a heated sloping plane in a stably stratified brine shows 
the possibility of doubling of interfaces number in consequence of formation sharp boundary (the inter- 
nal boundary current) on upper edge of cold entertainment fluid wedge. 
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Visualisation of a 2D stratified flow near a perfect body demonstrates that besides the upstream and 
downstream wakes with embedded or soaring vortices, internal waves, split internal boundary currents 
on the cylinder surface, internal boundary currents (soaring discontinuities) are formed inside lee 
(attached) internal waves in a wide range of flow parameters. To this end improved models of flow 
instability and turbulence. including effects of viscosity, temperature and mass transfer are needed. 
Some of the presented results can be directly extrapolated on natural conditions, including theory of 
internal waves and geometry of a downstream wakes. Fore quantitative comparisons data of most fine 
resolve measurements must be used. 
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THE FIELD STUDY OF THE FRONTAL AREA BETWEEN THE COASTAL ZONE 
AND THE VISTULA LAGOON (SOUTH-EASTERN BALTIC) 
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Abstract. The field studies of frontal zone between the lagoon and sea waters, that permanently exists at the area of 
the Vistula lagoon entrance, were fulfilled. The variations of the main hydrological parameters at crossing the frontal 

zone are presented. The dynamic of frontal zone location versus forcing factors variations is described. The 
quantitative estimations of mesoscale variability of water exchange parameters are given. 

Introduction 

Nowadays Atlantic Branch of P.P.Shirshov Institute of Oceanology of Russian Academy of Sciences has a 
Marine Research Station on the Vistula Spit, which is in the closest vicinity of Baltiysk Strait connected the Vistula 
lagoon with the Gdansk Bay of the Baltic Sea. Being based on this Research Station two expeditions (each about lo- 
12 days) were held during summer time in 1996 and 1997 and were devoted to experimental investigations of water 
exchange between both of coastal zone and the Vistula lagoon. 

There are a lot of problems concerning the waste water treatment both on the Russian and the Polish sides of 
the lagoon. For example, about 50% of the domestic and industrial waste waters from Kaliningrad (regional centre) 
come to the Vistula lagoon without any treatment. Under such cercumstances the water exchange processes play the 
leading role in the ventilation of the lagoon area which is under the great pollution load from the coastal point 
sources. On other hand, this process promotes to the intensive pollution load to the Baltic coastal area that has the 
great recreation significance for the Kaliningrad region. 

The water exchange process is exposed to the resulting influence of the various driving forces that are 
characterized by the wide spectra in the time variability. The main of these forcing factors is the water level variation 
that has the maximum variability with the periods of 5, 6, 7.5, 9, 12 and 24 hours [l]. For this reason, the 
hydrological structure in the Vistula lagoon entrance and the surrounding area is very chanegable[2,3]. But, there is 
the only permanent pecularity consisting in the presence of the frontal zone between the lagoon and coastal sea 
waters. This zone has a very dynamical behaviour and is characterized by the sharp gradients of all the hydrological 
parameters. 

The purpose of this paper is to represent the field study results of the frontal zone between the lagoon and 
coastal sea waters and to give the quantitative estimation of the mesoscale variability of the water exchange 
parameters. 

Methods 

Field studies included the measurements of vertical profiles of temperature, salinity and dissolved oxygen, 
pH and Eh as well as determinations of the water transparency and variations of the water level and meteo- 
paramereters. All the measurements were carried out during both inflows of salt Baltic waters into the lagoon 
aquatory and the outflows of fresh lagoon waters towards the Baltic coastal area. The research motor boat with a 
draught about 70 cm was used. The vertical structure of the mentioned above parameters were measured by the 
IDRONAUT profiler that had a real time data processing or the SEA CAT CTD-profiler, that stored the data in the 
internal memory. The water transparency was measured by Secchy disk. 
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Results and discussion 

Hydrological front 

The area of the lagoon entrance (the Baltiysk Strait and the surrounding radius area of the order 2-4 km) is 
the transitional region, where the front between the Baltic coastal water and the lagoon water permanently exists. The 
Baltic water is characterized by Seccki depth (SD) of 1.5-3.0 m and the salinity range of 6.5-7.5 psu. The Vistula 
lagoon water has the transparency and salinity in the limits of 0.4-0.7 m and 3.5 - 5.5 psu respectively. It was found 
out that there were no significant differences in the dissolved oxygen, temperature, pH and Eh values at crossing the 
frontal zone. That is why these parameters were not indicative of both the lagoon or coastal zone water mass. 

The frontal zone is clearly marked by drastical water transparency changes and by significant sharpening of 
the horizontal and vertical salinity gradients at the frontal zone. The gradients values are in the range of 0.5-l .O psu 
per km and 2-4 psu per meter respectively. 

The frontal zone is strongly pronounced and constantly migrates hither towards the lagoon area thither 
towards to the coastal zone. The velocity of its movement is about 3-10 km per day. 

The frontal zone steadily divides the lagoon and sea water mass and migrates in the range of 4-10 km in the 
case of 12-16 hours level variations. During the prolonged level changes (with the time scales of more than one day) 
the frontal zone is partly destroyed because of the active interpenetrating of water mass, for example, during deep sea 
water inflow. In this case the sea water penetrates into the lagoon, occupying the total water column in the l-4 km 
area surrounding the lagoon entrance. The frontal zone restoration occurs rather rapidly because the situation when 
the more heavy salt water occupies the total water column is dynamically unsteady. When the intlow intensity 
decreases the sea water falls down to the deep layer (under the lagoon water) just a matter of hours. 

The Baltic water inflow 

The one example of the salinity vertical structure during the Baltic water inflow event (12 cm/day of level 
rising, the maximum velocity in the range of 15-20 crn/sec, the event duration is near 15 hours) is represented in Fig. 
1 [3]. The rate of the marine water flowing into the lagoon is so great, that the mixture of sea and lagoon waters 
practically do not occur. The total volume of marine water which has flown into the lagoon during the period of 24 
hours can be estimated as 23 million cubic metres, which makes about 1% of the total water body of the lagoon. It is 
possible to estimate, that the salt income (in thislfi ituation) 
The lost of heat from the lagoon is about 1.5* 10 

is abftt of 42 thousand tons and makes 0.1% of the total. 
kkal(6.2* 10 Dj). 

The measurements revealed that the mass of inflow salted waters does not penetrate mainly into the narrow 
and deep (12 m) Kaliningrad Marine Channel, but spreads firstly along the more shallow lagoon area (3-5 m) in case 
of intensive sea water inflow. Although the ratio between cross sections of the channel and lagoon mouth is 
approximately 1:3, the volume of water reaching the lagoon is estimated as 90% from the incoming one, whereas the 
volume penetrating the channel is about 10%. 

The Vistula lagoon water outflow 

The lagoon water flows from the lagoon entrance periodically portion by portion. The fresh lagoon waters 
spread as a plume in the upper layer of sea waters mostly in the direction of wind and wave. 

The example of the hydrological structure at the moment of the lagoon water outflow (on July 13, 1997) is 
shown in Fig. 2. The crossection axis is directed along the lagoon entrance. The frontal zone was not so sharp as it 
usually was during the inflow event, because the salinity distribution on July 13 is the result of the superposition of 
two consecutive outflows. The water of the recent outflow (SD=0.6-0.8 ~-l) spread over the water of previous ones 
SD=1.2 - 1.5 M-l)that arepartlymixedwith the sea water (SD = 3.0 - 3.9~~~). 
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The spatial and vertical gradients for the upper end of front were about 0.25 psu per km and 0.25 psu per m, 
respectively. The deep end of the front was characterized by the gradients of about 0.8 psu per km and 2 psu per m in 
the horizontal and vertical directions respectively. 

As for the temperature, the vertical and horizontal differences of 2°C per m and 2°C per km were observed 
at the deep end of the front. In the upper layer, the maximum values of the vertical and horizontal gradients were 
about 0.7”C per m and 0.5”C per km. 

During outflow, the lagoon water occupied the upper 5-6 m in the narrow Baltiysk strait (stations 318, 319) 
and spread in the wide thin upper layer (2 - 3 m) after reaching the open coastal zone. Judging from the vertical 
salinity and temperature structure, the upwelling movement occured along the bottom slope as the result of the 
dynamic influence of the lagoon water outflow. 

The volume of lagoon water outflow (13.07.97) can be estimated just over 23 million of cubic meters. The 
volume of previous outflows is about 13 5 million of cubic meter. The outflow duration was about 6 hours. Therefore, 
counting that the outflow depth in the Baltiysk strait is about 6 m, the discharge was of about 3.8 million of cubic 
meter per hour and the average velocity was over 0.5 m per sec. This results fitted in magnitude order with the field 
measurements, during which the average velocity of about 30-40 cm per set and the maximum outflow velocity (1.2 - 
1.4 m per set) were obtained. 

The extended sense of the obtained results 

In this paper we present the general opinions on the hydrological behaviour at the Vistula lagoon entrance 
area based on the results of 12 - 15 days summer expeditions. But it doesn’t limitate the applicability of paper 
conclusions to the year as a whole. According to the results of the four years Vistula lagoon monitoring [4], the 
seasonal variations do not significantly change the salinity of the front made water mass. As for the level variation, 
which defines the front position and its reciprocating movements, it is possible to say, that in spite of the seasonal 
level variations have the big amplitude [5], the synoptical and mesoscale level variability are similar in any period. 
So, we can generalize the paper conclusions to any season. 

Conclusions 

The field mesoscale investigation results of the Vistula lagoon entrance area, connected the Vistula lagoon 
and the Baltic coastal waters, are given here for the first time. This zone is the transition one both for the lagoon 
water entering the coastal area as for the Baltic waters flowing into the lagoon. 

The hydrological front permanently exists at this transition area and divids two water mass which are 
different by their characteristics and genesis. The frontal zone is clearly marked by drastical water transparency 
changes and by significant sharpening of the horizontal and vertical salinity gradients that are in the range of 0.5-l .O 
psu per km and 2-4 psu per meter respectively. This zone constantly migrates hither towards the lagoon area thither 
towards to the coastal zone with the velocity 3-10 km per day in the range of 4-10 km. 

The transfiontal flow of substances undoubtedly occurs in this area along with the periodical portion 
advective water exchange. The substances carried by this flow throughout the geochemical frontal barrier have to 
alter, and, therefore, the characteristics of coastal zone onloading vary as well. 

The Vistula lagoon waters accumulate all the pollution and suspended matter from its catchment. Therefore, 
the investigation of the spatial-temporal dynamic of the frontal zone behaviour is of great significance not only for 
understanding of the coastal front genesis processes, but for the quantitative estimations of the pollution loading on 
the Baltic coastal zone too. 
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Salinity, The Vistula lagoon, stations 318 - ~36. July, 09, 1997 
318 319 ~57 v32 v9 v33 ~34 v35 v36 
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Fig. 1. Baltic water inflow into the Vistula lagoon on 09.07.97. The solid thick line (a) indicates the upper layer 
boundary of the inflow sea water. The solid thin line (a) indicates the line of crossection (b). 
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Salinity, Baltic coastal zone, stations 376 - 319, July, 13,1997 
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Fig.2. Vistula lagoon water outflow into the Baltic sea on 13.07.97. The thick solid and dotted lines (a) indicates 
the upper layer boundaries of two consecutive outflows of the lagoon water. 
The thin dotted line (a) indicates the line of crossection (b). 
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Abstract: The mathematical model of pollutant propagation under ice cover in the tidal estuary are presented. Two 

plan directions of pollutant propagation are taken into account along and across of the flow with assumption of full 

mixing of the pollutant over the depth. The empirical relations for longitudinal and cross-sectional momentum 

transfer coefficients are used. For hydrodynamic block of the model the momentum equation for vertical axis must 

be attracted. The tidal wave influence is calculated in the model too. The comparison of the calculation result with 

data of observations show that the model is in satisfactory accordance with natural process. 

Introduction 

The investigation of pollutant propagation in rivers of north regions acquires particular meaning in connection with 

accident discharge of sewage and accident in pipelines. The estimate of ecological consequences from these 

accidents is a serious problem. It is difficult to solve this prob!em without working out the corresponding 

mathematical models of pollutant spot propagation in the flow. The particularities of river flow in north regions 

make suppose that such models must take into account not only really morphology of river bed but two- 

dimensional character of pollutanf propagation and existence of tidal wave and ice cover during long time of the 

year. However at present such mo#ls are absent in practice, that make difficulty to receive forecast estimates. 

The model of longitudinal-transverse transfer 

In connection with these facts the model of pollutant propagation in tidal ice covered estuary was worked out in 

order to forecast the consequences of the accident discharge of sewage. The model based on enough strong 

hydrodynamics thesis permits us to obtain pollutant distribution at any studied reach of the river. The base equation 

of the model is the transfer equation with assumption of till mixing of the pollutant over the depth: 

(1) 



(1) 

where c is pollutant concentration; t is time; U,V are averaged longitudinal and cross-sectional components of flow 

velocity; 14 is module of averaged longitudinal velocity; h is flow depth; y, = 0.06, y2 = 0.024 are empirical 

constants from relations for the longitudinal and cross-sectional momentum transfer coefficients: L>, = y, ldh 

and D,, = y2 / ulh respectively obtained by Dolgopolova & Orlov (1987). After differentiation the equation (1) 

may be written in the following form: 

The values of the depth averaged longitudinal and cross-sectional components of flow velocity were calculated 

from the momentum equation for vertical axis z. (The coordinate system is choosing so that the axis x is directed 

along river flow, the axis y - from right bank to left one, axis z - vertically upwards). 

(3) 

where u=u(‘z,,, 0, = ysldh is the vertical momentum transfer coefficient, ys = 0.008, i is a slope of river 

bottom, cx is the water of ice surface elevation depending on tidal wave. The other members of the equation are 

omitted because as the preliminary investigations by Debolsky (1984) have shown gradiently-viscous regime of 

the flow is characteristic for this region, when gradient of pressure and turbulent viscosity are balanced. In chosen 

coordinate system: 

(4) 

After integrating of the equation (4) along the depth taking into account the boundary conditions for flow velocity 

on the bottom and ice surface: 

ul,=, = 0, ul,=, = 0 (5) 

and some assumption about division of the flow into two parts by the surface of zero shear stress (i.e. resistance 

of bottom and ice surfaces are equal) we obtain: 

. ;” 24= gli-T”!hsig~(i-r) 
12Y3 

x ) if9 

(7) 
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The estimation of members’ values of the equation (2) with consideration of really significance of flow parameters 

and exhibition (7) permits us to write the equation (2) with enough accuracy in following form: 

(8) 

It may be shown that consideration of the different of the resistance on bottom and ice surfaces (i.e. non equality 

of flow parts sizes divided by the surface of zero shear stresses) for concrete task, when time of vertical turbulent 

mixing is considerably lesser than time of longitudinal mixing, not strongly defines more precisely but strongly 

makes difficulty the calculations. The equation (8) was solved numerically by splitting method on x and y. The 

boundary conditions of the second kind at left and right boundaries and at banks were assigned exempt point of 

output of pollutant where boundary condition of the first kind was assigned. 

At first the cross-sectional averaged longitudinal velocity was calculated for conditions of the natural situation 

(river flow and tidal wave). Then we obtained the values of velocity depending on suite of calculated point in each 

cross-section and the time taking into consideration the depth changes over flow width. The following 

relationships were used: 

dh = <= &ewk’ sin(wt - kx) , 

4, = z= -&kZ-,eek sin(d - kx + 7~ /4), 

h = h, + dh, 

where <,, is amplitude of tidal wave in suite of river flowing in the sea, k=2m’L is wave number, L is length, 

w=2dL is frequency and T is period of tidal wave, obtained from the measurements of flow velocity and 

directions. The correction of velocity values depending on point location in the cross-section was carried out by 

formula (6). The values of the slope i and wave length L were obtained from the calculations with employment of 

formula (9) and famous significance of tidal wave characteristics in point of river flowing into the sea and in 

control station. The results of hydrodynamics calculations are demonstrated on Figure 1, where change of surface 

level deviation and flow velocity module are shown in observe station. 

These curves demonstrate the satisfactory agreement of values calculated by model and obtained by measurement. 

This allows us to conclude the possibility of using the above mentioned hydrodynamics relations for pollution 

transfer calculations. The time averaged value of pollutant concentration obtained by model calculation in observe 

point coincides with measurement value. The results of the calculations show that the model sufficiently sensitive 

to the changes of parameter of the discharge of sewage, the duration and original pollutant concentration in 

output point (Fig.2a) and in point situated at 15 km down stream at opposite bank (Fig,2b), when the sewage was 

produced in ‘steep’ regime, i.e. during 8 hours with intervals during 16 hours for two values of pollutant 

concentration in sewage water 0.005 kg / m3 and 0.02 kg / m3. 
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The comparison of calculated values of velocity, surface elevation and pollutant concentration with measurement 

result demonstrates satisfactory agreement. Thus we can suggest forecast estimation of water quality and 

ecological damage from accident discharge of sewage water knowing the hydrodynamics characteristics and 

regime of water discharge and pollutant concentration. 

-I -l--7~mlpmlT1---T 

40000 
t,s 

0 40000 80000 
t,s 

Fig 1 The dependence of surface level deviation (a) and 
flow velocity module (b) from the time; 
solid line - result of the calculation, dots - data of measurement. 

a b 

0 200000 400000 0 200000 400000 
t,s t,s 

Fig2 The dependence of the pollutant concentration from the time 
in output point (a) and in point at 15 km downstream at an oppoite bank (b); 
solid line - pollutant concentration in sewas water 5 g/m, 
dush line - pollutant concentration in sewage water 20 g/m. 
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The model of longitudinal - vertical transfer 

The second model was working out to calculate the longitudinal-vertical diffusion of passive pollution in ice- 

covered tidal flow. In this case we must know the change of vertical turbulent exchange coefficient over the 

depth. That is why the kinetic energy of turbulence and Prandtl and Kolmogorov hypothesis were used in 

hydrodynamic block of this model. The velocity and the turbulent exchange factor A(z) distribution over the depth 

are necessary for mrther calculations. To calculate this values we need to use original depth, bottom slope, 

deviation of water and ice surface level and dimensions of roughness juts of the bottom and ice surfaces as initial 

and boundary conditions. The hydrodynamic block permits us to solve the problem of uniform bed flow and flow 

without ice cover as particular case of total task with the tidal wave. The tide was calculated as the (x-y) model. 

The concentration of passive pollution was calculated from turbulent diffusion equation in the following form: 

Here N changes over the depth, w is vertical component of the velocity which can be calculated from continuity 

equation. The equation (11) was solved numerically by splitting method on x and z. The boundary conditions of 

the second kind at letI and right boundaries and at bottom and ice surfaces were assigned except point of output 

of pollutant. The boundary condition of the first kind was assigned here. There are two temporal processes of 

different scales in the system. The time of a change of the depth and slope of water and ice surface due to tidal 

wave is more considerably than the time during which the turbulent characteristics become constant. It allows us 

to divide the task into two temporal cycle. At first, the new values of slopes and depth in dependence on tidal 

phase are calculated for even moment of “slow” time, and then the task on statement of the turbulent 

characteristics during “ fast” time are decided for the same moment of “slow” time for even cross-section of the 

river. These characteristics are used to calculate the field of the concentrations during any moment of “slow” time. 

The model permits us to carry out the calculations for point and spreading output of the pollution with a different 

duration and a moment of the action beginning at the bottom and at flow surface. 

Conclusions 

1. The results of the calculations show that: the model sufficiently sensitive to the changes of parameters of the 

discharge of sewage, the duration and original pollutant concentration in output point. 

2. The observation and numerical experiments demonstrate that the existence of ice cover during small discharges 

of water is the reason for more intensive mixing and rise of the pollutant stream in the transverse direction. 

3. The pollutant stream width depend considerably on transverse gradients of the bed and flow lines curvatures 

due to the streamlines of banks and islands. 
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4. The thesis about vertical mixing may be assumed for distant fields from the source only The concentration 

changes in few times on close fields. 

5. The ice cover makes difficult the pollutant propagation into the depth of the flow. 

6. Pollutant propagation from the surface sources is more intensive than from the bottom 
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Abstract. One of the main problem connected with calculation of a current structure in any flows is the 

parametrization of turbulent characteristics There are many dependencies for the velocity vertical profile for open 

and ice-covered flows but there are not many for turbulent momentum transfer coefficient (eddy viscosity) .4(2,J 

though it is the most important characteristic for example during calculations of the transport process of 

impurities The objective of this paper is to obtain a parametric dependence of ,4(z) on the base of a numerical 

simulation 

Model 

Model equations describe the steady flows when the gradient of pressure and turbulent viscosity are balanced. 

i? ’ 
-\A(z)J%gi, (1) 
tl \ (‘5 ) 

where .,4(z) is the momentum transfer coefficient (eddy viscosity), II(Z) is a velocity of the flow, i is a slope, 

/ ~= I(,-) is a scale of turbulence, h = h(z) is a turbulent kinetic energy, c1 - 0.32, *f - 0 09, c - 0.4, ): - 0 4 is 



the von Karman constant. The axis x lies in the bottom surface, the axis z is directed vertically upwards. The 

origin of coordinates is placed at the bottom. 

Boundary conditions for A(z) at the bottom and at the ice surface can be received from the expressions: 

where zb ,zj are boundary shear stresses , u,~ ,u, are dynamic velocities , Z6 ,Zi are dimensions of roughness 

juts of the bottom and ice surfaces respectively. From the logarithmic speed distribution law in layers adjacent to 

z6, zi it follows: 

du u 

=izy 

a.4 hi 
dz Z=.?, z,,-, =G 

Taking into account that zb << z,, , zi <<H - z0 and (1) is valid, one can write: 

where z0 is a vertical coordinate of the surface of zero shear stress or maximum of velocity, H is a depth To 

obtain the boundary value of the turbulent energy let the scale of turbulence at the bottom and ice surfaces be 

equal to dimensions of the roughness juts. Then the Kolmogorov’s hypothesis (3) gives: 

bl z=z, = b, = (A, II, )” = ic2giz, , bjzTzi = bi = (4 lli)2 = K’gi(H -q,). 

At the bottom and ice surfaces the velocity of the flow is assumed to be zero: 

4=%* = 0, &, = 0. 

Boundary conditions at the upper surface of the open flow are [I]: 

Ae zw , A(,=, =4.3.10-4W2, bl,=, =2W4pW2, 
62 Z=H =pw 

where rw = 10-3flp,WIWI is the shear stress at upper surface of water due to the wind influence, p, is the air 

density, pW is the water density; the coefficient p can take two different values depending on the degree of wave 

development which is determined from the wind velocity Wand the flow depth H: for H >pW /7 =0.23, for 

H < pW p =0.75, where u=7.58 s is a dimensional and the wind velocity W is expressed in m/s everywhere. 

To determine the coordinate za in an ice-covered flow it is enough to know the bottom-ice roughness relation, 

Really, as it follows from empirical data the average velocity of the near bottom flow section is equal to that of 

the top section (near the ice surface). The interface between these sections coincides with plane of zero shear 

stress, i.e. with z, -plane. Taking into account the Chezy formula for the average velocity and Shtricler formula 

nb,r =0.15.2;;;/&, (5) 



one can receive: 

z. =Hl(C+l), (6) 

where z=(z)‘;‘=(:)‘-‘. nb, n, are Manning’s roughness coefficients of bottom and ice surfaces 

respectively. 

The position of the point z, for the open flow is determined from the ratio of the shear stress at the top boundary 

z Iy to the bottom friction stress without wind pi = pwgiH, i.e. from the parameter: 

~Lt.!Y!L 
p,& 

(7) 

where pw is the water density. To obtain the dependence of z, on k it is necessary to notice that for the 

gradiently-viscous regime of the flow described by the equation (1) the following relation is valid: 

zb =zw tp,giH. (8) 

Taking into consideration (7) and (8) it can be obtained: 

~bbv =1+1/k. 

From linearity of distribution of the turbulent friction stress with depth at the gradiently-viscous regime it follows 

that the point z, position at any wind (fair and contrary) will be determined by expression zO = ~(k + 1) 

At the fair wind k >O and z,, >H. 

From equations (1) - (4) the differential equation of the first order about A(z) with the point of singularity .z = zO 

was obtained. The solution of this equation may be written in the following form: 

at z< zo ) 

A = Kc1’4 7 & + A(H) - at z>z,. 
ZZ--O 

~-z (z-zo) 
0 1 

To calculate these integrals, it is necessary to know the value of the turbulent energy b, which was obtained from 

equation (2) numerically by the run method. 

Parametrization 

In case when the current is intluenced by a favourable wind the following dependence for A(z) was proposed 

based on numerical experiments results: 



where u=O.45, rI=2 -10 -6 are non dimensional constants, IV - wind velocity. 

In case when the current is influenced by a head wind, the point z0 lies within 

divide the cross section of the flow into two parts. For the bottom part. when z 

can be expressed in the form: 

A(z) = a+(~, - 2). 

For the top part (z > z 0) it is possible to write, 

the flow and it is necessary to 

./- . do , the dependence of ,4(z) 

Wi 

where G = 4.3.1 O4 s is the dimensional constant taken from empirical dependence of turbulent exchange factor 

on wind velocity of the surface “water-air” 

In Fig 1, vertical diwiibutions of .4(z) are given in case of the effect of various wind velocity on the flow These 

distributions were received due to numerical calculations of equations ( l)-(4) and from formulas (9),( I O),( 1 1) 

In case of ice-covered flow the following dependence for 4(=) was proposed 

(12j 

Fig 2 shows the curve 3(z) plotted by result\ of the numerical calculations and by formulas (I2), (13) for two 

different ice-covered flows It is necessary to remark that the zero value of .-I/,-j at .: - .:,, is reached both from 

formulas (I 2),( ii). hut this effect is absent on our curves because we used the al;eraging of A/z) over three 

nearest points 

The substituti~~n of expressions ( 12) and ( I? ) in expression for vlelocity obtained by integrating the equation (I) 

and by integrating separately in each layer, aliovss to receive a parameteric dependence for ice-covlered current 

velocity u(z,i, II.=, ,z, ). 

(14) 
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Fig.3 shows a distribution of velocity , constructed according to field measurements, numerical experiments and 

formulas (14) and (IS): fig.3(a) - the comparison with Larsen’s experiments [2], fig.3(b-d) - with our 

measurements in the river Moskva.. 

In the case of a free flow which is influenced by a head wind the integration gives for the bottom layer (Z < ~a) 

expression (14) and for the top layer (z > zO): 

, where V = 4~; 

The model of open and ice-covered current permits to receive the distribution of turbulent characteristics of the 

flow along the vertical. 
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A,m2/s 

Fig. 1 Vertical distributions of turbulent exchange factor A(L) calculated numencally b? 
equations (l)-(4) (dashed) and b? formulas (Y).( lO).( 1 I) (solid). W is wind velocib 

-i 0.12 
Fig2. Vertical distributions of A(z) calculated numerically (dashed), by formulas (12),(13) (solid) 

wl 
and by Larsen’s experimental data. "1 a h E 

u,m/s 
Fig.3 The distribution of ice-co\,ered flow velocity by fiJd measurements (solid lines with symbols). by numerical experiments 

(dashed lines) and formulas (28),(D) (solid lines): 
(a) is comparison with Larsen’s experiments for four runs, (b.c,d) with measurements on the river MO&~. 
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Abstract. The self-oscillatory mechanism of periodic eddy formation produced by a stationary local mass source 
upon the sloping bottom in the rotating fluid is investigated by means of the laboratory experiment. It is shown, 
that under this mechanism the quasi-isobatic mesoscale current is disintegrated into a series of drifting eddies. 
Two main regimes of dense water mesoscale current are established experimentally: geostrophic and topographic 
beta-induced. The influence of moderate (compared to the fluid depth) downslope ridges and canyons on the 
dynamics and structure of mesoscale currents is considered , too. It is pointed out that the steep local topography 
on the continental slope enhances the water exchange between the shelf zone and the deep ocean. 

Introduction. The continental slope is an enough narrow zone (about 100 km wide) which separates the shallow 
shelf region (O-200 m) from the deep ocean (4000 m or even more). This zone is characterized by a very specific 
dynamics of the water flows and may be considered as a frontal zone for the potential vorticity. Due to the high 
up-slope gradient of the potential vorticity, the large- and mesoscale quasigeostrophic currents are usually directed 
along the isobatic lines and so. they are unable to provide directly any significant shelf - deep water exchange. The 
instability of the flow, bottom friction, and relief inhomogeneities change the dynamics and trajectory of the 
oceanic currents upon the continental slope and thus influence the mentioned above exchange. The main aim of 
this short report is to present some results of the recent laboratory studies of the dynamics and structure of 
mesoscale homogeneous and density currents in the rotating fluid. Such currents are generated by a local mass 
source upon the smooth sloping bottom and in the presence of downslope ridges and canyons. 

The experiments described here were started with the aim to study the dynamics of dense water lens-like eddy 
.on the sloping bottom in the rotating (in the same one direction as the Earth) fluid. We produced the dense water 
lens -like eddy by the local constant flux source of more saline and colored water. We tried to “pump” during the 
limited time the isolated blob of dense water, then to switch off the source and to observe the evolution of the 
fixed volume lens. To our surprise, the periodic formation of isolated dense water lenses was observed even 
during the continuous work of the source at least in the case of weak density contrast between the injected and 
ambient fluids. In this case the enough high (compared to the depth of the ambient fluid) dense water lens-like 
eddy was formed (under the conservation of angular momentum of injected fluid) just upon the source. Afier 
reaching the certain diameter; it moved away from the source and then drifted rightwards about the downslope 
direction. While that, a formation of a new lens upon the source was started and the whole cycle repeated many 
times (fig.1 b). Such a cyclic process of a lens-like eddy formation might be classified as a self-oscillatory one. 
Nearly the same phenomenon was observed previously in the laboratory experiments of [l] and [2], but its 
physical nature was not enough clarified. Similar periodic regime of eddy structure formation from the stationary 
local source on beta-plain was obtained in numerical experiments of [3] and [4]. 

We supposed that the topographic beta-effect, produced by the bottom slope in the rotating fluid [5], might be 
the main physical reason for the self-oscillatory regime of lens-like eddy formation and for its ((westward)) drift 
from the source. So far as the topographic beta-effect is mostly pronounced in homogeneous fluid, the best 
periodic eddy structure should be formed in purely barotropic case: when the injected fluid has the same density, 
as the ambient fluid in the tank. The results of the experiment with barotropic source flow are analyzed just below 
the description of the experimental setup and after that they are used for the interpretation the phenomenon of 
disintegration of dense water flow into a series of lens-like eddies. Finally, the influence of ridges and canyons on 
the mentioned above barotropic and dense water flows upon the slope is described. 
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Experimental setup. The experiments were provided in the rectangular organic glass tank 50x50~46 cm3 filled 
by distilled or salted water and positioned in the center of the one-meter rotating table. The rotating (in the same 
direction as the Earth) table had four fixed rates of rotation: f = 1 .O; 1.6; 2.7; 4.1 rad/s. Here f = 2R - the Coriolis 
parameter. In some of the experiments the sloping bottom (slope angle c1 = 39’) was simulated by the cone that 
peaked up just in the center of the tank. The round tube source of diameter about 2.0 cm was smoothly mounted 
ortho to the sloping surface of the cone at the middle between the peak and the base. In other of experimental runs 
the sloping bottom was simulated by the inclined plane surface displaced jointly to one of the tank walls. The 
inclination angle of this plane surface was changed from 5’ up to 50’ . The flow rate Q was changed from one 
experimental run to the other in the following range: Q = 0.3 - 10.0 cm 3 Is and kept constant during each 
experimental run using a Marriott bottle. In order to minimize turbulent mixing between the injected and ambient 
fluid in most of experimental runs the inflow produced by the source was quasi-laminar. In some of experimental 
runs the density of the source fluid was the same as of the ambient fluid in the tank. In such cases the barotropic 
quasi-isobatic current, driven by topographic beta-effect was generated. In other cases the density (salinity) of the 
source fluid was higher than of the ambient one and the baroclinic quasi-isobatic current was generated. The 
reduced gravity acceleration g’ = gAp/p, where g is the acceleration due to gravity, Ap is the density difference 
between the injected and the ambient fluid and p - the density of the ambient fluid, was changed in following 
range: g’= 0.2 - 10 cm/s*. The height Ho of the ambient fluid upon the source was changed from 7 cm up to 32 cm. 
The injected fluid was colored with thymol blue indicator. Small paper pellets were putted at the surface of the 
fluid to make visible the fluid motion. The top and side views of the injected fluid were observed on the TV 
monitor and recorded by the video camera positioned on the rotating table above the tank. 

In some experiments the downslope ridges and canyons were mounted on the pathway of the flow produced 
by the source. We used two kinds of ridges and canyons: 1) with triangular symmetric cross-section; 2) with 
rectangular cross-section. The height of these obstacles usually was several times less than the fluid depth. 

Dynamics and structure of the mesoscale currents upon the smooth sloping bottom. In order to study the 
role of topographic beta effect on the barotropic flow produced by the local mass source, a special experiment was 
provided in the homogeneous rotating fluid upon the cone [6]. During the experimental runs the fluid of the same 
density as the ambient fluid in the tank was injected with constant flux from the source mounted at the middle of 
the sloping side of the cone. From one run to another we changed the values of basic parameters Q, f and Ho. 
Almost in every run the flow was self-oscillatory and a chain of anticyclonic barotropic eddies drifting along 
‘isobats was produced (fig. 1 a). The diameter D of the eddies and their drift velocity Vb were measured. 

To describe the self-oscillatory mechanism of barotropic eddy formation the simple model was suggested. In 
this model an assumption is made, that the anticyclonic eddy column initially is spreading radial just upon the 
source with the velocity U= 0.56Dldt = Q/(7cDHo) as in the case of the horizontal bottom. But under the 
topographic beta-effect induced by the bottom slope the barotropic eddy has to drift. According to the theory, the 
beta drift velocity V* is “westward” - clockwise in our case (((north pole)) is in the center of the tank). It increases 
non-linearly with diameter of the eddy: V*=PD*/4, where P=fxtg&H, (a - the slope angle) and &hen D 
overcomes the critical lengthscale D*, then V* overcomes U. After that the eddy gets off from the source and 
formation of the new one begins, etc. 

From the critical condition, V*= U, we obtain the expression for the critical lengthscale D*: 
D*=(4Q@fxtga))‘“, (1) 

Using (l), we get the expression for the critical drift velocity scale V*: 
V*=pD*2/4=(27r)-2’3x(Q2fx tg a)"3/Ho, (2) 

It has been obtained that the measured values of D and Vb depended approximately linearly on the 
corresponding scales D* and V*: D=4.5xD*; Vb=5.0xV*. Thus, the experiment enoughwell confirms the model. 

The periodic lens-like eddy formation (fig. 1 b) in the dense water bottom flow follow the pattern seen in the 
barotropic case. It was mentioned above that this phenomenon occurred only when the height H of the dense 
water layer upon the source was not small compared to the total depth Ho of the fluid: if H/Ho > 0.2. In this case 
due to the shortening of vortex lines, the anticyclonic vorticity was created in the upper layer upon the dense water 
anticyclonic lens. Thus, the vertically quasicoherent anticyclonic structure was formed and it might drift to the 
“west” under the topographic beta effect. Indeed, the coherent eddy structure was formed, but before to drift to the 
“west” direction it moved down the slope to the “south” under some unclear reasons. At that moment due to the 
stretching of vortex lines it changed the relative vorticity from anticyclonic to cyclonic one at least in the upper 
layer. The cyclonic eddy column with a trapped dense water lens at the bottom was formed and drifted to the 
“west” with the velocity scale V L,. When H/Ho < 0.2, the upper layer fluid was not strongly affected by the dense 
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water source flow. The quasibarotropic anticyclonic column was not formed upon the source. In this case the 
spreading of dense water on the surface of the cone took form of the gravity current that was quasi-monolith and 
geostrophic. The direction of spreading was the same as for the topographic beta-induced drift, but the velocity 
scale was different: V, = g’xtgcdf. The boundary between these two regimes of the flow was well marked by the 
ratio V, /Vb - the Burger number. For V, Nt, > 1 the flow was driven by gravity force (geostrophic regime), for 
V,/Vi, < 1 - by topographic beta-effect ( fig.2). When H/H, - 1 (H, - the Ekman scale) the gravity current might 
disintegrate into a multi-frontal structure due to roll-waves formation. So, at least three definite regimes of the 
dense water flow occurred on the sloping bottom in the rotating fluid: beta-induced, geostrophic and roll-wave [7]. 

It should be mentioned, that baroclinic instability considerably affected the structure of the dense water flow 
in the parameter space close to the boundary between wave-vortex and geostrophic regimes. The analysis of these 
effects (as well as the effects of friction) is beyond the scope of this report. 

Influence of ridges and canyons on mesoscale currents upon the sloping bottom. With the same experimental 
set up described above, we studied the influence of the downslope ridges and canyons on the beta-induced eddy 
currents and gravity currents, produced by local mass source upon the sloping bottom in the rotating fluid. Some 
experiments were provided with ridges on the cone and the others - with ridges and canyons on the plain sloping 
bottom. We used two kinds of obstacle: 1) with triangular cross-section and wide symmetric sloping sides; 2) with 
rectangular cross-section. 

In the first case the quasibarotropic (beta-induced) and strongly baroclinic (gravity) currents were crossing the 
obstacles along the isobats without significant difficulties. The structure and velocity of these currens did not 
change considerably after crossing the obstacles. The currents were deflected down to the basic slope upon the 
upstream sides of ridges and up to the basic slope - upon the upstream sides of the canyons. Upon the downstream 
sides - vise versa (fig.3 and 4). So, after crossing such obstacles, the barotropic and baroclinic currents usually 
returned to the same isobatic level. The trajectory of the flow was quite equal for both types of currents. Only very 
thin gravity currents (H/H, < 10) were displaced down to the basic slope under the friction effects (fig.6a). 

In the second case (rectangular obstacles) there was a considerable reduction of the quasibarotropic flow 
velocity just before the obstacles. Also, the structure of the flow was changed by such obstacles. The large eddy 
column was formed just in front of the obstacle (canyon) and the recirculating zones appeared up and down to the 
basic slope. The quasi-isobatic eddy flow was transformed into the sheared and divergent flow directed along the 
axis of the rectangular canyon and no well pronounced eddies were observed from behind it (fig.5a,b). In the 
same case a gravity current was partly trapped in the rectangular canyon and a considerable part of denser water 
moved down to the flat bottom of the tank (tig.6b). 

Finally, we should point out that only the obstacles with abrupt walls (the width of the wall was much less 
than the diameter of the eddy for quasibarotropic beta-induced currents, or it was much less of the local radius of 
deformation for gravity current) were able to slow down and to deflect irreversibly the mesoscale currents upon 
the rigid slope. It should be concluded that the steep local topography on the continental slope might enhance the 
mesoscale exchange processes between the shelf zone and deep ocean. 
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Figure 1. a) barotropic (V, /Vt, - 0) and b) baroclinic (V,Nb = 0.4) mesoscale currents produced by 
the local mass source upon the sloping bottom in rotating fluid; 1 - side view, 2 - top view. The 
depth of the fluid Ho = 18 cm, the distance between the circles at the cone - 2 cm. The arrow 
indicates the direction of basic rotation. 
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Figure 2. The ratio of isobatic velocity component of dense water flow to the beta-drift velocity 
(V/ Vb ) versus the ratio of geostrophic velocity scale to the beta-drift velocity scale (V, Nb ). 
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Figure 3. The side (1) and top (2) views of the beta-induced, quasibarotropic (V, Nb - 0) current 
upon the cone with downslope triangular ridge: a) before the ridge; b) after crossing it. 

Figure 4. The side (1) and top (2) views of the beta-induced current upon the flat sloping bottom 
with downslope triangular : a) canyon (V, /Vb = 0.3); b) ridge) (V, /Vt, = 0.15). The width of the 
canyon (ridge) - 10 cm, its depth (height) at the central line - 3.5 cm, Ho = 18 cm, the slope - 25’. 
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Figure 5. The influence of the downslope rectangular canyon on the structure of the beta-induced 
current (V, /Vt, = 0.15) upon the flat sloping bottom at two consequent moments of time: a) t = 35 c; 
b)t = 115 c. The width and depth of the canyon - 2 cm, Ho = 18 cm, the slope - 25’. 

Figure 6. The influence of canyons on the structure of the gravity current (V, /Vb = 4.8) on the flat 
sloping bottom. a) the triangular canyon; b) the rectangular canyon. 
top view. Ho = 18 cm, the slope - 25’. 

(1) - the side view; (2) - the 
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Abstract. The turbulent mixed layer formation mechanism is demonstrated in the series of 
laboratory experiments. When the sufliciently intensive tap water jet fell down into the vessel the 
quasihomogeneous foam layer appeared. It is shown, that the depth of the foam layer is not only 
proportional to the Monin-Obukhov length scale, as usually one suggests for the ocean conditions. It is 
also proportional to the square root from the Reinolds number. A simple box balance model of the 
upper quasihomogeneous layer (UHL) is considered. It is used for the obtaining of the UHL depth and 
salinity relationships from the external parameters. On the basis of the Black Sea data review the 
numerical estimations of the UHL physical state are obtained. 

Introduction. 
In a hydrological box models the internal structure is usually treated as a not essential feature of the 

system and simply assumed to be isotropic. Commonly these models are applied to mass, passive trassers 
transfer via a water basin (like a semi-enclosed sea) and are aimed to fmd regularities in the steady state 
regimes [2]. One may formulates the main problem as follows: what is the integral output of the system 
for the externally defmed input? This approach is suited well for water, salinity and passive scalar 
budgets of the basin, but problems arise when a chain of interacting boxes is considered for the sake of 
better discribtion. In this case it seemes to be important to get an additional characteristic parameter of 
the system. If now remember that the externally driven mechanical energy flux always exists in natural 
conditions, then we come up to a class of layer models (two-layers is the simplest one) with the depth of 
an upper homogeneous layer (LJHL) as a characteristic parameter. In this situation the standart way is to 
split the initial one box for the whole basin into two at least. To our mind it is worth considering just the 
same box with the internal two-layers vertical structure. This prevents us from multiplying problems by 
the number of boxes and allowes to use an additional parameter (UHL depth) in the budget 
relationships. So in this paper we analyse in some details two-layers box model keeping in mind it 
perspective role as an element in a few boxes chain buildings for their applications to the semi-enclosed 
seas. 

Laboratory& UHL image or “a beer pouring” effect. 
The UHL formation mechanism is illustrated in the series of simple preliminary laboratory 

experiments. The sufficiently intensive tap water thin jet fell down into the narrow tubelike vessel and 
the quasihomogeneous air-water foam layer appeared and kept steady. (In case of beer it is wellknown to 
everybody that the foam is used to present in a glass according to almost all intensities of pouring.) We 
did not interested in the specific and fearly complex mechanism of the foam formation itself, but the 
point is that in terms of buoyancy and turbulent energy fluxes the foam layer may be realised quite 
similar to the upper homogeneous layer (UHL) of the sea. 
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Physically treated the steady depth of the foam layer (hr) is the consequence of the equality of 
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experiment. Assuming that hr is equal to the Monin-Obukhov 
lengh scale @I@), i.e. hr = hMo = E3”/B, where E=Eon(ro/r)z = 
OSWo*n(ro/r)* - part of the falling water jet kinetic energy (Eo), B 

I 

13 - = Wg’ = Wg(pp& = WghJhr =Q(nr*)-$hJhr - buoyancy water 
- flux, n=nof(Re) - the effkiency coefficient of the process, 

-- 

II 
depending on the jet Reinolds number Re=Woro/v . Here 
ro,r,Wo,W - radii and mean vertical velocities of water jet and the 
lab vessel, p, pr - water and foam dencities, h, - experimentally 
measured depth of air occuring in the vessel after switching the 

7 

Fig. 1. Laboratory scheme: jet off at the end of each observation. h, has been chosen because 

l-air, 2- foam, 3- water, 4- falling it can be measured much more accurately then hr. For experimental 

water jet, 5- water outflow, 6- air parameters: 2ro= =0.43(cm), 2r=5.5 (cm), 40<4<150 (cm%) and 

entraining into the foam. water kinematic viscosity v =lO-*(cm%), the measured depth varied 

I- quasistationary stage, in the range l&C30 (cm) for Re=Q(lo”) . 

II- final stage. 
In accordance with the above mentioned approach one gets 

A the ability to interpret the experimentally obtained relationship 
haxmst QSn (tzoefflcient of regression 0.98) in terms of the process eUiciency coefficient: n=noRel’r, 
where no=(l.7&0.2)10-2. We would like to stress out that beyond doubt these numerical values depend on 
many factors such as the dissolved gas content, for example. 

So, nevertheless the experimental setup was very simple, we have got a fearly “con- result 
which can be reasonably treated. It also gave us a sort of physical lab image of the natural UHL, 
showing on the real object how the Monin-Obukhov length scale could be simply incorporated into a 
hydrological box model of a semi-enclosed sea. 

EIementary two-Iayers box modeI. 
In a two-layers box structure only upper one is active in the sense of turbulent mixing of 

incoming buoyancy fluxes. Basically we will deal with this active layer. 
problem formuIation. Let’s consider a vertically homogeneous water layer in the steady state 

under the gravity force. There are two sources of buoyancy in the layer which bring salt water (S1,S2) 
with rates (WI,WZ) respectively. The externally driven turbulent energy flux (Qx) is spent in the layer on 
mixing process to the constant salinity (S) through its depth (h). It is needed to find the relationships 
between the external and internal problem parameters. 

Budget equations must be balansed for water, salt and turbulent 
------- energy. 

One can easily obtaines the relationships: 

~~~, s2>s, 2hW,&;;:;:&g%$, (2) (‘) 
coefficient of salinity shrinking for the salt water equation of 

, 

Physically the stady state of our thermodynamically open 
Fig. 2. Model scheme. layer climes its lower (and upper) boundaries to stay still. 

The usually used ‘energy’ approximation of the turbulent 
entrainment rate [3], WJW’ CC Ri-1 for (l),(2) is eqivalent to WdWe2=WdW2. This demonstrates the 
internal dynamic boundary balance of the layer. 

In order to represent the dependences of two internal (S,h) on five external 
(W~,W2,S~,St,Q+imensional parameters it is worth to use the nondimensional form. Let WIJ=VWIJ, 
SI,Z= ASs1.2, h=hMo’H, with the scaling V=W1+W2, AS=S2-SI, hMo’=Qr&Vg PA S). Then (l),(2) take the 
form: 
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s-Sl-w*=o, (1’) 
2hwlwz=l, (2’) 

with the condition WI +WZ=SI -s2= 1. This leads to a universal function 
y=(2x(l-x))-1, x-=1, y>2 , (319 

where x may represent nondimensional velocities or salinity differences across the layer boundaries and y 
- nondimensional layer thickness or a time period. The latter could be introduced as T=T , T=h’N - the 
time scale of the process which we nead to consider if dealing with quasistationary way of environmental 
changes. Function (3) is convenient for an analytical analysis: y(x) - is symmetric with respect to the line 
x=0.5 and H>2, for example . The geometric appearance of (1’),(2’) may be shown on the s-w diagram. 

All the above desciption is odviously corresponds to the condition when the overall depth of the 
basin (l-b) is more then mixed layer depth, i.e. 2hMo’ <h-G&, that is why this regime of ‘deep basin’ takes 
place if h,,‘/l+ QK/(&Vg PA S)<O.5. This elementary model can be generalised for a number of 
buoyancy sources and a chain of boxes which seames to be important for accurate field applications. 

The Black Sea example. 
It may be of some interest to realise what sort of real semi-enclosed sea description we come up 

to with the proposed two-layers model applied to the whole basin. As a first approximation we ignore the 
Black-Azov seas exchange processes (the Azov sea salinity SA =lO o/oo, volumetric water exchange fluxes via 
Kerch strait &=33.4+5 (km3/y), U,=49.& 8 ( km3/y), [4]). One can get estimations of mean external 
parameters values ( L4,51), although they turn out to be quite different even in the summary reviews [4 , 51: 
a) for salinities: 

S,=O - rivers (Danube) and precipitation salinity input, 
S2=37 “/, - salinity input through the strait of Bosforous; 

b) for water velocities (W) estimations the volumetric values (U) should be divided by the Black sea area 
(Aa= 4.2~10’ km2), so 120 (km3/y)t,10d(cm/s) : 

U,=Ur+Up-Ue, where the right-hand part contains in order rivers discharge, precipitation and 
evaporation , 

Ul14 ]=338f 52+237.7+ 38-395.6f 42=180f 132 (km3/y), 
U I[ ,~=350+300-350=300 (km’/y); 

U2=U, - Marmara sea salt water input through the strait of Bosforous, 
U2[ dl= 176f 36 (km3/y), U2( ,,=300 (km3/y); 

c) for turbulent energy flux QK=&~-5 (cm/s)3, we assume the parametrisation QK=((CD pa/ p)%10)3, 

where UIO - the wind velocity at 10 meters hight, CD=(~-5)10-3 - a drag coeflicient for the range 5<u10<10 
(m/s), pa, p - air and water dencities [6]. 
The internal basin parameters could be estimated : 

S= 17.1 ‘YW - the upper layer salinity, 
v=uo”t - 

(h3JY>. 
Black sea water output through the strait of Bosforous, V[ ,,=371f 58 (krn3/y), V, ,,=600 

In spite of considerable discrepancy in V the salinities of the upper layer are close together: S, ,,=17.3 “/oo, S, 4l 
=18.5 “/M, . Actually it is no surprise, because not all components of the water budget (such as evaporation) 
have been measured independently. The depth thickness estimates from (2) gave h=2hMo’, h, s$O-600 (m), 
which is comparable with upper quasihomogeneous layer mean depth O(100 m) in the winter time (hl 4l/h1 
sl=V[ slNL 41= 1.6). The time scale h/V=O( 1OOy) is unreasonably big, but if remember that the lower layer 
of the Black sea has the salinity S2’=22 “/, because of incoming plume salt water mixing in the vicinity of 
the Bosforous strait, then easily find ~>WI+W~(SZ-S)/(SZ’-S)=~.~V and so the time scale 
l(y)<<TWO(y). It is clear that the sesonal cycle of the heat flux could be filtered out asuming the net 
heat balance allthough the amplitude of buoyancy variability due to the heat flux is an order of 
magnitude bigger then from the salt input. 

It is evident now that the two-layers box model may be useful for some estimations of the 
hydrologic changes (tendencies) in the semi-enclosed sea on a climatic time scale. The model sensitivity to 
the wind velocity makes it preferable to use relative values of the upper homogeneous layer depths if the 
few boxes chain is considered. This is the matter for the future work. 
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Abstract. “ACURATE” (African Coastal Upwelling Research, Analysis and Thematic Experiments) is a new 
European International long-term programme launched during summer 1997. Part of this Programme is 
devoted to the investigation of thermal variability of large area of the Atlantic Ocean located between 5-45“N 
and 25”W - coast of Africa and Europe. 1982-1992 weekly satellite SST data set has been analysed to study 
seasonal variability of SST field, its variance, SST gradients (position and intensity of thermal fronts), seasonal 
cycles of mean SST and SST difference between coastal and oceanic waters (upwelling index for 100-500 km 
distance), as like as seasonal variability of SST field for the Cape Blanc and the Cape Ghir regions (North-West 
Africa). The study has been coupled with analysis of seasonal variability of the wind stress and of total heat 
fluxes over the region. 

Introduction 

North-West and South-West African upwellings are the largest and most important upwelling zones in the 
Atlantic Ocean. Their persistency and seasonal variability are conditioned by the Azores and South Atlantic 
Anticyclones forcing. Since sixties numerous oceanographic investigations have been made in the East 
Atlantic Ocean which revealed general circulation and water mass distribution, basic upwellings characteristics 
and regional peculiarities, structure and variability of upwelling fronts, Cape Verde and Angola-Benguela 
Frontal Zones (ABFZ), and etc. 

During the 1980s syntheses and overview of research relating the physical oceanography of the upwelling 
zones and adjacent areas appeared [ 1,2]. Satellite data (thermal and colour imagery) have changed our view 
on the mesoscale structure and variability, physical and biological processes in the surface layers of the 
West African upwellings. For example, discovery of cold and chlorophyll-rich offshore flowing filaments 
[3], short-period pulsing of the upwelling fronts, ABFZ and local upwelling cells was made possible by the 
advent of satellite remote sensing technology. 

Essential progress have been achieved in the understanding of physical and biological functioning of 
these upwelling zones as large-scale systems. Now it is well known that these zones are the regions of 
high physical energy and biological activity (fishery). They are characterized by different hydrodynamic 
regimes related with atmospheric forcing, air-sea interactions, solar radiation, surface and bottom stresses, 
currents, buoyancy and material fluxes at the boundaries, bottom topography etc. These regions are coupled 
with the surrounding deep ocean by exchanges across the shelf break and upwelling fronts involving 
transport of heat, mass, momentum, vorticity, suspended matter, chemical and biological constituents, and 
pollution. 
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Nevertheless we have to enrich our fundamental knowledge on the large- and mesoscale hydrophysical and 
hydrobiological processes, on seasonal and interannual trends of thermal regime, on atmospheric forcing, on 
El Nino type phenomena in the East Atlantic Ocean and their relationships with global parameters. All this is 
also important for fishery and ecology of the coastal zones of West Africa. 

ACURATE 

“ACURATE” (African Coastal Upwelling Research, Analysis and Thematic Experiments) is a new European 
International Long-Term Programme launched during summer 1997 by GeoHydrodynamics and Environment 
Research (GI-IER) of the Liege University and P.P.Shirshov Institute of Oceanology (Moscow, Russia). 
Programme is devoted to the investigation of thermal variability (general characteristics, large-scale fronts, 
upwelling fronts, filaments and cells, etc.) of the NE Atlantic Ocean located between 5-45“N and 25’W - coast 
of Africa and Europe (Portugal) and the SE Atlantic Ocean located between 10-35”s and 5% - coast of Africa. 
Among others we distinguish the following pressing problems that we intend to investigate: 

1. El Nino type phenomena in the Atlantic Ocean. 
ENS0 in the Pacific Ocean is well known, but there are a lot of questions concerning the existence of the 

analog in the South Atlantic Ocean and for the most degree in the North Atlantic Ocean. Still there are no clear 
definition, methodics of detection, indicators of El Nino activity in the Atlantic Ocean, understanding of its 
impact on the upwelling zones, ecosystems and fishery, and relationships with the Pacific ENS0 (e.g. [4,5]). 
Since Kudersky and Berenbeim [6] new promising results on that problem, including the correlation of El 
Nino events with variations of solar activity and Earth rotation velocity have been obtained. 

2. Systems of upwelling filaments. 
The most important and energetic mesoscale structures of the upwelling regions are nonstationary 

filaments. Ginzburg and Fedorov [3] first reported the observations of filaments in the World Ocean. 
Kostianoy [7,8] reviewed Canary and Benguela upwelling filaments. They represent the most effective 
mechanism of seaward transport (1 m/s, l-2 Sv) of water, nutrients and plankton biomass from the coastal 
zone, and that this transport contributes significantly to production offshore (e.g. [9]). Complete systems of 
filaments along coasts of Portugal, NW and SW Africa, their characteristics, three-dimensional structure, 
seasonal and spatial variability are hardly investigated [7-131. Moreover, we still don’t know the physical nature 
(generation mechanism) of upwelling filaments. 

3. Cross-frontal water exchange. 
Filaments represent a very effective mechanism of transport of coastal water to the open ocean (sea), that is 

very important for the biology, fishery and ecology of the upwelling regions. Zatsepin and Kostianoy [14] 
proposed an original method of cross-frontal water exchange estimations that permit to calculate the 
permeability of upwelling fronts conditioned by filaments. Kostianoy and Zatsepin [15] showed that up to a 
half of water mass upwelled by Ekman pumping process in the coastal zone is transported by filaments to the 
open ocean. The united scheme of seasonal variability of upwelling frontal zones permeability from Portugal 
to Cape Town is of vital importance. 

4. Three-dimensional numerical model. 
There is no 3D numerical model that was implemented directly to the most intense upwelling regions of 

West Africa. Such model is in the list of primary needs. Elaboration of the model that will be fully three 
dimensional (multi level) primitive equation model, free surface, time dependent, non linear, baroclinic, that 
will include real topography, wind stress and heat fluxes is a very difficult task. The GHER base model of the 
Liege University which has been already implemented to several sites of the World Ocean in different 
conditions, is meant to be an appropriate candidate to tackle the relevant problems addressed by the proposed 
Project [16,17]. 
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First results 

First part of this Programme is devoted to the investigation of thermal variability of the NE Atlantic Ocean 
located between 5-45% and 25”W - coast of Africa and Europe (Portugal). 1982-1992 weekly satellite sea 
surface temperature (SST) data set of about 16 km resolution has been analysed to study seasonal and 
interannual variability of the upper ocean thermal regime. First step study concerned: 

1. Analysis of seasonal variability of SST (Fig.1) SST variance (Fig.2) and SST gradients (position and 
intensity of thermal fronts) (Fig.3) distribution. 

2. Analysis of seasonal cycles of the mean SST for the whole region of investigation to determine 
climatological trends in 1982-1992 (Fig.4,5). 

3. Analysis of seasonal cycles of SST difference between coastal and oceanic waters (upwelling index for a 
100-500 km offshore distance) in 1982-1992 (progress of the research done in [18]). 

4. Combined analysis and correlation of seasonal variability of SST characteristics with a wind stress 
variability and total heat fluxes over the regions off North-West Africa. 

5. Special analysis of seasonal variability of SST distribution for the Cape Blanc and the Cape Ghir regions 
of North-West Africa for use in the numerical 3D GHER Model. 

6. Search for the signatures of the Cape Ghir upwelling filaments in the SST Data Bank (1982-1992). 
Mean SST fields for all seasons of 1982-1992 time period revealed characteristic tongue of relatively cold 

water to the south associated with the Canary Current (Fig. 1). The Capes Blanc (21%) and Ghir (31“N) 
regions, as like as south-western area off the Gibraltar Strait were found to be distinct by SST regime from 
adjacent areas (Fig. 1). It is well known that the Cape Blanc region is the most intense and persistent upwelling 
area of NW Africa throughout the year [l&19]. 3D GHER numerical model is being implemented now to this 
region to study seasonal and short-period variability of thermohaline characteristics, currents and of upwelling 
frontal zone structure and intensity [20,21]. Another cold region (~21°C) located in front of the Cape Ghir 
(31%) is distinguished by a persistent generation of the upwelling filaments in summer [7,10,12] that results 
into a clear “cold” climatologically significant signal (Fig.lb). South-western area off the Gibraltar Strait is 
characterized by a “warm” climatological signal (>22”C) conditioned by high heat fluxes, low wind stress, 
absence of upwelling, and weak circulation leading to the stagnation zone (Fig. lb). 

SST variance for all seasons of 1982-1992 time period revealed a dominant maximum between 10 and 20”N 
(Fig.2) related with a variability of a coastal upwelling and the Cape Verde Frontal Zone position and intensity 
[22]. SST variance in winter has values <1.6”C which are basically located southward of 30% (Fig.2a) and are 
associated with interannual and intraseasonal SST variability. Northward of 30”N SST variance is less than 
1°C. In summer SST variance maximum of 2.2”C shifted northward to the region between 15 and 20% which 
is probably related to the seasonal variability of an upwelling and the Cape Verde Frontal Zone position 
(Fig.2b). Besides that northward of 25”N SST variance now is quite notable (1.2-1.6”C). 

Fig.3 shows mean distribution of SST gradients in winter and summer. In winter (Fig.3a) there are two 
distinct zones with gradients higher than O.Ol”C/km: the first one is located northward of 35”N and is related to 
the Azores Frontal Zone, the second one is located southward of 25”N and is related to the Cape Verde Frontal 
Zone and the upwelling front along the coast of Africa. It is well known that maximum of the Canary 
upwelling intensity is located southward of 25”N in winter and then moves northward and reaches the coast of 
Portugal in summer, beeing strong throughout the year between 20 and 25”N [ 1,2,23]. This scheme of seasonal 
movements of the upwelling intensity is in a good correlation with SST gradient distribution in summer 
(Fig.3b). Some patches of high gradients are still seen in the north-western corner of the area. but they are not 
so coherent like in winter. 

We analysed seasonal cycles of the mean SST for the whole region of investigation to determine 
climatological trends in 1982-1992 (Fig.4,5). Seasonal and interannual variability of a mean SST calculated for 
a whole region of investigation is demonstrated in Fig.4. The diagram shows very warm winters in 1987 and 
1988 and unusually long and warm summer in 1989. Fig.Sa demonstrates year to year variability of a mean 
SST seasonal cycles. It clearly revealed a warming of a whole area by about 1°C since 1982 till 1987 with 
subsequent slow cooling till 1993 (Fig.Sa). Superposition of all eleven seasonal cycles gives a supplementary 
information on the ranges of SST variability in every season as well as on the begining, duration and finishing 
of every season (Fig.Sb). 
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Fig. 1. Mean SST (“6) field for (aj 1982-1992 winters (knuary-March) and (b) 1982-1992 summers (July- 
September). ‘. 
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Fig.2. SST variance $%y%r (a) 1982-1992 winters (January-March) and (b) 1982-1992 
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1982-1992 WINTER SST GRADIENT ( C/KM] 1982-1992 SUMMER SST GRADIENT [ C/KM) , 
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Fig.3. Mean SST gradient (“C/km) for (a) 1982-1992 winters (January-March) and (b) 1982-1992 summers 
(July-September). 

SEASONAL VARIABILITY OF MEAN SST (5-45N, 5-25W) 
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Fig.4. Diagram of seasonal and interannual (1982-1992) v&k#!lity of mean SST (“C) for a whole region 
SW%, 5-25”W. 
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Fig.5. Seasonal cycles of mean SST (“C) for a whole region 5-45”N, 5-25”W in 1982-1992: (a) interannual 
variability, (b) seasonal variability. 
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Abstract. The formation mechanisms of the runoff fronts are investigated under the conditions of a predominant 
contribution of sea water salinity to the density field formation. Based on CTD-measurements, it is demonstrated 
that under the conditions of the Arctic Seas the fronts have a two-layer structure. The upper part to the depth of 

freshened water spreading (7-10 m) is baroclinic whereas the lower part up to the 30 m depth is sharply 
thermoclinic resulting from frontal convergence of surface warm water under the seasonal pycnocline. During the 
autumn-winter period the vertical heat exchange with the water layer below the seasonal pycnocline in the zones 

of summer location of the runoff fronts influences the formation of ice conditions. 

1. Introduction 

The freshwater discharge and its spreading in the Arctic shelf seas have a decisive effect on the formation of 
the ice and hydrological regime. The Ob’ and Yenisey Rivers (Kara Sea) are second in the world by their mean 
annual runoff volume - 1428 km3/year, and the Lena river (Laptev Sea) with the 650 - 700 km’/year volume is at 
the fifth place. 70-80% of the total runoff falls on two summer months. Such a powerful factor results in the 
formation of the runoff hydrological fronts in the spring-summer restricting the freshened water lens. The paper is 
devoted to investigating the hydrophysical structure of the runoff fronts, their formation mechanisms and the 
influence on ice formation during the autumn-winter period. 

2. Materials and Methods 

The analysis and calculations were based on CTD-soundings during the Russian-German expeditions to the 
Laptev Sea (TRANSDRIFT expeditions) in 1993, 1994 (summer investigation), 1395 (autumn), 1996 (winter- 
spring) and the Russian-Norwegian expeditions to the Kara Sea in 1993, 1994 and 1995 (summer). CTD- 
soundings were conducted using a sounding set OTS-PROBE Serie 3 (Meerestechnic Electronic GmBH, 
Germany). 

For estimating the rate of ice formation in the winter season daily averaged data of standard meteorological 
air temperature observations at the hydrometeorological polar stations were used. The land fast ice edge position 
was taken from the AARI composite IO-day ice charts that mainly based on NOAA and METEOR satellite 
imagery. The water layer heat content was calculated using actual CTD-data. 

3. Observation Results 

An analysis of 419 oceanographic stations occupied in the Kara Sea and 362 stations in the Laptev Sea has 
allowed the following general summary. 

- In the zone of river water spreading, multilayer density (salinity) stratification is as a rule observed. The 
upper freshened water layer that was formed under the influence of the spreading river runoff and melting ice is 
separated by the seasonal pycnocline from the water layer emerging from river/sea water interaction. The lower 
boundary of this layer is the main pycnocline, which separates water influenced by the seasonal processes from 
sea water proper (Figure 1A). The seasonal pycnocline deepens with increasin, m distance from the river water 
source (between 5 to 10-l 1 m); 

- Under the surface runoff lens of freshened water an intermediate water layer is formed that is distinguished 
from water at the corresponding depths in the adjoining regions by its quasi-isothermal characteristics at 
relatively high water temperatures. In the summer, they differ practically little from the surface temperature in the 
freshened water lens so that the upper sea layer up to the main pycnocline is actually quasi-isothermal by vertical 
(Figure 1A) [2]. In the autumn, the water temperature of the river water lens rapidly decreases with developing 
thermal convection phase and wave-wind mixing tending to the freezing temperature. Under the seasonal 
pycnocline restricting the river water lens from below there is a thick well heated water layer (Figure 1B) 
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extending to the main pycnocline with temperatures reaching 4’C [4], which is significantly higher than in the 
regions beyond the outflow zone at the same depths; 

A 
temperature 

salinity 
I 

I Sluzrmer 

B 
temperature 

salinity 

I 
I autumz2 

Figure 1. Typical evolution of thermohaline characteristics in the Arctic shelf seas in the zones of river runoff 
spreading from summer (A) to autumn (B). 

- The intermediate water layer is characterized by the increased concentrations of dissolved oxygen, 
chlorophyll “a” fluorescence, the maximum light transmission coefficient values as compared with the upper and 
lower water layers and the dissolved silicon minimums [2, 61; 

- The depth of the runoff front penetration corresponds to that of river water penetration. Up to the runoff lens 
spreading depth at the runoff front the isopycnals, isotherms and isohalines are parallel to each other, vertical and 
intersected by equal pressure surfaces [2] (a baroclinic front). In the lower quasi-isothermal water layer, 
especially at the periphery of the outflow zone directly under the baroclinic front at the depths between the 
seasonal and the main pycnocline a front is formed where the isopycnals and isohalines are practically parallel to 
equal pressure surfaces. They intersect at an angle of up to 90” with the isotherms [2] (thermoclinic front). The 
terms “baroclinicity” and “thennoclinicity” are used here in the sense of intersection of isopycnic surfaces with 
equal pressure and temperature surfaces [7, 81. Thus, the runoff fronts are two-layer: from the surface to the 
depth of river water penetration they are baroclinic and in the lower layer extending up to the main pycnocline 
they are thermoclinic (Figure 4). 

Two interconnected problems follow from these statements, which require special study: 
1. How could a intermediate warm water layer with anomalous hydrophysical characteristics form at such 

strong density stratification of the surface layer in the zone of river water spreading? 
2. How do the runoff fronts spread to the depths 4-5 times exceeding the depth of freshwater penetration and 

what are the mechanisms forming the two-layer runoff fronts? 

4. Discussion 

The upper part of the front is formed due to the outflow of freshwater of river origin and spreads up to the 
depth of river water penetration (seasonal pycnocline) being sharply baroclinic at it [l]. The formation 
mechanisms of baroclinic fronts at the periphery of the runoff lens are suffkiently well described. However, the 
mechanisms of transformation of the runoff baroclinic fronts to sharply thermoclinic at the runoff lens periphery 
in the intermediate layer deeper than 7 m were not investigated up to now and require special explanation. The 
important role of thermoclinicity and thermoclinic fronts in the formation of isopycnic heat transfers by intrusions 
and intrusion stratification of fronts in the oceans was repeatedly pointed out [ 14, 151. This becomes especially 
important under the Arctic Ocean conditions where the density field is entirely governed by the salinity 
distribution. However, up to 1994 any information about the existence of the thermoclinic fronts in the Arctic 
Seas was absent. 

Theoretical publications on numerical modeling of the front genesis processes for the cases where the 
temperature acts as a scalar admixture [9, lo] indicate a possible deepening of the thermocline under the 
influence of intense surface front genesis and frontal convergence. This process can be most efficient when there 
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is an initial inclination of isotherms to isopycnals. In this case a semi-geostrophic front genesis will result in 
further deformation of the temperature field towards the increase of the inclination angle of isotherms to 
isopycnals [9]. The existence of convergence at the stationary runoff fronts was repeatedly pointed, including [ 1, 
111. Frontal convergence was also considered as one of the mechanisms leading to deepening of the main 
thermocline and pycnocline in the region of water outflow from the Ob and Yenisey Rivers in the Kara Sea [ 121. 
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Figure 2. A scheme of formation of the runoff front 
under conditions of the Arctic Seas; 

isopycns and isohalines, 
--------------- - isotherms. 

Now let us analyze the real oceanographic situation 
under the conditions of the Arctic Seas where the 
density field is practically entirely governed by the 
salinity distribution and the temperature with the 
development of geostrophic motions can be considered 
as a scalar admixture. In the wintertime, the river runoff 
is significantly weaker. However even under the 
influence of the weakened river runoff the salinity field 
in the subsurface water layers in the near-mouth regions 
will be deformed. At the same time, the temperature 
field will remain constant and close to the freezing 
temperature in the subsurface water layer (Figure 2A). 
Thus during the period preceding the spring-summer 
intense river water inflow the isotherms at the 
peripheries of the near-mouth regions will be inclined 
relative to the isohalines. The angle between them is 
+c(. Under the conditions of the dominating salinity 
contribution to the density field formation the 
geostrophic current will contribute to the redistribution 
of the temperature field as a scalar admixture. Hence 
+a-+0°, which in the presence of temperature 
stratification will contribute to a deeper location of the 
thermocline. Obviously, under the winter conditions 
this process if it takes place, hardly has any significant 
influence on the redistribution of thermohaline 
characteristics. 

During the spring development of the river runoff 
and correspondingly the frontal convergence processes, 
the geostrophic circulation deforming the temperature 
field as a scalar admixture field will lead to its 
redistribution. As a result, the seasonal thermocline will 
be deeper relative to the seasonal pycnocline. The 
radiation heating will further develop this process. 
However in all cases the depth of the seasonal 
thermocline will not be able to exceed the depth of the 
main pycnocline (Figure 2B). Then the ice melting 
processes forming the seasonal pycnocline beyond the 
river runoff spreading zone will lead to the angle 
between the isotherms and isohalines +CL + -CL The 
near-frontal isopycnic convergence in this event will 
result in the occurrence of a thermoclinic front beneath 
the baroclinic front of river origin where the horizontal 
isohalines and isopycnals will intersect with the vertical 
isotherms (Figure 2C). 

The aforementioned phenomenological model of 
the formation of a two-layer by vertical runoff front can 
be realized in the event the spring flood and river water 
outflow to the sea will precede the intense development 
of ice melting. Another formation mechanism is 
connected with the isopycnic convergence of surface 
water heated by solar radiation, beneath the river water 
lens with lighter fresh river water flowing into saline sea 
water. Probably, the former of the suggested 
mechanisms will be realized at a small distance from the 
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mouth areas. It will be most efficient in the years when the onshore type of river water spreading is more 
manifested whereas the main processes of front genesis occur at a relatively small distance from the mouth 
regions (for example, the 1994 summer in the Laptev Sea). The latter of the suggested mechanisms will be 
predominant at significant spreading of river water northward of the river mouths provided ice clearance in these 
regions occurred sufficiently early and water had enough time to warm under the effect of solar radiation (for 
example, the 1995 summer in the Laptev Sea). Obviously, the polynya located here in the spring-winter will 
contribute to heat accumulation and warmer water will be “entrained” under the river water lens. 

Thus, one of the main causes of the formation of two-layer runoff fronts in the Arctic Seas is the physical 
properties of sea water, and namely that at low temperature the density field is entirely determined by the salinity 
distribution. Now with understanding that the frontal convergence is one of the leading processes governing the 
hydrophysical structure of the sub-surface layer we can consider differently the distribution of hydrophysical 
characteristics in the outflow zone. The effect of convergent processes in the region of the runoff fronts and 
under the river water lens lead to a significant redistribution of oceanographic characteristics. In the intermediate 
layer, the dissolved silicon minimums are observed (less than 300 mg/l at the surface and near-bottom 
concentrations of 700 and 1000 mg/l, respectively). Their spatial location coincides with the oxygen maximums, 
elevated chlorophyll “a” fluorescence, which reach here the values typical of sea surface, as well as the 
maximums of light transmission coefficients. Obviously, water with such characteristics has surface origin. It is 
formed beyond the river water outflow zone. Then as a result of frontal convergence in the spring-summer, it 
sinks to the lower water layers forming a sufficiently thick intermediate water layer with anomalous 
hydrochemical and hydrooptical characteristics. 

-2 temperature 
0 

$C) 4 -2 temperature 
0 

$C) 
4 

I I I I I I I I I I1 1‘ 81 11 11 n n . . . I I 

5 10 salinity 15 5 10 
salinity 

20 15 20 1 a I t 3 I I I I I II I I * I I I 8, 1 

0 

10 

3 

5 
20 

8 
a 

30 

40 

5 
densitylO(kg/d) 15 

A 

0 

10 

z 

5 
20 

i3 
a 

30 

40 

densit 
5 ~o(kd~) 15 

Figure 3. The intrusion stratification of the intermediate water layer beneath the zone of freshening before (A) 
and after (B) the onset of ice formation in autumn 1995 in theLaptev Sea. 

The consequence of the existence of two-layer baroclinic-thermoclinic runoff fronts in the Arctic Seas and 
one more proof of their existence in the Arctic Seas appear to be numerous isopycnic intrusions of warm and cold 
water. They were repeatedly observed in the course of expedition studies in 1993-1995 in the Laptev and Kara 
Seas in the intermediate layer near the runoff fronts (Figure 3) [2, 3, 4, 131. Observations revealed that their 
thickness in the Arctic Seas could reach 10 m and the temperature gradients at the boundaries of the interlayers - 
2-2.5Wm [ 131. The intrusion stratification and the formation of numerous temperature inversions is possible and 
most efficient under the conditions of thermoclinicity [S]. In the absence of horizontal density and salinity 
stratification but in the presence of strong horizontal temperature stratification, any horizontal impulse will lead 
to the formation of isopycnic intrusion (Figure 4). Hence, due to the absence of horizontal density stratification 
the secondary thermoclinic front will be unstable in terms of hydrodynamics practically to any perturbations in 
the horizontal plane. Its instability will result in the formation of both warm intrusions, which are observed 
outside the river water outflow zone (Figure 3A) and cold intrusions, which are located directly under the water 
of river origin (Figure 3B). 

The mechanism of intrusion stratification of the secondary runoff thermociinic front is obviously quite 
efficient due to the isopycnic character of the process. As a result of the isopycnic advection processes the 
intrusions are transferred by an average flow over considerable distance without any significant change in the 
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characteristics thus transforming the vertical distribution of oceanographic characteristics even being rather far 
from the front. However, as noted by Woods [S], at a certain distance from the front beyond the frontal zone 
boundaries the development of double difmsion convection at the upper periphery of intrusions will prevent the 
efficient advective heat transfer. contained in intrusions. but will instead contribute to the convective heat 
exchange. 

barocline 
front 

An analysis of 1995 autumn 
experimental observations 
confirmed that the intrusion 
stratification of the secondary 
thermoclinic front also 
continues at the onset of ice 
formation processes (Figure 
3B). The latter is extremely 
important for estimating the 
convective heat flux from the 
warm interlayer to the surface in 
the course of ice formation 
processes. 

temmerature temperature 

Figure 4. A scheme of formation of temperature isopycnic intrusions at the 
runoff front; -~- --~~~ - isopycns and isohalines, - - - - - - 
isotherms. 

1 

Another consequence of the 
development of convergent 
circulation is an anomalous 
deepening of the upper well- 
heated quasi-isothermal layer. 
With developing autumn 
processes, including radiation 
cooling, wave-wind mixing, etc., 
the upper water layer rapidly 
cools. However, a significant in 
thickness well-heated water 
layer remains “buried” at depths 
between lo-12 to 25-27 m 
(Figure 3). As a result, in the 
zones of river water runoff lens 
quite a thick anomalous warm 
water interlayer is formed in the 

summer-autumn whose formation is 
connected with the convergence development at the runoff fronts. The stability of its existence is governed by the 
coincidence of the upper boundary of the warm layer with the seasonal pycnocline location (Figure 1B). 

Calculations revealed that the intermediate water layer heat content in the zone of transformed river water 
spreading exceeds 20.1 O4 KJ/m2 reaching 60.1 O4 KJ/m2 at the front location. The heat content of the intermediate 
layer beyond the zone of freshening is not as a rule greater than 5-10. 104KJ/m2, which is consistent with the 
seasonal heating estimates connected with shortwave solar radiation penetration to the seasonal pycnocline layer 
[ 181. The existence of the warm intermediate layer influences the autumn ice formation process, which occurs 2-3 
days later in the near-frontal zones [ 161. Remote-sensing ice data analysis has shown that land fast ice formation 
and distribution occurs in accordance with the intermediate water layer heat storage. Calculations for all the 
possible heat exchange mechanisms indicated that heat advection in the conditions of intrusion stratification of 
the secondary thermoclinic front in combination with the double-diffusion processes at the peripheries of the 
freshened zone are responsible for the heat transfer to the bottom ice surface during winter time. The amount of 
heat transferred to the surface by these processes is great enough to reduce more than twice the initial ice 
thickness on the periphery of the river water lens. It will cause land fast ice edge formation in accordance with 
the configuration of the zone of river water distribution [ 171. Thus a complex of processes “frontal convergence 
at the periphery of the freshened water lens in the summer” + “warm intermediate layer formation” + “heat 
transfer from the intermediate layer to the surface during winter” can influence the land fast ice edge and flaw 
polynya position as well as ice production in this region. 

5. Conclusions 

1. In the Kara and Laptev Seas the runoff thermoclinic fronts were revealed resulting from the development of 
frontal convergence. They form in the intermediate subsurface layer directly under the surface baroclinic runoff 
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front. One of the main causes leading to their formation is that at low temperatures of sea water the density field 
is entirely governed by the salinity distribution. 

2. The baroclinic-thermoclinic two-layer runoff fronts play an important role in the summer-autumn period in 
the formation of the mesoscale spatial thermohaline structure of the subsurface layer. In the summer, as a result 
of convergent processes the subsurface water layer under the river water outflow zone has anomalous 
hydrophysical characteristics and primarily the increased heat content. This determines its influence on the 
evolution of ice-hydrological conditions in this region during the autumn-winter period of the year. 

3. Instability of the thermoclinic runoff front leads to numerous subsurface high-gradient interlayers 
(intrusions) forming in the adjoining water column. The intrusion stratification of the thermoclinic runoff front 
leads to effective heat and passive admixture advection from beneath the river water outflow zone. This process 
is decisive in heat transfer to the surface from the intermediate warm layer in the autumn-winter period. 
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Abstract. Small cyclonic spiral eddies with a scale of 10 km, are very frequently 
observed at the ocean surface, both from satellites and space shuttles. We are inves- 
tigating whether their generation may be due to frontal instabilities, i.e. short scale 
cyclogenesis. The comparison of our numerical experiment to observations and linear 
stability analysis of two-layer frontal models, are promising. Spiraling short wave 
instabilities are clearly seen. The spiral eddies observed at the Almeria-Oran density 
front, among others, may possibly be explained by this model. 

1. Introduction 

At low wind speeds, a rich variety of surface structures are observed by remote sensing, particularly 
the so-called spiral eddies, with small scale, O(lOkm), spiraling structure. Up to the eighties, they 
were considered to be rare dynamic features in the ocean. Photographs of the world’s oceans from space 
shuttles [l], and images of Norwegian coastal waters from radar satellites [2], have shown that such eddies 
are indeed common. In the former survey they are found to be always cyclonic, with a diameter of 12 to 
15 km, while in the latter, 85% of the eddies were cyclones and 15% anti-cyclones. The average diameter 
of the anti-cyclonic eddies was more than three times that of the cyclones, which was estimated to be 
approximately 7 km. We therefore define spiral eddies to be of order 10 km, and from the observational 
material they are assumed to be cyclones. They are observed in many oceans in both hemispheres, but 
not in the vicinity of the Equator. This has lead us to the conclusion that the phenomenon is influenced 
by the rotation of the earth. It seems from the two surveys mentioned above that the dimensions of 
the cyclones decrease with increasing latitude. Although speculative, this is consistent with the Coriolis 
effect. The measures of length scales from the observations are approximate. The variation in diameter 
of the eddies may just as well be caused by different density stratifications at the different locations. It 
is also possible that their size changes during their evolution. Although not discussed herein, there are 
indications of the latter in our simulations [3]. 

The horizontal dimension of the spiral eddies is in the very low range of the internal radius of de- 
formation in the ocean. If the background rotation is to play a part, stratification must be present and 
the dynamics restricted to an upper shallow layer of the ocean. Both moderate and large Rossby num- 
bers, Ro, are estimated from the observations [4]. It has been proposed that the spiral eddies are the 
consequence of large (greater than unity) Ro dynamics [5]. As far as we understand, this work does not 
a.ccount for the generation of the eddies, but explains why there would be a preference for cyclonic eddies 
from an initial field of vortices of both orientations. In this regime, anti-cyclones are unstable from a 
mechanism akin to the so-called “centrifugal instability” [6]. The structures displayed in our simulations 
are of moderate Rossby number. 
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Figure 1: Photograph of spiral eddy street in the Mediterranean Sea off the coast of the Egyptian/Libyan border, 
from [4]. 

A beautiful eddy street is shown in Figure 1. The pattern is made visible by the sun’s reflection from 
the surface of the sea, the sun glitter. The specular point is close to the center of the image. The relatively 
bright lines are thought to represent areas where the local roughness of the sea surface is smoother than 
the surrounding water [l]. The presence of surfactants are known to cause such slicks. It should be noted 
that the observed eddy patterns in general are more random than the one shown here. 

Apart from understanding the phenomena as such, there are several other important reasons to study 
such submesoscale dynamics. They are often essential to the understanding of the larger system, but 
the dynamics of this scale are missing due to the coarse resolution of most numerical ocean models. The 
parameterization of sub-grid scale physical effects in numerical models is essential for their performance. 
The observations are, however, all snapshots. To our knowledge, there is no temporal data available for 
these features. Knowledge of how spiral eddies are generated, may improve the interpretation of satellite 
data. It has also been suggested [7], that cyclonic eddies are important in the development of frontal 
phytoplankton blooms. 

2. Frontal instability as a generation mechanism 

In geostrophic balance, the shear over a front separating water masses of different densities and 
velocities is cyclonic because of the thermal wind relation. Thus, there is a reservoir of cyclonic relative 
vorticity associated with the front that is essential for the deformation of the front when exposed to an 
unstable perturbation. This is one of the basic insights that led to the formulation of the celebrated 
cyclone model of the Bergen School [8] . m meteorology. Also associated with frontal areas, is the presence 
of relatively strong horizontal convergence. At the oc;an surface. this can lead to the accumulation of 
slicks. 

The generation of spiral eddies through cyclogenesis at ocean fronts, could be the common denominator 
of the observations of [I] and [2]. The former author argue that the streaks trace out velocity shear and the 
latter authors claim that the eddies seem to be “situated exactly at the border between, in all probability, 
two different masses” in several of the images. A special case is found in the the Alboran Sea, between 
Spain and Algeria. At the same location where spiral eddies were observed from the space shuttle, in 
situ measurements later confirmed there to be an intense density front, the Almeria-Oran front [9]. This 
has led us to our working hypothesis that spiral eddies are surface signatures of small scale ocean frontal 
instabilities in regions of strong horizontal convergence. 

A stationary geostrophic surface front in a two-layered fluid has been found to be linearly unstable to 
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short wavelength perturbations in the direction of the front when the pycnocline separating the two fluids 
of constant densities initially is assumed to be of constant slope [lo, 111, parabolic [12], or exponential [13]. 
In these models, the fluid motion in each layer is governed by the non-viscous shallow water equations 
in an f-plane, and no external forcing is present. Under the amplification of a disturbance, energy is 
extracted from the available potential energy of the density distribution and the kinetic energy of the 
mean flow. 

The initial assumption of a parabolic or an exponential profile can be related to simple physical 
arguments concerning the conservation of potential vorticity (PV). The former will be the result when the 
lighter fluid has been compressed to the surface from a large (infinite) thickness. Geostrophic adjustment 
of an originally motionless upper layer of uniform depth will produce the latter. In both these cases, the 
PV of the upper layer is uniform and there is relative vorticity present within the layer. 

There does not seem to be any such basic argument available for choosing the initial pycnocline to 
have a constant slope, where the flow in each layer is uniform, but not the PV. Still, this will be the 
case of the numerical experiments described and discussed in the following. We have chosen to focus on 
the shear across the front. The streaks tracing out the spiral eddies are thought to be associated with 
a cyclonic shear of O(10-3s-‘) [l]. Th is is an order of magnitude larger than any relative vorticity that 
may be present within the layers, regardless of the initial profile. We suggest that this model is a near 
front approximation to the two conditions mentioned aboved. 

3. The numerical experiment 

The numerical experiment was performed with a three dimensional, primitive equation, u-coordinate 
ocean model [14], the computational domain being a periodic channel in the x-direction, with a free 
surface and a flat bottom. In order to simulate the upper ocean layer, the boundary at the bottom was 
set to be stress-free. The initial geostrophic state (Figure 2) consists of two fluids of different uniform 
densities, separated by a pycnocline of constant slope (in the y-direction), intersecting both the bottom 
and the surface. The surface elevation and the steepness of the pycnocline is such that the upper (lighter) 
layer is flowing with a constant velocity in the positive z-direction and the lower layer is at rest. The 
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Figure 2: The initial geostrophic frontal configuration, the z-axis pointing inwards. 

characteristics of the unperturbed geostrophic flow (at t = 0, see below) are given in Table , where R is 
the internal radius of deformation, U is the equilibrium geostrophic velocity of the upper layer, pc is the 
density of the heavier fluid, Ap is the density difference between the two layers, f is the Coriolis parameter 
and H is the depth of the channel. The chosen values are not intended to represent any specific location, 

R U AP f H L, L, Ax N, At 

bl [m/s1 kTm31 [k/m31 [l/s1 [ml bl [km] Pm1 ISI 
6.92 0.4 1025.0 1.0 1o-4 50.0 32.0 128.0 0.50 11 75.0 

Table 1: The physical and numerical parameters governing the flow at t = 0. 

114 

.“l. .  . . I I_  --..-“l-l 



but should be representative for a mid-latitude density front. L, and L, are the length and width of 
the channel, respectively. Decreasing the width by 25% yields no significant difference in the simulations 
for the times displayed herein, thus it is reasonable to state that the validity of the experiment is not 
restricted to coastal currents. The horizontal spatial step Ax, the number of a-layers N,, and the time 
step At, give the resolution of the numerical scheme. 

A strictly two-layered model is not possible to sustain in a three dimensional numerical model (nor 
in nature). The discontinuity that represents the front in the former model, will become continuous in 
the latter. The flows were therefore allowed to adjust to a state where further smoothing of the density 
and velocity profiles over the front was negligible, at which time (t = 0, say) they were perturbed. The 
effective horizontal diffusivities at the front in the simulations were estimated to be between 10 and 
20m2/s. Such values affect only length scales much smaller than the scale of the spiral eddies. This 
keeps the front quite narrow and lets the instability set in, unaffected by dissipation. Thus the strong 
shear associated with the eddies are present, and a comparison with two-layer linear stability theory [ll] 
is relevant. 

It has been shown [lo, 111 that for a given (two-layer) Richardson number, 

the linear stability of the geostrophic two-layer flow is determined by the perturbation Rossby number 

the prescribed (infinitesimal) perturbation with wavenumber k being in the direction of the flow. For the 
values of Table , Ri = 3.0. The most unstable perturbation is then predicted to be Rok = 0.4, amplifying 
with an e-folding time T, = 20 h, through a mixed baroclinic/barotropic instability, dominated by the 
former [ll]. This Rossby number corresponds to a wavelength equal to the chosen length of the channel, 

(b) 1 = l’_)Oh. (c) t = 156h. 

Figure 3: The onset of instability and the generation of a spiral eddy as seen in the surface relative vorticity. 
The gray scale is related to the planetary vorticity f, and y = 0 is the initial position of the surface front. 

The onset of instability in the experiment, initially perturbed with wavelengths L,, L,/2, and L,/4 
at t = 0, is shown for the surface relative vorticity in Figure 3. It is clearly seen that the dominant mode 
corresponds to the wavelength predicted above: in the early stages, Fig. 3(a), all wavelengths are clearly 
present, at the intermediate stage, Fig. 3(b), the wavelength L, dominates and will soon be breaking. A 
control run with a channel of double length was made, and the most unstable perturbation was confirmed 
to be Rok = 0.4. In the last snapshot, Fig. 3(c), where nonlinear effects are clearly present, the front 
curls into a cyclonic spiral with a central patch of vorticity several times f. 
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(a) The eddy kinetic energy. (b) Energy conversion terms. 

Figure 4: Energetics of the instability: (a) the EKE (ln scale) and (b) the conversion rate of energy into EKE 
from EPE, C(EPE, EKE), and from MKE, C(MKE, EKE), (linear scale). 

The energetics of the instability, given by the eddy kinetic energy (EKE) and the rates of conversion 
of mean kinetic energy (MKE) and eddy potential energy (EPE) into EKE [15], are shown in Figure 4. 
From about t = 48 h to 144 h, the EKE shows an exponential growth (Fig. 4(a)), with an e-folding time 
of about 10 hours (corresponding to T, x 20 h for the amplifying wave). In the same period, we see 
that EKE is extracted mainly from EPE, but there is also a contribution from MKE, Fig. 4(b). The 
former conversion constitutes a baroclinic instability, and the latter a barotropic instability. Thus the 
wavelength, growth rate, and energetics of the fastest growing wave are in good agreement with the linear 
theory [ll]. 

0 10 20 30 40 50 60 
x &ml 

Figure 5: The spiral eddies displayed in the passive surface floats and the surface velocity field at t = 168 h. The 
periodic domain is shown twice. 

In Figure 3, the onset of the instability and the birth of the spiral eddies are displayed in terms of the 
relative vorticity at the surface. Relative vorticity is not a conserved quantity, but the same evolution 
was observed in the surface density distribution. In order to look at the details of the surface patterns 
generated from the instability, surface floats were distributed uniformly in the motionless part of the 
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surface (y > 0, p = PO) at t = 0. A snapshot of the pattern generated by these passive tracers is shown 
in Figure 5. There is a strong horizontal convergence at the front O(10-4s-1), accumulating floats that 
trace out the front, including spiral eddies at the scale of 10 km. At the time displayed, the concentration 
is about 75 times the initial at the main front and up to 50 at the spiral eddies. This convergence implies 
significant vertical downdrafts that are essential for the transformation from the (quasi-)linear regime 
displayed in Figure 3(b), to the fully developed cyclone in Figure 3(c) [3]. 

At later stages, t - 18 days, secondary instabilities set in and generate a more random eddy pattern 
[3]. This could account for the observations of less organized structures than displayed in Figure 1. 

4. Conclusions 

Spiral eddies are clearly observed in the experiment. From the given initial frontal configuration, 
their generation may be explained by a short scale, predominantly baroclinic, frontal instability. In the 
presence of surface floats, the front and the spiral eddies are associated with streaks that would make 
them detectable by remote sensing. 
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Abstract: In the frame of the ACURATE project, this study is devoted to the investigation of the hydrophysical 
structure, circulation and dynamics of the Northwest African coastal upwelling region between 19”N to 26”N 
using the GHER 3D model. In this study, the model is applied to a typical summer situation forced by 
climatological winds. The GHBR Variational Inverse Model has been implemented in order to have better 
initial conditions for temperature and salinity fields. Preliminary runs show that major dynamical features of 
this area are reproduced by the model with the right order of magnitude, and are thus encouraging for long 
range simulations with appropriate atmospheric forcing. 

Introduction: 

The major important classic coastal upwelling zones are located along eastern oceanic boundaries where 
during the warmer seasons of the year, the large-scale weather patterns produce strong northerly and 
northwesterly longshore wind inducing Ekman transport of surface ocean layers offshore. The cooler, nutrient- 
enriched oceanic waters which are upwelled onto the surface layers of the slope and the continental shelf 
balances the resulting loss of surface water and bring essential nutriments to the surface that promote high local 
primary production. Rich phytoplankton growth supports an abundant trophic web, including valuable fishery 
resources. Upwelling in all these regions tends to be highly seasonal in temperate latitudes, where it peaks in 
spring and summer, but tends to be toward year round in the more tropical zones (Bakun, 1989). Compared to 
other oceanic ecosystems, where the productivity may be limited to a single major event per year, the primary 
production in the coastal upwelling zones are significantly greater on period and rate. 

The northwest African coast is one ‘of these upwelling regions. In this region the most important upwelling 
phenomena occur in the area between 19”N and 26”N (Cape Blanc in the south and Cape Bojador in the north). 
This region is characterized by complex upwelling structures, because in the north of 24”N (Dakhla) and south 
of 2 1 “N (Cape Blanc) the upwelling is characterized by a seasonal variability, and the area between Dakhla and 
Cape Blanc represents a region conflict between these two upwelling regimes and the upwelling occurs 
throughout the year. The dynamical features of upwelling in the Northwest African area have been notably 
described by Mittelstaedt (199 1). Under favorable wind conditions the main characteristics are an equatorward 
coastal jet at the surface, quasi-barotropic fluctuations in the longshore flow, and compensatory surface and 
subsurface poleward countercurrents. 

The source waters for the upwelling are either North Atlantic Central Water (NACW) or the less saline, 
warmer South Atlantic Central Water (SACW) (Tomczak and Godfrey, 1994). In the vicinity of Cape Blanc a 
complex mesoscale regime persists since the area is a frontal zone between NACW and the more nutrient-rich, 
lower-density SACW, causing the circulation to be influenced by thermohaline mixing process (Barton, 1987). 
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t Domain investigate in this study 

prevailing surface current.0 

intermittent changes of wind direction and week wind rpoedr 

Figure I: Idealized surface circulation during summer along the NW African coast according to Mittelsteadt 
(1991). 

The upwelled waters near Cape Blanc will thus vary in nutrient concentration depending on their origin, 
although the poleward transport of SACW by the undercurrent on the slope will tend to detach from the 
meridional nutrient gradient. Figure I shows the large-scale near-surface circulation of northwest Africa as 
described by Mittelsteadt (1991). Between 25”N and 21’N the Canary Current detaches from the continental 
slope and flows southwest, entraining shelf water from the north and south offshore. South of Cape Blanc there 
is a persistent mesoscale cyclonic gyre between 15”N and 21”N whose position varies with the season, being 
furthest north in winter and autumn. The location of the gyre can be an important factor in enhancing zonal 
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offshore advection. As a result of the offshore advection of shelf water, which is usually rich in phytoplankton, 
an extensive pigment plume is formed which was first described from analysis of CZCS data by Van Camp et 
al. (1991). 

The long-term objectives of ACURATE (African Coastal Upwelling Research, Analysis and Thematic 
Experiments) are the investigation and the description of physical processes responsible for the mesoscale 
variability of hydrophysical structure in the coastal upwelling zone, using the mathematical/numerical 
modelling tools based on the VIM and 3D GHER Models. Previous studies (Elmoussaoui et al., 1996; 
Elmoussaoui and Djenidi, 1998) have highlighted some physical processes and bottom topography effects on 
the permanent upwelling mechanism in the transition zone located between Cape Blanc (21”N) and Dakhla 
(24’N). In the present paper, we look at the summer general circulation and spatial variability of the upwelling 
and the Canary Current in the area located between Cape Bojador and Ras Timirist (Fig. I). Geographically this 
area has been chosen in order to study two major different seasonal upwellings of Northwest Africa (north of 
24’N and south of 2 1 “N) and their impact on the permanent upwelling on the transition zone. 

Application of the GHER Model: 

The GHER model is a fully three dimensional (multi-level) primitive equation model, free surface, time 
dependent, non linear, baroclinic, and with elaborated one or two equation turbulence closure schemes (Nihoul 
and Djenidi, 1987). The state variables are the three components of the velocity vector, the buoyancy (or the 
temperature and the salinity), the pressure (or the surface elevation), the turbulent kinetic energy, and the 
energy dissipation rate (or mixing length). Other features of the model: (i) a double 0 coordinate 
transformation in the vertical, (ii) a mode splitting technique based on a separate treatment of barotropic and 
baroclinic components of the flow (Beckers, 1991). The free surface and the turbulence closure scheme allow to 
impose in a simple way the air-sea boundary conditions, namely the continuity of the momentum and heat 
fluxes at interface. The vertical turbulent viscosity and turbulent diffusion are computed by using the turbulent 
kinetic energy k and taking into account the stratification effect through the flux Richardson number. 

In the preliminary runs, the model is applied to a typical summer circulation. The model is then operated 
under the following conditions: (i) horizontal grid of 10x10 km within a 690x850 km domain ; (ii) 18 non- 
uniform meshes on the vertical with higher resolution near the surface ; (iii) maximum depth of the upper layer 
200m (sigma coordinates); (iv) real bathymetry and coastline of the region under interest ; (v) barotropic time 
step of 30s for the vertically integrated equations, baroclinic time step of 450s for 3D model. (vi) a total 
duration of the numerical experiment up to 12 days corresponding to the month of June. 

For the atmospheric forcing, we impose zero heat and salt fluxes and a typically climatological wind 
interpolated in space and at regular time intervals (Djenidi et al., 1998). At the open sea western boundary we 
impose zero gradient for velocity and initial values for temperature and salinity. Along the northern and 
southern boundary we impose: zero normal gradient for outflow and initial value for inflow for temperature and 
salinity; zero normal gradient for tangent velocity (3D); zero gradient on baroclinic transport and zero normal 
gradient for topography for normal velocity (3D); geostrophic equilibrium for tangent mean velocity (2D) and 
constant mean velocity with a given flux for normal mean velocity (2D). 

For the initialization of the model, about 1050 CTD profiles (covering the period 1960- 1992, corresponding 
to May, June and July ; 80% of the data concern years 1973-1983) are used in this work. These profiles 
originated from the NOCD database, the archive of oceanographic and biological data of the Atlantic Research 
Institute for Fisheries and Oceanography (AtlantNIRO, Kaliningrad, Russia) and the P.P. Shirshov Institute of 
Oceanology (Moscow and Kaliningrad, Russia). Due to the inhomogeneous distribution of historical profiles, it 
is very often needed to process the data in order to filter the noise associated to small scale processes and 
measurements errors. And in other to produce gridded data fields of temperature and salinity which are used as 
initial conditions in the numerical model, the GHER Variational Inverse Model is used (Brasseur et al., 1996). 
This model has been developed to analyse hydrographic measurements taking into account the specificities of 
the ocean system, The finite element numerical technique makes this method much more efficient. For the 
initialization of the velocity field, we used the reconstructed temperature and salinity data to determine the 
geostrophic currents. Then, and for obtaining better initial conditions, we performed a barotropic and then a 
baroclinic adjustement. 
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Results and discussion: 

The geographical limits of our regional interest in the Northwest African upwelling are focused in a zone 
which extends from Ras Timirist (19”N) to Cape Bojador (26”N). The studied area east-west extension is 
14.3”W-2O”W. From the model results, the circulation is well correlated with the wind forcing, with a time lag 
of 2 to 3 day. It consists of an offshore transport from the surface to about 50m and an onshore flow in the 
lower part of water column over the shelf and extending to a depth of about 200 to 300m depending on the 
local bottom topography variation (Elmoussaoui and Djenidi, 1998). Isotherms that slope upward toward on the 
continental slope and on the shelf (Fig. II, III) indicate the upwelling, the vertical motions up the slope 
occurring only within a strip of about 20 to 30 Km from the shelf break. The upwelled water is originated from 
depths which do not exceed 200-300 m (Fig. II, III), and the cross-shelf circulation associated with coastal 
upwelling does not extend beyond the continental slope due to the upwelling front along the slope. This front is 
characterized by a latitudinal variability related to the upwelling intensity over the slope which is more 
influenced by the persistence of the under-current and its interaction with-the slope bottom topography 
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Figure II: Temperature cross section in the northern zone (25”N). 
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Figure III: Temperature cross section in thepouthern zone (21”N). 
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(Elmoussaoui and Djenidi, 1998). Figures II and III show also that the stratification over the shelf is weak, 
according to Barton (1987), this feature corresponds to strong vertical mixing , with the mixed layer frequently 
reaching the bottom on the inner shelf. 

The surface coastal current flows equator-wards (Figure IV) with an intense current over the slope. The 
surface horizontal current velocities range from 0.15 to 0.35 m/s over the shelf and from about 0.4 to 0.65 m/s 

Horizontal velocity field 
( 5 m depth after 12 days ) 

Figure IV: Surface horizontal velocity, 

Horizontal velocity field 
(600 m depth after 12 days ) 

Figure V: Velocity field at 600m depth. 
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over the slope. The vertical velocities are up to 0.08 cm/s on the shelf and up to 0.17 cm/s along the slope. It is 
well known that a poleward flowing countercurrent is present over the slope and the whole shelf south of Cape 
Blanc (Fig. I). 

The countercurrent carries along warm and more saline surface water from the southern regions to Cape 
Blanc area. Because of the vigorous wind used as a forcing ( characterizing summer climatological wind north 
of Cape Blanc), the warm surface water cannot move any further to the north, its northern limit being located 
along the southern part of the domain (Fig. IV). Otherwise, Figure V shows the horizontal velocities at 600m 
depth and we can observe the existence and persistence of a poleward flowing undercurrent. Sinking along the 
continental slope, the poleward undercurrent width becomes narrow from the southern part to the northern one. 
The undercurrent width varies from approximately 80 km around 21”N (Cape Blanc) to 50 km around 23”N 
(Cintra Bay) and 30 km near 26”N (Cape Bojador) (Fig. IV). This narrowing of the width increases the 
undercurrent velocities. As shown in Fig. IV, from 22”N (Cape Barbas) the undercurrent width starts 
to decrease however the velocities are increasing. This increase of velocities forces the undercurrent to continue 
so far to northern regions of the Northwest African coast and reach the Iberian coast (Barton, 1987). 

In order to investigate the 3D variability of the Canary Current. three cross-sections of the latitudinal 
component of velocity are performed (negative values indicate equatorward direction). The first (Fig. VI) 
corresponds to the northern part of the domain (25”N), the second (Fig. VII) to the center one (23”N) and the 
third (Fig. VIII) to southern one (21”N). These three situations show that the lower part of the CCC (Canary 
Current Core) is located approximately about depth of 25Om. But one of the most interesting information which 
is revealed is the offshore moving of the CCC, clearly following the continental slope width. By comparing 
Figures VI and VIII, we can observe that the water mass characterized by a north-south component value of the 
velocity larger than 0.8111/s is located in the northern part around 17”N, and vertically extends between 100 to 
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Figure VI: Latitudinal velocity component; cross section in the northern zone (25”N). 
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Figure VII: Latitudinal velocity component in the center area (23”N). 
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Figure VIII: Latitudinal velocity component in the southern zone (21’N). 

150m depth. In the southern part the same water mass is located around 19”N and extends from 25Om depth to 
reach the surface inducing an intensification of the surface current (Fig. IV). This intensification is related to 
the bottom topography effect on the upwelling system along the continental slope (Elmoussaoui and Djenidi, 
1998). Figures VI, VII and VIII suggest also that, according to the continental slope morphology, the CCC is 
forced to detach from its alongshore position in the northern zone (Fig. VI) to the offshore position (Fig. VIII) 
with a southwest direction around 21’N (Fig. Iv>. This change in direction does not depend only on the 
convergence between the Canary Current and the surface countercurrent at mid-latitude (Mittelsteadt, 1991), 
but may result also from the impact of the continental slope on the Canary Current. This characteristic may be 
explained by the fact that in our case (summer situation), the northern boundary of the countercurrent is located 
at the southern limit of the domain (Fig. IV), far of more than 1OOkm from the area (21’N) where the Canary 
Current changes completely its direction to southwest. The offshore displacement of the CCC plays an 
important role for seaward transport of nutrients and plankton biomass from the coastal zone, and this transport 
may contribute significantly to the offshore production. Kostianoy and Zatsepin (1996) suggest that 



approximately half of the water mass upwelled by Ekman pumping process in the coastal zone is transported to 
the open ocean around of 21’N (Cape Blanc). 

These results show that major dynamical features of this area are reproduced by the model with the right 
order of magnitude, and are thus encouraging for long range simulations with appropriate atmospheric forcing. 
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Abstract 

The interaction of warm and salty Levantine Intermediate Water (LIW) with colder and fresher 
environmental water masses in the western Mediterranean creates favourable conditions for small-scale 
mixing processes. The present analysis is based on the CTD data obtained during two cruises on board the 
R/V “Garcia de1 Cid” (158 CTD profiles during “FE-91” in spring 1991 in the Catalan Sea, and 134 CTD 
profiles in the Alboran Sea during “FE-92” in autumn 1992). The analysis of the spatial distribution of 
small-scale processes activity, calculated using several statistical properties of the thermohaline profiles, 
allows to distinguish the areas of predominance of dia- or isopycnal regimes in the small-scale mixing 
processes. According to our results in the Catalan and the Alboran seas, the diapycnal processes are more 
intense on the upper limit of LIW than on its lower limit, and the dia- and isopycnal processes intensity 
spatial distribution coincide with mesoscale circulation features of LIW. 

Introduction 

The Levantine Intermediate Water (LIW), the saltiest Mediterranean water mass [4], which originates in 
the eastern Mediterranean, flows in the western basin at intermediate depths (-300-600 m). The mean circulation 
of LIW is anticlockwise along the continental slope in the whole western basin [ 1,5]. The LIW vein enters in the 
Catalan Sea by the north (Fig.l), flows along the Spanish continental slope and in the southern area it splits into 
two branches. One branch continues its spreading to the south-west, enters into the Alboran Sea and flows to the 
strait of Gibraltar. The second one returns to the north-east along the continental slope of the Balearic islands [2]. 
It seems that part of the former vein returns to the east along the Almeira-Oran front and incorporates into the 
Algerian current circulation system [5]. As LIW is more saline and warmer than western resident waters, it has a 
strong influence on the redistribution of the thermohaline characteristics of these waters and, on the other hand, 
the thermohaline characteristics of LIW itself change due to these interactions. 

12 c 

Fig. 1. LIW circulation scheme in the Catalan and Alboran Basin according C. Millot [5]. 

The mixing processes that modify the LIW characteristics occur at different scales in space and time. 
The finestructure inhomogeneities observed in the vertical thermohaline profiles, account for the occurrence of 
complex mixing processes [ 1 l] which can act across or along the isopycnals. 
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The different shapes of finestructure inhomogeneities in a vertical profile have a relationship with the 
type of processes that formed them. These processes are usually divided into two main classes: diapycnal and 
isopycnal. Diapycnal processes lead, as a rule, to the creation of step-like structures, whereas isopycnal advection 
leads to the formation of inversions on the thermohaline profiles [3,6,10,12]. 

In [ 121 it was proposed a method to classify the main types of oceanic finestructure and characterize 
their nature. This method allows to describe a variety of fine thermohaline structures within the framework of 
step-like and inversion-like shapes. A modification of this method ‘[7], varying the vertical scale within a chosen 
range, allows to analyse the whole ensemble of finestructure inhomogeneities in a CTD profile, and to determine 
the range of scales for the two main structure forming processes, if both shapes of finestructure inhomogeneities 
coexist in the same profile. The statistical characteristics of the finestructure peculiarities, in the selected range of 
vertical scales, make possible to evaluate the intensity of dia- or isopycnal processes and to obtain their spatial 
distribution in the investigated area. This method was used to analyse the nature of the finestructure 
inhomogeneities found in the LIW layer during two CTD cruises. 

Materials and methods 

To analyse the intensity of the small-scale processes, and how they affect the LIW thermohaline 
characteristics, several CTD profiles recorded on board the Spanish RV “Garcia de1 Cid” were used: 158 from 
“FE-91” cruise in the Catalan Sea (May-June 1991) and 134 from the “FE-92” cruise in the Alboran Sea (Sept- 
Oct. 1992) (Fig. I). All the profiles had been interpolated to 1 meter vertical resolution. 

The mean vertical gradients of temperature and salinity were used to split the small-scale mixing 
processes analysis into three characteristic layers: 
A - the layer above the LIW core, with positive mean temperature and salinity gradients; 
B - the LIW core with quasi homogeneous distributions of temperature and salinity; 
C - the layer below the LIW core, with negative mean gradients of temperature and salinity. 

To highlight the finestructure inhomogeneities, the original CTD profiles were separated into mean and 
pulsating components by cosine filtering. The different vertical scales of finestructure inhomogeneities were 
obtained by smoothing the original profiles with a variable width of cosine filter window. 

To quantify the structure-forming processes intensity, the root mean square deviations of temperature 
(T,,,) and salinity (S,,) fluctuations, obtained with different scales from the chosen range, were calculated. 
The range of scales to analyse the thermohaline inhomogeneities was selected from 2m (the minimal scale to 
smooth CTD data with 1 meter vertical resolution) to 50 m (the maximal vertical size of inhomogeneities 
according to phenomenological analysis). Thus, the CTD profiles were analysed using a filter window width (a) 
increasing from 2 to 50 m at one meter step. Then the intensity of diapycnal (Z~T, Ids) and isopycnal (lip li5) 
processes in the temperature and salinity fields, respectively, was determined using the techniques proposed in 
[71. 

Results and discussion 

In Fig. 2 are presented the spatial distributions of diapycnal (D-T) and isopycnal (I-T) processes 
intensity in the temperature field calculated for the layers A, B and C in the Catalan Sea. The intensity of 
diapycnal processes was comparatively higher in layer A. In this layer the areas of high intensity (D-T A) have a 
spotty character and are concentrated from north-east to south-west along the continental shelf border of the 
Iberian peninsula. In the southern part they tend to occupy all the basin. The comparison of these spots location 
with the mesoscale features of geostrophic circulation in the LIW spreading depth, shows that the areas of high 
diapycnal activity are situated along the main geostrophic flow of LIW and coincide with mesoscale anticyclone 
features in the southern part of the basin. The higher diapycnal intensity in layer A may be explained by the 
marked thermohaline contrast between the upper LIW layer and the layer above it. This contrast intensifies the 
processes of heat and salt exchange between two adjacent water masses. Thus we can assume that, in the 
diapycnal range scale, LIW can loose heat due to diffusive processes of mixing. The existence of anticyclonic 
mesoscale activity in the southern part of the basin can also induce vertical motions, what is reflected in the 
presence of step-like inhomogeneities. The LIW core (layer B) has a minimum thermohaline contrast with the 
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layers above and below it, as is reflected in the values of diapycnal processes intensity (D-T B). In this layer the 
highest diapycnal activity area is situated in the North of the sampled area. The contrast there between the LIW 
core and the resident waters of the Catalan sea is stronger than downstream. In the lower LIW layer (C) the 
intensity of diapycnal processes (D-T C) is characterised by intermediate values between layers A and B. This 
can be explained by lesser differences between the lower LIW layer thermohaline characteristics and deeper 
water masses. In general the positions of high diapycnal activity spots coincide with those detected in layer A and 
with the position of geostrophic circulation features in the layer of LIW spreading. 

The spatial distributions of isopycnal processes intensity have also a spotty character, and layer A is also 
characterized by higher isopycnal activity (I-T A) in comparison with layers B and C. But, unlike the diapycnal 
intensity spatial distribution, the spots of high isopycnal intensity in layer A are closer to the Balearic Islands 
shelf. The area of highest isopycnal activity is situated in the southern part of the basin where the anticyclonic 
mesoscale features were detected in the dynamical relief of LIW layer spreading. In layer B the spots of high 
isopycnal activity (I-T B) are situated along the Iberian continental slope and form an area of high isopycnal 
activity stretched from north-east to south-west. In the spatial distribution of isopycnal activity in layer C (I-T C) 
one can see a distinct distribution of the spots positions. If in the northern and central parts of the basin the high 
isopycnal intensity spots are situated near the peninsular shelf, in the southern part of the basin these spots are 
situated near the Ibiza island shelf. This isopycnal intensity spatial distribution coincides with the LIW 
circulation scheme in the Catalan Sea [2] and shows the deflection of the branch of LIW to the north-east. 

In Fig. 3 are presented the spatial distributions of diapycnal (D-T) and isopycnal (I-T) processes 
intensities in the temperature field calculated for layers A, B and C in the Alboran Sea. In this case the areas of 
high diapycnal intensity have also a spotty character, and the intensity of diapycnal processes in layer A (D-T A) 
is higher than in layers B (D-T B) and C (D-T C). The blanked areas in the dia- and isopycnal intensity spatial 
distribution maps (Fig. 3) indicate the absence of pronounced LIW in the analysed CTD profiles according to 8,s 
analysis. The blanked areas coincide with the big Alboran anticyclonic gyre positions, which displace the LIW 
outflow toward the Spanish continental slope. There are two areas of high diapycnal intensity in layer A (D-T A). 
One of them is situated in the eastern part of the basin. Inside this area the spots of high diapycnal intensity are 
situated near the Spanish continental slope and coincide with the strongest signal of LIW on the CTD profiles. 
Another is situated in western Alboran Sea. The comparison of the diapycnal intensity spatial distribution in layer 
A with the LIW circulation scheme shows that the mesoscale circulation features are reflected in the small-scale 
processes intensity fields. In the western Alboran the position of the areas of high diapycnal processes intensity in 
layer A is close to the position of the anticyclonic circulation features. The areas of high diapycnal intensity in 
this layer coincide with the areas of vertical velocity maxima [8] situated on the periphery of the big western 
anticyclonic gyre. In layer B the diapycnal intensity spatial distribution (D-T B) also has a spotty character. One 
of the high diapycnal intensity areas is situated in the eastern part of the basin close to the Spanish continental 
slope. Another one is situated close to the position of the anticyclonic circulation feature, mentioned above. In 
layer C the eastern part of the basin is also characterized by high diapycnal intensity (D-T C). There are high 
diapycnal intensity spots close to the Spanish continental slope and one spot in the area of the big eastern 
anticyclonic gyre. One spot of the high diapycnal activity was also detected close to the northern limit of the big 
western anticyclonic gyre. 

The spatial distributions of isopycnal processes intensity in layers A (I-T A), B (I-T B) and C (I-T C) 
also are characterized by different spots of high isopycnal activity distributed throughout the basin. The isopycnal 
processes are more active in layer A than in the other characteristic layers. In layer A the area of high isopycnal 
activity is situated in the north-eastern part of the basin, just near the LIW entrance in the Alboran sea. In layer C 
the same area is characterised by high isopycnal activity. The comparison of high isopycnal intensity spot 
position in layer B with the geostrophic circulation scheme shows that this spot is situated close to the northern 
limit of the big eastern anticyclonic gyre. In the same place a spot of high isopycnal activity was detected in 
layer C. 

Conclusions 

The analysis of the spatial distribution of diapycnal and isopycnal processes intensity in the Catalan Sea 
shows that the areas of high intensity are situated, in general, along the peninsular continental shelf. In this part of 
the sea there exists an intensive thermohaline exchange between LIW and adjacent waters. At the smallest scales 
the diapycnal processes transformed the LIW thermohaline structure, while the nature of the structure forming 

129 



D-T B 
3 ‘3 2 I 

D-T C 

1.T B 
40 

I-T c 
6 , i 

Fig. 3. Spatial distribution of diapycnal (D-T) and isopycnal (I-T) processes intensity in the Alboran Sea 
in the temperature field calculated for the layers A, B and C. 
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processes changes when we increase the analysed scale range. Our analysis shows that the diapycnal processes 
intensity is weak near the Balearic Islands shelf, but the isopycnal processes are still active in this area. It is 
possible that the deflected part of LIW does not have a sufficient stock of heat and salt to produce an intensive 
diapycnal exchange through its upper and lower limits. 

The high diapycnal activity in the eastern part of the Alboran sea can be explained from the point of 
view of the thermohaline contrast between recently entered LIW and the resident waters. Thus, it is possible to 
assume that due to the thermohaline contrast between LIW and resident waters the diapycnal processes are still 
active in the area of LIW entrance in the Alboran Sea. The high diapycnal activity close to the limits of the big 
anticyclonic gyres can by produced by the vertical ageostrophic motions which exist near these borders [9]. The 
comparison of isopycnal processes intensity spatial distribution with the LIW circulation scheme shows that the 
high isopycnal activity spots trace the LIW entrance in the basin and the existence of isopycnal advection close to 
the northern border of the big eastern anticyclonic gyre. 

The spots of high diapycnal intensity are generally situated in the areas of higher thermohaline contrast 
between LIW and resident waters of the Catalan and Alboran basins, or close to mesoscale features of 
geostrophic circulation. The spots of high isopycnal intensity generally trace the entrance of LIW into the basin. 
The isopycnal processes are more intense in the Alboran sea than in the Catalan sea. This can be explained by a 
higher dynamical activity in the Alboran basin. 
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Abstract 

The Levantine Intermediate Water (LIW) flows in the western Mediterranean at intermediate depths. The 
mixing processes of LIW occur at different scales in space and time. One of the possible processes at 
mesoscale is the interaction between Algerian eddies and the LIW vein. These anticyclonic eddies 
propagate eastward along the Algerian slope and then, at the entrance of the Sardinia channel, initiate an 
anticlockwise circuit in the Algerian basin. LIW initially enters in the Algerian basin as a quasistationary 
vein tlowing alongslope around Sardinia. The result of the interaction between the LIW vein and the 
Algerian eddies is the transport of filaments of LIW from the south-eastern part of Sardinia toward the 
interior of the basin and their eventual trapping by the eddies. At a much smaller scale, inhomogeneities 
in the thermohaline profiles account for the occurrence of complex turbulent processes. The data recently 
gathered during the ELISA experiment (199711998) allow to analyse in detail the thermohaline structure 
of the mesoscale Algerian eddies and to observe how the interaction between the eddies and the filaments 
reflects in field of the small-scale mixing processes intensities. 

Introduction 

The Levantine Intermediate Water (LIW) originates in the eastern Mediterranean. In the whole western 
basin it flows at intermediate depths. The mean circulation of LIW is mainly anticlockwise along the continental 
slope [1,7]. As LIW is more saline and warmer than the western resident waters its interaction changes its 
thermohaline characteristics. 

The mixing processes of LIW occur at different scales in space and time. At mesoscale, as it was 
confirmed recently [5], one of the possible processes which participate in LIW mixing with the resident waters in 
the Algerian basin, are the interactions between mesoscale eddies and the LIW vein. These anticyclonic eddies, 
generated from the Algerian current, propagate eastward along the slope and at the entrance of the Sardinia 
channel flow back thus completing an anticlockwise circuit. LIW initially enters in Algerian basin as a 
quasistationary vein flowing alongslope around Sardinia. The result of the interaction between the LIW vein and 
Algerian eddies is the transport and eventual trapping of filaments of LIW from the south-western part of 
Sardinia toward the interior of the basin. 

At the finestructure scale [4], inhomogeneities in the thermohaline profiles account for the occurrence 
of complex turbulent processes [15]. Finestructure inhomogeneities on the vertical temperature and salinity 
profiles are known to be observed frequently in the frontal zones where interactions between waters with 
different thermohaline characteristics exist. In these zones an active transformation of mesoscale horizontal 
irregularities into fine thermohaline stratification takes place. This spreading of kinetic energy of mean currents 
from the mesoscale to smaller scales reflects in the different shapes of inhomogeneities in the thermohaline 
profiles [4]. 

The shape of fine structure inhomogeneity has a relationship with the process of its creation [ 171. In 
general these processes are divided into two main classes: diapycnal and isopycnal. Diapycnal processes lead, as 
a rule, to the creation of step-like structures [4, 161, whereas isopycnal advection processes lead to the formation 
of inversions on the thermohaline profiles [IO, 141. The relationship between mesoscale and finestructure 
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characteristics has been investigated in different frontal zones of the Ocean, such as those associated with 
Kuroshio [6], the Gulf Stream [ 181, the subarctic Pacific [ 121, the Barents Sea [9] and the Antarctic [ 131. 

Analysing the finestructure inhomogeneities in the vertical profiles of temperature and salinity it is 
possible to determine its dia- or isopycnal nature and evaluate the intensity of small-scale finestructure forming 
processes. The spatial distribution of dia- and isopycnal processes intensities allows to determine the areas of 
predominance of one of these processes. 

Data obtained during the ELISA-I cruise (July 1997) allow to analyse in detail the thcrmohaline 
structure of a mesoscale Algerian eddy and to observe how the interaction between the mesoscale eddy and a 
filament reflects in the field of small-scale dia- and isopycnal processes intensities. 

Materials and Methods 

A mesoscale structure, formed by a filament entrained around an Algerian anticyclonic eddy away from 
the south-western corner of Sardinia, was detected on SST images (Fig.1 a). The eddy centred at 38’20’N and 
5O30’E had a diameter of -180 km. The cold filament had the same spatial scale, and displaced from the south- 
western corner of Sardinia toward the southern part of the eddy. To obtain the thermohaline structure of the 
eddy-filament system 7 CTD sections were made. One diametrical section from south-east to north-west (st. 18- 
35 in Fig. I b), two radial sections from south-west to north-east (st. 36-39 in Fig. 1 b) and from north to south (st. 
40-47 in Fig. I b), and three sections across the south-western slope of Sardinia (st. 48-57; st.58-62 and st.63-67 
in Fig. 1 b). During a further leg, the radial north-south section (st.68-82 in Fig. lb) was repeated and a new radial 
section from the centre of the eddy to the east (st.lOO-121 in Fig. lb) was made. 

All CTD casts were performed with a CTD SBE 91 l+ down to 1000 m, except two casts (st.45a and 
47a) performed down to 2000 m. The raw data were processed using the standard SeaBird Inc. Software. The 
processed CTD data files had l-m resolution. The finestructure inhomogeneities on the CTD profiles were 
analysed using the method proposed by Zhurbas and Lips [ 171 and modified by Shapiro and Emelianov [13]. 
This method, based on previous results, permits to classify the main types of finestructure inhomogeneities and 
characterize their nature. It allows to describe a variety of fine thermohaline structures within the framework of 
step-like and inversion-like shapes, by extracting the finestructure component from a CTD profile using cosine 
filtering [ 133. The filtering uses a varying vertical scale within a chosen range of finestructure scale. The range 
of scales to analyse the thermohaline inhomogeneities was selected from 2 m (the minimal scale to smooth CTD 
data with one-meter vertical resolution) to 50 m (the maximal vertical size of inhomogeneities according to 
phenomenological analysis). This allows to analyse the whole ensemble of finestructure inhomogeneities in a 
CTD profile, and to determine the range of scales for the two main (diapycnal and isopycnal) finestructure 
forming processes, if both shapes of finestructure inhomogeneities coexist in the same profile. The statistical 
characteristics of the finestructure inhomogeneities, in the range chosen of vertical scales, make possible to 
evaluate the intensity of dia- and isopycnal processes and to obtain their spatial distribution in the area 
investigated. 

We analysed obtained CTD profiles, calculating the parameter yto characterize the isopycnal or 
diapycnal nature of finestructure inhomogeneities. yis defined by (tgqpp - tgCpi)/(tgCpd - tgqi), where tg’pp, tgqi 

and tgqd are the characteristic angles of normalised finestructure inhomogeneities of temperature and salinity in 

the l/lS’,cxT’/ - plane [ 131. The inhomogeneities are normalised by a (thermal expansibility coefficient) and p 
(salinity contraction coefficient) and the resulting inhomogeneities cloud in the l&S fl’/ - plane is fitted to a 
line. Then x that ranges from 0 to 1, indicate the proximity of the fit line (tgqp) to the lines which characterise 

the pure diapycnal (tgcp,, =RP, where R, is the mean density relationship in the analysed layer [ll]) or pure 
isopycnal (r,gcpi=l) conditions. When O<y<O.5, the finestructure temperature and salinity inhomogeneities are 
mainly formed by isopycnal processes, and when 0.5<y<l.O by diapycnal ones [17,21. 

To quantify the finestructure forming processes intensity, the root mean square deviations of 
temperature (TyITLs) and salinity (S,,) inhomogene’ Ities obtained with different vertical scales from the chosen 

range were calculated. Thus, the CTD profiles were analysed using a filter window width (A) increasing from 2 
to 50 m at one meter step [ 131. Then the intensity of diapycnal (ZdT, Ids) and isopycnal (IiT, Zis) processes in the 

temperature and salinity fields, respectively, was determined by a combined analysis of the dependency of y vs h 
and of Trills and S,,, vs a. See [3] for details on the analysis. 
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Fig. 1. a) mesoscale system formed by a filament entrained around an anticyclonic eddy detected in the 
NOAA/AVHRR SST image from 27.07.97; 

b) CTD cast positions during ELISA- 1 cruise. 
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Results and Discussion 

The inclinations of the T and S isolines in all sections performed in the area of the eddy account for an 
intense anticyclonic rotation in the top 200 meters. Below 200 metres the warmer and saltier waters formed by 
“old” LIW, resident in the basin and transformed by mixing with adjacent waters were located (Fig. 2). In the 
southern part of the eddy, inside the higher temperature and salinity layer, the portion of warmest and saltiest 
waters was detected. 

According to 8,s analysis of the intermediate layer (200-600 m) there were two different types of LIW 
signature were determined in the investigated area: 
- “new” LIW, inflowing from the Thyrrenian Sea with 13.75<8<13.85 and 38.60<%38.70; 
- “old” LIW resident in the Algerian Basin, strongly mixed and characterised by 13.25<8<13.38 
and 38.5O~k38.54 (Fig.2). 

The spatial distribution of the different types of LIW shows that the “new” LIW was encountered in the 
southern part of the area of the eddy and near the Sardinia slope. The “old” LIW was situated in the western and 
north-western parts of the eddy area as well as offshore Sardinia (Fig. 2). The 6,s curves have a lot of 
irregularities especially in the upper layer of the LIW core. This reveals the presence of finestructure forming 
processes. The upper layer of LIW was defined as the layer above the LIW core (maxima of 8 and S), with 
positive mean potential temperature and salinity vertical gradients. The depth range occupied by the upper layer 
of LIW in the investigated area was between -200 m and -350 m. 

13.7 
13.2 13 1 130 ~,,,,,,,,, ,,,n,,,, ,,,,,,,,, ,,,,n,,, ,,,,,,,I, ,,,,,,,,, 

Fig.2 8,s curves obtained in different parts of investigated area. 

In Fig. 3 the spatial distribution of the intensities of diapycnal and isopycnal processes in the upper 
layer of LIW are presented in the temperature field. According to the presented distributions it is possible to 
distinguish the following areas: 
I - The area of the eddy, with two different parts. In the northern and north-western parts the diapycnic processes 
predominate, and in the southern part the isopycnic processes predominate; 
2 - The area of the continental slope of Sardinia. In this area the isopycnic processes predominate near the coast 
and the diapycnic processes predominate offshore; 
3 - The area of the filament, characterised by the prevalence of the isopycnic processes. It is important to note 
that the isoline 0.25 in Fig. 2b forms a belt that unites the southern part of the eddy with the south-western corner 
of Sardinia. 
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Fig. 3. Spatial distribution of diapycnal (a) and isopycnal (b) processes intensity in the upper layer of LIW in the 
temperature field. 
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Conclusions 

The analysis of data obtained during the ELISA-1 field experiment demonstrates that the anticyclonic 
eddies shed by the Algerian current can deflect filaments of LIW from the vein that passes along the Sardinia 
slope. The spatial distribution of small scale processes intensities in the upper layer of LIW shows that the area 
of the filament connected with the southern part of the eddy is characterised by higher isopycnal processes 
activity. The spatial distribution of isopycnal processes intensities mark well the “new” inflowing LIW captured 
by the eddy. The spatial distribution of diapycnal processes intensities mark the area occupied by “old” LIW, 
concentrated in the north-western and northern parts of the eddy and in the south-western part of the investigated 
area. The comparison of these distributions allows to conclude that the mesoscale eddies shed by the Algerian 
current participate in the redistribution of LIW throughout the Algerian basin capturing the recently inflown 
LIW, and mixing it with more transformed LIW, situated earlier in the layer of LIW displacement. 

Acknowledgements: This is a contribution to the Mediterranean Targeted Project phase II-MATER (number 
MTP II-MATER/024) We acknowledge the support from the European Commission’s Marine Science and 
Technology Programme (MAST-III) under contract MAS3-CT96-0051, as well as the collaboration of the crew 
and colleagues on board the NO “Le Suroit” during ELISA-1 cruise. 
M. Emelianov acknowledges a Ministerio de Education y Ciencia Fellowship for temporary stay of foreign 
scientists in Spain (SB95-A02550835). 

References 

[I] Benzohra, M., Millot, C., 1995. Characteristics and circulation of the surface and intermediate water masses 
off Algeria. Deep-Sea Res., 42, 10, 1803-1829. 
[2] Emelianov, M.V., 1993. Mesoscale and fine structure of the frontal zones in the Atlantic sector of the 
Southern ocean. Ph.D.Thesis, P.P.Shirshov Institute of Oceanology, Moscow: 194. (in Russian). 
[3] Emelianov M.V., Garcia-Ladona, E., Font, J., 1998. Double-diffusion processes and LIW characteristics in 
the Alboran sea. Rapp. Comm. Int. Mer MCdit., 35, 138-139. 
[4] Fedorov, K.N., 1978. Thermohaline linestructure of the ocean. Pergamon Press Sciences, London, 170. 
[5] Fuda, J.L., Millot, C., Taupier-Letage, I., Send, U., Bocognano, J.M., 1998. XBT sections across the Western 
Mediterranean Sea., Deep-Sea Res., in press. 
[6] Meshchanov, S.L., Fedorov, K.N, 1990. On thermoclinicity and baroclinicity of the Kuroshio frontal zone. 
Oceanology, Engl. Transl., 29,7, 34-38. 
[7] Millot, C., 1987. Circulation in the Western Mediterranean. Oceanol.Acta, 10, 2, 143-149. 
[8] Pingree, R.D., 1972. Mixing in deep stratified ocean. Deep-Sea Res., 19,8,549-562. 
[9] Rodionov, V.B., 1991. Frontal zone structure and frontogenetic processes in northern seas. Ph.D.Thesis, 
P.P.Shirshov Institute of oceanology, Moscow, 210. (in Russian). 
[IO] Ruddick, B., Turner, J.S., 1979. The vertical length scale of double-diffusion intrusions. Deep-Sea Res., 26, 
8A, 903-914. 
[ 1 I] Ruddick, B., 1983. A practical indicator of the stability of the water column to double-diffusive acting. 
Deep-Sea Res., 30, IOA, 1105-l 107. 
[ 121 Sagdiev, A.M., 1992. Thermohaline finestructure peculiarities in frontal zones and mesoscale ocean eddies. 
Ph.D.Thesis, P.P.Shirshov Institute of oceanology, Moscow, 180 (in Russian). 
[13] Shapiro, G.I., Emel’yanov, M.V., 1994. Relationship between characteristics of the mesoscale and fine 
structure in the antarctic polar front zone. Oceanology, Engl. Transl., 34, 2, 180-185. 
[ 141 Woods, J.D., 1980. The generation of thermohaline finestructure at fronts in the Ocean. Ocean Modelling, 
32, 1-4. 
[15] Yemel’yanov, M.V., Fedorov, K.N., 1985. Structure and transformation of intermediate waters of 
Mediterranean sea and Atlantic ocean. Oceanologia, Engl. transl., 25,2, 155-161. 
[16] Zhurhas, V.M., Ozmidov, R.V., 1987. Forms of ocean thermohaline tinestructure catalogue. Geophys. 
Committee, USSR Academy of Sciences, Moscow, 134. (in Russian). 
[ 171 Zhurbas, V.M., Lips, U.K., 1987 Discrimination of the main types of thermohaline fine structure in the 
ocean. Oceanology, Engl. transl., 27,4,416-420. 
[ 181 Zhurbas, V.M., Kuzmina, N.P, Lozovatskii, I.D., 1988. On baroclinicity’s role in intrusive ocean 
stratification. Oceanologia, Engl. transl., 28, 1,50-53. 

137 

--_ . 



Oceanic Fronts and Related Phenomena (Konstantin Fedorov Memorial Symposium), Pushkin, 1998 

ON SOME SUBMESOSCALE COHERENT STRUCTURES AT THE STEEP SLOPE 
OF NORTHWEST AFRICA 

M.A. Evdoshenko 

P.P. Shirshov Institute of Oceanology, Russian Academy of Sciences, 11785 1 Moscow. Russia. 
e-mail: mar@manta.sio.rssi.ru 

Abstract - Processes occurring in near bottom boundary layer of littoral ocean regions with intensive 
upwelling circulation are important for investigation of suspended matter transport and current of biogen 
elements carried out from bottom to surface. Vertical profiles of turbidity with Sea Tech Mark nephelometer 
and also profiles of temperature, salinity and potential density with Neil Brown probe were obtained from the 
ocean surface to bottom during the research vessel “Academic Mstislav Keldysh” cruise in winter 1991 - 1992. 
Measurements were performed at shelf and continental slope near western Africa. More than hundred 
profilings in the continuous mode at the steep ocean slope during the vessel drift were made. A small scale 
vortex structure occupying practically all water column was found. The vortex had a horizontal dimension 
- 3 km, a ratio of its vertical to horizontal size was about 0.3, its life time was more than 2.5 days. 
Displacement of isotherms at the center of the vortex was maximum in near bottom layer and consisted of 
68 m, isopycnic bend was about 10 m. The vortex had an asymmetrical horizontal structure which changed 
with depth varying. A benthic turbid event evidently caused by the vortex was characterized by a strong mixing 
in near bottom layer of 125 m thickness at ocean depth of about 1 km. Turbidity profiles revealed the existence 
of ‘detached’ near bottom nepheloid layers spread by equal density lines from higher region slopes. High 
turbidity near bottom nepheloid layer was also found at the depth of - 560 m; the benthic event was 
evidently caused by upwelling influence on near bottom layer and followed approach of the characteristic 
inclination value for the semi-diurnal internal tide M2 to the value of bottom slope. 

I. Method and instrumentation 

Measurements were performed in the Atlantic Ocean near northwest Africa during the cruise of research 
vessel ‘-Academic Mstislav Keldysh” in winter 1991 - 1992. The water area included the region of Canary 
upwelling where ocean properties are changeable and not uniform. Measurements were carried out with use of 
Rosette sample complex containing Sea Tech Mark nephelometer and CTD Neil Brown probe. The 
nephelometer is a high-sensitive optical device for measuring of light scatter at the angle of - 90”. Vertical 
profiles of salinity S and specific density o, were calculated by temperature r, conductivity C and pressure P 
measurements. Profilings were performed practically from ocean surface to bottom. The space vertical interval 
provided by casts was about 1 m (this corresponded to data averaging by 20 - 25 readings). Measurements 
with such interval gave possibility to distinguish fine vertical structure of water characteristics. Distance to 
bottom was controlled with the acoustic pinger installed in Rosette. Profilings were stopped at 1 - 6 m from 
ocean bottom at steep slope region. Mean time interval between profilings was about 20 minutes. 

A testing area included ocean rectangular region disposed between 22” 0’ N - 2 l”25’ N and 17” 14’ W - 
17” 59’ W. divided by about hundred stations separated by 5 minutes by latitude and longitude. Besides of 
these stations two drift stations (d.s.) were carried out at steep continental slope with Rosette complex 
profilings in continuous mode. Preliminary results of measurements at 5’ stations are discussed in [I]. 
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II. Results 
A. Measurements at the first drift station 

Bottom relief and positions of two drift stations are shown in Fig. 1. During the first d.s. 73 profilings were 
performed. A space and time intervals between the first and the last profilings were correspondingly 24.5 km 
and 3 1.46 hour. The direction of drift was uneven, the depth ranged from 930 m to 1150 m. the bottom slope 
changed from 0.7” to 1.2”. 
21*N 

Fig. 1. Isobathes and location of drift stations. 

Vertical profiles of turbidity for the first 15 km 
during the first 12.40 hours (the first 24 profilings 
of the d.s.) are shown in the upper plot of Fig. 2 (the 
direction of horizontal axis is opposite to drift direc- 

Fig.2. Vertical profiles of TM for the first 1.5 km of 
I-st d.s.; at the bottom of picture are profiles of 

tion). The character element of near bottom ocean 
layer is high turbidity layer or bottom nepheloid layer 

measured characteristics for the 4-th profiling. 

(BNL) formed by high concentration of matter suspended in sea water. In connection with [2] BNL is defined 
as a layer of thickness AH between depths of maximum transparency D (minimum of turbidity) and ocean 
bottom H. BNL is practically observed at all TU profiles, however its time-space structure currently changes. 
At steep slope BNL structure was mainly multilayer, frequently it was the two layer structure. The lower 
relatively narrow near bottom layer was characterized by larger Tu values while the upper thicker layer - by 
less TU values. Evolution of BNL during the d.s. showed gradually increasing of TU to 1430 conventional units 
(cu.) and significant increasing of lower mixed part. For the forth profiling (lower plot in Fig. 2) BNL 
thickness reached its maximum value of 125 m while all measured characteristics were smoothed and 
maximum value of Tu exceeded more than four times the Tu value at z = D. Such abnormal distribution of Tu 
in BNL was typical for “high energy near bottom layer” (HEBL) [3]. For the first 6 profiles BNL upper part 
was characterized by the absence of any Tu maximum. Profiles obtained during casts 5 - 9 showed the gradual 
washing out of BNL - decreasing of its thickness in lower part with increasing of turbidity gradient and 
thermohaline characteristics. Steady upper Tu maximum at the depth of - 800 m observed distinctly by 
profiles 7 - 19 is supposed to be caused by turbid intrusion from other slope region. Vertical structure of 
temperature in BNL for all protilings besides the third and the forth, where it was smoothed, is characterized 
by negative gradient in BNL caused by T decreasing with approaching to the bottom. 

For most profiles maximum turbidity value Tu,, was reached at the lowest measuring level (1 - 5 m above 
bottom), so it can be concluded that it was mainly caused by local process - resuspension from the bottom. For 
some cases values of TM,, were achieved at several meters from the bottom, for four profiles - at tens meters 
(up to 70 m) from the bottom, the latter was possibly caused by “detached” BNL spread from other slope 
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region. Maximum value of Tu,, was observed for the fourth profiling and thickness of mixed near bottom 
layer was also maximum. BNL thickness hi1 was 21% - 38% relatively to Ei at the first ds. 

For a classification of BNL power it is convenient to use a dimensionless parameter R being a ratio of TM,, 
in BNL and Turni, at the .z = D, calculated for each profile of Tu. The parameter R was also used in [4] by 
analogy with classification defined by suspension concentration given in [Z]. So if R values do not exceed 1.5 
BNI-. is called weak, if I,5 < R < 2;5 BNL is called middle, if R > 2,5 BNL is called powerful. Calculations 
showed that at the first d.s. R values were in the range of 3 - 3,9 so BNL were powerful. Most likely powerful 
BNL formation was connected with features of bottom relief at the region. 

Isolines of turbidity Tu and temperature T over all water column are shown in Fig. 3 a,b,r.By isolines it is 
possible to reveal a connection between processes occurred in BNL and layers above them. Fig. 3a shows 
that turbidity isolines in BNL generally leave traces of bottom relief. At HEBL region (at 1 - 12 km) BNL 
thickness is increased. Distinctly observed is the “detached” layer with Tu values of 600 C.U. at the depth of 
about 780 m, spreading downslope by equal density levels. The space expansion of “detached” lay,er was 
about 4 km. Near bottom turbid water, characterized by Tu values > 400 cu., sank downslope. 

Temperature and also salinity isolines in BNL are roughly stretched by equal depth levels (Fig. 3b). Over the 
HEBL region the dome bend of temperature, salinity and density from near bottom layer up to the sutiace is 
observed. In this region strong mixing in BNL accompanied by increasing of AH and Tzr is fixed. However 
strong correspondence between ascend of Tu isolines from one hand and isolines of T, S and err from the other 
hand is not marked. At Fig. 3c isolines of T were plotted with use of potential density cr, as a vertical 
component instead of z. (The upper bounds of the shaded regions at these plots correspond to maximum values 
of 4 achieved at last points of profilings but not at the bottom depth). T(o, ) and also S(a, ) isolines dome bend 
in HEBL was retained, so it may be concluded that the main contribution to the isolines ascent was not 
connected with internal waves 

z/l 00, m 
i-i--d~--- I_----.--. / 

2 4 6 I, km 

Fig.3. Vertical structure of a) Tu(z); b) T(z), c) T(o) - for the first drift station. 

The dome bends of all measured characteristics and strong mixing in near bottom layer possibly indicated a 
vortex occupving a layer from pycnocline to near bottom, thickness of the layer was -600 m. The center of the 
vortex at the given depth is conventionally determined by maximum of T or cr, dome isoline. its boundaries - by 
two isoline minima corresponded to the nearest water parts with rather uniform properties or with the least o, 
gradients. It is seen that the vortex had an asymmetrical horizontal structure which changed with depth. 
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Displacement of isotherm AT in the vortex was slightly varied with depth and consisted of - 0,5”C. 
However with account of vertical gradient of temperature the isotherm ascend increased with depth increasing: 
at thermocline (z = 80 - 100 m) it was several meters, at the depth of 760 m it reached maximum value of 
68 m. On the contrary the ascend of o, isohnes in thermocline was 17 m, at the rest depths - about 10 m. 

A map of surface temperature measured with space interval 0.5 km at the study area made during the survey 
is shown in Fig. 4. It is seen that the main upwelling front separating cold coastal waters from warmer ocean 
waters passed approximately along the shelf boundary at the upper part of the area and was separated onto 
two fronts at the low part of the area. Several cold and warm temperature anomalies with horizontal sizes of 
the order of mile and with elliptical structure were discovered along the front. Anomalies were arranged so 
that cold structures were at “cold” front side while warm structures were at “warm” front side. A single cold 
vortex at “cold” side of SW front at eastern side of Canary Current with the center nearly at 21” 44.4’ N. 
17” 40’ W fixed 21/12/1991 at 16: I5 approximately coincided by location with the center of vortex having 
coordinates 21” 45’ N, 17” 41’ W observed 24/12/1991 at 4:54 hour (it is designated by empty circle in Fig. 1 
and by asterisk in Fig.4). Assuming that the two fixed structure represented one and the same vortex we 
could find that the vortex moved approximately NW and its lifetime was not less than 2.5 days. Vortex space 
size was estimated as its horizontal time extent (defined as distance between its left and right boundaries) 
multiplied by the velocity of vessel drift being 1.16 km/h at the time when the vortex was fixed. (Vortex 
translation velocity was small in comparison with vessel drift velocity so the Doppler shift has been 
considered as negligible). So vortex size was - 2.5 km in average and the ratio of its vertical to horizontal 
size was about 0.33. It should be noted that intensity and horizontal size of the vortex were probably under- 
stated because transect crossed it by accidental trajectory (we suppose that vortex had an elliptical form). 

As it is seen from Fig. 1 a little further to 
22”loN 22”lO’N 
1PI)‘W IPww the east from the region where the vortex 

was observed the current had a shape of 
meander with sizes of 3 * 5 km, the 
meander being characterized by cyclonic 
vorticity. It is confirmed by literature data 
- according to [5] meanders with wave 
length of 2~p can be formed around the 
vortices. where Y - a vortex radius. 

The origin of the vortex is not yet clear. 
Isolines of cr, have shown that the vortex 
had not a convective nature and it was not 
caused by baroclinic instability as Y << Rd. 
Estimations of semi-diurnal tide 
amplitudes for given time and site 
calculated with using of formulas and 
tables from [6] have shown that the vortex 
was not connected with tide cycle. But the 
tide infhtence on vortex formation could be 
indirect. It is known that at regions where 
bottom inclination p is close to a 
characteristic angle a amplitudes of 

Fig.4. A map of surface temperature. 

internal tides can significantly increase. 
Intensification of internal motions is 
connected with reflection of tides from 
steep continental slope and with enhance 
of turbulent mixing. Magnitude of charac- 
teristic inclination a is determined as 

d=(d - f)/(h” -d) 
where (T is frequency of tidal wave, N is buoyancy frequency, ,fis Coriolis parameter, Moored current and 
temperature measurements in 20-m near bottom layer conducted at the same time as vertical profilings 
were performed have revealed the prevailed influence of semi-diurnal lunar tide M2. Values of characteristic 
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inclination a were calculated for semi-diurnal lunar tide M2 , buoyancy frequency N was calculated by using 
of vertical profiles of potential density ot. 

Bottom slope pwas determined by isobath map with the step of 50 m calculated by measurements in the study 
area. p was defined as dH/dL: where dH is depth overfall between two isobaths and dL is the shortest distance 
between two isobaths in normal to bathimetric contour at the profiling point. Computations showed that at the 
first d.s. p changed from 0.011 to 0.018, a was in range 0.01 - 0.06 in BNL. For most profiles near bottom 
layer was mixed. N-values were small and values of a were close to maximum value of 0.06. For a few 
profiles characteristic inclination in BNL was close to bottom slope (a = p = 0.02) but maximum of any BNL 
structural parameters in these cases has not been observed. 

Formation of small eddies in the region can be connected with interaction of Canary Current having a deep 
stream between 17” 50’ and 17’ 40’ W with the upwelling constantly existing at the study area. The latter result 
in formation of frontal stream in neighbourhood of which submesoscale vortices form. 

It is still a little known from accessible literature about submesoscale cyclonic eddies occupying almost all 
water column and characterized by high ratio of vertical and horizontal scales - about 0.3. Here it can be 
mentioned the cyclonic eddy with a diameter of - 14 km spreading from surface to the depth of - 4 km 
observed in Weddelle Gyre at the Antarctic Region [7]. Another example - the eddy of size 10 km discovered in 
the Gulf of Lyons in the Mediterranean Sea at depths from 300 - 2000 m [j]. It should be mentioned that these 
eddies had significantly larger sizes than the vortex considered and slightly smaller ratio of vertical and 
horizontal scales. The lack of information on submesoscale eddies occupying practically all water column is 
probably connected with limited amounts of corresponded measurements that could revealed them. Really to 
discover such eddy it is necessary to conduct special measurement for example prolonged multiple profilings 
at fixed ocean point or at vessel drift in dynamically active region where appropriate conditions for their 
generation exist. 

B. Measurements at the second drift station 

During the second drift station 57 profilings were made. The length of the second d.s. was 29.6 km. its time 
duration was 14.78 hours. Vessel drift was rather uniform, depth ranged from 520 m to 800 m, bottom slope 
changed from 4” to 0.7O. Bottom relief was uneven and characterized by terraces and ledges formed by 
underwater hill and canyon (Fig. 1). 

Vertical profiles of Tu obtained at the II d.s. are shown in Fig. 5. Variability of Tu in BNL was mainly de- 
termined by heterogeneities of bottom relief. With depth decreasing the values of Tu and AH were intensified 
as the whole. At the end of the upper ledge and above upper terrace mixed “cold’ near bottom layer cha- 
racterized by enhanced values of Tu which could define as HEBL was observed. Thickness of this mixed layer 
was about several meters near the ledge and increased to 41 m at minimal depth (43-d profiling). Temperature 
overfall over the mixed layer was about 0.8’ in relation to the upper layer. Further to the end of d.s. mixing in 
BNL became weaker - thickness of mixed layer reduced and vertical gradients of Tu, T and S increased. 

Maximum turbidity values for most profiles were reached close to the very bottom while for the last six 
turbidity profiles Tu,,,, were achieved in average at ten meters from the bottom. The latter can be explained by 
drifting of turbid water downslope from shallower water. 

Values of R parameter varied from 1.6 to 4.2 being depended from ocean depth H. At H > 600 m BNL was 
mainly of mean power. At H - 600 and at smaller depths BNL becomes powerful, the latter was possibly 
caused by increasing of dynamical processes with approaching to the shore, mean value of R was about 3.3. 

Isolines of Tu in near bottom layer are shown in Fig. 6. Tu isolines were stretched approximately parallel to 
bathimetric contour (for Tu more than 500 c.u.) At depths < 600 m BNL was characterized by increased 
values of Tu,,,, (> 1440 C.U. near the very bottom) and by increased thickness AH. At HEBL area a dome bend 
of Tu isolines up to - 500 m and their thickening and also dome bend of T isolines up to the surface were 
observed. 

As for the first drift stations estimations of semi-diurnal tide amplitudes for the second d.s. showed that 
HEBL was not directly connected with tide cycle. Values of characteristic inclination a(z) in BNL at the 
second ds. were in the range of 0.01 - 0.06 as at the whole study area. Bottom slope changed approximately at 
the same limits as a - from 0.062 to 0.11 gradually decreased from the first to the last probing. For the first 
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part of d.s. (profilings 1 - 25) p was in the range 0.062 - 0.053 and exceeded changes of a (fits in Fig.5 ). For 
the profilings 30 - 43 a curve a(z) was repeatedly intersected by bottom slope pwhich decreased from 0.035 to 
0.014. For the last 15 profilings p was 0.18 - 0.11 and significantly less than a. At the HEBL region where 
values of a were close to p - 1” the enhanced values of Tu,, , AH and also maximum of near bottom mixed 
layer thickness were observed. Evidently intensive dynamical processes occurring at the region were caused by 
reflection features of semi-diurnal internal tide M2 from the steep slope. 

Z, m 

Fig.5. Vertical profiles of Tu at the second drift station. 

5 10 20 I. km 

Fig.6. Isolines of Tu for the II d.s. 
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Abstract 

Laboratory experiments on turbulent convection in rotating fluids are reviewed, mainly in the 
context of oceanic deep convection occurrin g in regions known as “chimneys.” It is shown 
that, although chimney turbulence may not be directly affected by Earth’s rotation, the overall 
dense water formation in chimneys is subjected to rotational control through lateral baroclinic 
processes. The vertical extent of convection appears to be governed by the depth of 
penetration of turbulent eddies against underlying stratification. The lateral buoyancy 
transport out of chimneys and other oceanic convecting regions can be manifested via hetons 
resulting from the interlacing between eddies emanating from the rim currents and baroclinic 
instabilities of the dense water column. 

Introduction: 

Turbulent convection is a common phenomenon in oceans and atmosphere. The effects of convection, 
in particular, are pervasive in high latitude oceans where convective plumes penetrate to greater depths (known as 
deep convection) as a result of favorable air-sea interaction processes. Deep convection occurs in preselected 
areas known as “Chimneys,” wherein the stratification in the upper oceanic layers is weak as a result of 
convection in yesteryears or due to the preconditioning of the area to produce upward doming isopycnals. 
Collusion of weak stratification and the unstable buoyancy flux and turbulence generated by cold winds generates 
turbulent convection that penetrates to depths of one to three kilometers, spanning a horizontal region of IO to 
100 kilometers (Marshall & Schott 1998). Chimneys remain tive for several days to months, depending on 
the nature of surface forcing. The dense water masses so generated is a potential source of intermediate water and 
possibly a carrier of climatic signals (McCartney et al. 1996). 

Upon initiation of a chimney, plumes originating at the surface descend deep into the ocean, entraining 
the underlying stratified layer. Thus, descending plumes are dynamically constrained by the ability of eddies to 
erode the stratification. Since the local Rossby radii of deformation in oceans are smaller than typical chimney 
diameters, the lateral boundaries of chimneys are prone to baroclinic instabilities. Once a chimney is 
established, the surface buoyancy flux is balanced by the lateral transport of buoyancy by eddy-like structures, 
thus establishing a quasi steady state. After the demise of surface forcing, convection ceases rapidly and the 
defunct chimney is restratified as a result of the lateral collapse of chimney fluid. 

Another case of isolated convection is hydrothermal plumes that form near the ocean flow due to the 
solidification of magma upwelling from Earth’s interior (Lupton et al. 1985). The resulting buoyant hot springs 
rise to their equilibrium level and spread horizontally, thus distributing hot warmer fluid both horizontally and 
vertically. Here the source diameters are on the order of tens of centimeters, smaller than characteristic Rossby 
radii, and hence the lateral processes are expected to be different from those of deep convection. There are a rich 
variety of fluid dynamical processes pertinent to oceanic convection from isolated buoyancy sources which 
should be understood before a coherent picture of relevant phenomena can be constructed and satisfactory models 
can be developed. In this communication, some laboratory-based results pertinent to convection in geophysical 
flows will be described, paying particular attention to the flow under buoyancy sources, depth of convection and 
the nature of the base of convective layer. 

144 



Convection in Homogeneous Fluids: 

Consider the release of a (dense) plume of source diameter D at the surface of a homogeneous, non- 
rotating fluid. Observations show that the development of the plume takes place in several phases. First, the 
fluid layer below the source becomes unstable, forming a turbulent layer which expands by entraining fluid from 
the surroundings. With time, this turbulent layer grows while drifting downward, thus initiating a lateral 
entrainment flow. The flow in the vicinity of the source assumes a quasi-steady state at a time t > 
1.8(D2/B,)‘“after the initiation; here B, is the buoyancy flux supplied by the source. Once the quasi-steady 
state is established, the flow under the source can be subdivided into two regimes; the “near source” region 
(regime I) where the plume shrinks until a minimum diameter is achieved at a vertical distance of z - 0.2D and’ 
the “far field” region (regime II) where the plume expands as in the case of point plumes. In regime I, the 
maximum horizontal velocity within the plume was found to be given as V, = 0.66(B,D)‘” whereas the vertical 
mean velocity in this regime could be estimated by w = 0.27(B,D)“3(~). In regime II, the vertical velocity 
was found to scale as w = 1.2(B,z)‘“, which is similar to that observed in the point-plume case. Apparently, at 
large z/D, the plume looses its memory on the lengthscale D imposed by the finite diameter effect. In oceans 
the typical vertical heights of plumes are on the order 2-5 km with D = lo-100 km, according to which the 
regime II is never achieved. 

The evolution of plumes in the presence of rotation is of interest in geophysical studies. The plumes 
should be affected by background rotation at a time scale of the order f-‘, where f is the planetary vorticity, in 
that a cyclonic rim current develops surrounding the plume. This rim current stems from the cyclonic deflection 
of entrainment flow into the plume by the action of background rotation. The width of the rim current increases 
with time and finally, via barotropic instability, the current breaks up into a number of outward propagating 
cyclonic eddies. Figure 1 shows the development of such an unstable flow, as marked by slightly positively 
buoyant particles suspended in the fluid surface. Figure 2 shows the evolution of a point plume, as visualized 
by adding fluorescent dye to the source fluid. At the time of the photograph, the source fluid has descended to 
the tank bottom, deflected and have started its horizontal spreading along the tank bottom. For the case shown, 
the descending phase of the plume has not been affectef,*by the rotation and hence, upon impingement, the 
plume spreads as a gravity current with a speed c - (g’h,) ; here g’ and h, are the characteristic buoyancy and 
height of the plume-induced gravity current. As the gravity current spreads, however, the lengthscale of the flow 
increases and the rotation arrests the spreading of the current at the Rossby deformation radius - c/f. There will 
be an accumulation of fluid behind the retarded front, thus developing a conical-shaped fluid column spanning the 
entire depth as evident from Figure 2. Baroclinic instability of this column causes the development of eddies 
surrounding the plume, which detach and propagate away from the primary plume. Note that the above scenario 
is valid only when the diameter of the plume is less than the pertinent Rossby radius of deformation. 
Otherwise, the dense water column can be broken into eddies prior to the initiation of the horizontal gravity 
current. The former case is typical during the spread of oceanic hydrothermal plumes (Helfrich & Battisti 1991) 
whereas in deep ocean convection the latter is the norm. Atmospheric deep convection typically occurs in 
tropics, characterized by plumes ascending to tens of kilometers with horizontal scales on the order of several 
hundred kilometers. These horizontal scales are smaller than characteristic Rossby radii, and hence plume 
columns are not immediately subjected to baroclinic instabilities. 

Figure 3 shows a plan view of an experiment in which a dense point plume colored with fluorescein 
dye is located at the center of the tank. The background fluid is suspended with neutrally buoyant particles. Note 
that the instabilities of the plume fluid and background rim currents have already produced vortices. A 
noteworthy observation is the approximate vertical alignment of cyclonic vortices of the upper lighter fluid 
formed due to barotropic instability with the anticyclonic vortices formed due to the baroclinic instability of the 
spreading dense fluid. This configuration represents a system of “hetons,” as first described theoretically by 
Hogg & Stommel (1985). The pressure perturbations associated with the top and bottom vortices cause the 
interface to deflect upward, as clearly evident from the shed vortex visible in Figure 2. As hetons move, due to 
their upward deflected interfaces, a net transport of bottom layer fluid occurs, which can be construed as a 
mechanism of horizontal transport of dense fluid. Some previous theoretical studies (Legg & Marshall 1993) 
have modeled the lateral spreading of dense fluid originating from deep convective regions using hetons, and the 
observations described herein provide support for reality of such models. 
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Figure 1: The formation of cyclonic vortices by the breakdown of rim currents around a point plume in 
a homogeneous rotating fluid. The plume is marked by an arrow. 

Figure 2: The breakdown of a point plume into anticyclonic vortices after it reaches the bottom surface. 
Also note the formation of a conical fluid column surrounding the plume due to the retardation 
of front. 

Convection in Stratified Fluids: 

In deep convection, as in the atmospheric convective boundary layer, the convective turbulent layer 
deepens into the contiguous stratified layer. This phenomenon is typically (and rather simplistically) modeled as 
a plume source delivering an unstable buoyancy flux into a linearly stratified fluid of buoyancy frequency N. As 
pointed out by Deardorff et al. (1969), the depth of convective layer at a time t can be evaluated by assuming 
that the buoyancy jump across the entrainment interface is negligible (i.e. penetrative convection), the mixed 
layer possess no buoyancy gradients and that the growth of convective layer is one dimensional. In non-rotating 
fluids or in rotating fluids where the turbulence in the convective layer is not affected by rotation, this growth 
law can be written as h = (2)“* (B,/N2)1~t1’2. Figure 4 shows a photograph of the convective layer in a non- 
rotating linearly stratified fluid; numerous observations indicate that the growth follows the above law, and 
hence the assumptions made in its derivation are justifiable. Note the penetration of rising fluid parcels into the 
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layer aloft, which encroach lighter fluid elements into the bottom layer. The measured buoyancy gradients in the 
convective layer are close to zero. 

The scenario of convection in the presence of rotation is much different. Labpratory experiments show 
that the entrainment interface in this case consists of an ensemble of slender vortices penetrating into the upper 
non-turbulent layer, and this occurs when the non-dimensional number (h2513/B,)u3 > 100 or so, where R = f/2 
is the rate of rotation (see Figure 5). At larger values of rotation, (h2Q3/B,)u3 > 200, the turbulent layer tends 
to sustain substantial buoyancy gradients, thus altering the mixed-layer growth law. Under these circumstances, 
the mixed-layer deepening velocity ue can be written as ue/w* = Rim’ (1 + 0.02N2/Q2)“, where Ri = N2h2/we2 is 
the Richardson number based on the convective velocity w* = (B,h3)“3 and the turbulent layer depth h. 

Assuming that the turbulent velocity in highly rotating thermal convection flows can be given by 
(B,,/sL)“* (Fernando et al. 1991), the depth of penetration 6 of vortices into the non-turbulent layer aloft can be 
evaluated by a simple kinetic/potential energy balance between convective eddies and buoyancy forces associated 
with them, viz., (B,/IR) - N*S* or 6/h - Ri-“* Ro”*, where Ro = w,/Rh is the Rossby number. The 
measurements taken during the experiments, such as those shown in Figure 5, are depicted in Figure 6. Here 
the lengthscale of undulations at a given h was measured by locating isopycnals and by evaluating their r.m.s. 
variation about the mean value. A fair agreement can be seen between the data and the prediction, with a 
proportionality constant of approximately 70. Based on Lagrangian float trajectories, D’Asaro et al. (1996) have 
noted the presence of deep undulations in the base of Labrador sea deep convective layer, an observation which is 
in agreement with the laboratory results presented above. 

Concluding Remarks: 

Convection in rotating fluids can be affected by background rotation in three ways. First, the 
turbulence in the convective layer can be affected by rotation when the lateral turbulent lengthscale grows beyond 
the scale 4.5(B,/R3)“*. This condition is untenable in most geophysical situations. Second, the nature of flow 
near the buoyancy source can be modified due to the presence of rotation. It has been observed both 
experimentally (Chen et al. 1989) and numerically (Jones & Marshall 1993) that small-scale vortices develop 
under the buoyancy source and these vortices may increase the averaged buoyancy gradient in the convective layer 
by trapping buoyant fluid within these vortices. Such vortices have been observed in field experiments (Schott 
et al. 1996). Third, the horizontal transport of mixed fluid out of the chimney can be governed by baroclinic 
processes, wherein hetons can transport the dense fluid horizontally. In all, Earth’s rotational effects can play a 
crucial role in developing oceanic chimneys and hence in the formation of dense water in world’s oceans. 

Figure 3: The location of cyclonic (particle streaks) and anticyclonic (dye patches) vortices in the 
rotating plume system. 
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Figure 4: The growth of a convective layer in a linearly stratified, non-rotating fluid induced by heating 
the fluid layer from below with a constant heat flux. 

Figure 5: Convection in linearly stratified fluid in the presence of strong rotation. 

-2.5 A t- 
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Figure 6: A plot of 6th versus Ri-“2 Ro”~ based on the experimental data taken during the convective- 
layer growth in linear stratified, rotating fluids. 
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Epilogue: I met Professor Federov for the first and last time at the Joint Oceanographic Assembly, Acapulco, 
Mexico, in 1988, where I presented a poster on double-diffusive step-like structure formation -- a subject 
to which Professor Federov contributed immensely. Assuming, perhaps erroneously, that a laboratory 
experimental poster may not be of much interest to the oceanographic community, I swayed to the beach 
fronts of Acapulco rather than being at the poster. Upon my return, I found a note from Professor 
Federov expressing his interest on my results and requesting me to contact him if possible. My meeting 
with him on the same day was most enjoyable and enlightning, notably his tolerance of my naivete of the 
subject as a novice researcher. The conversation ended with an invitation for me to visit Russia. I took 
up the invitation seriously, firmed up the dates and wrote to Professor Federov about my plans. To my 
dismay, I received a reply from Professor Zatsepin informing the sad news of Professor Federov’s 
untimely death. Though my initial plan of visiting Russia was unsuccessful, it was an honor to be able 
to attend the Konstantin Federov Memorial Symposium ten years later. 
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Abstract 

Juan de Fuca Strait provides an excellent outdoor laboratory for the investigation of rotating stratified 
shear flow in the presence of sloping lateral boundaries. The along-strait pressure gradient seems to 
be balanced by internal friction, and should thus have associated cross-strait secondary flows. Bottom- 
moored ADCP data do show such flows, but with a pattern that is not easily related to the action of a 
simple internal “eddy viscosity”. Turbulent microstructure measurements, in fact, hint at the possibility 
that some of the internal mixing is associated with internal wave critical layer absorption which would 
require a different parameterisation. It is hoped that refined ADCP data will be of sufficient accuracy to 
permit the direct determination of the vertical Reynolds stresses and resolve these issues. 

Introduction 

Estuaries everywhere are of local concern because of their role in transportation, fisheries and recre- 
ation. Juan de Fuca Strait (Figure 1) is no exception; it is a major shipping lane, a pathway for migrating 
salmon, and a mecca for sports fishermen, whale watchers and yachtsmen. With a mean centreline depth 
of about 200 metres, however, it is deeper than most estuaries, and hence provides an accessible “labora- 
tory”, about 20 km across and 100 km long, for many fluid dynamical processes that are relevant in the 
open ocean as well as in other, shallower, estuaries. Its attractiveness as a laboratory is increased by its 
fairly simple geometry, by the strength of the tidal currents which can exceed 1 m s-l, by a summertime 
estuarine shear flow with a mean current in each layer of about 0.2 m s-l, and also by the fact that it is 
wide enough for the circulation to be influenced by the earth’s rotation. 

An interesting parameter which can help to characterise an estuary is the “estuarine Richardson 
number” given by 

RiE = sap Qr -- 9 
PO w4 

(1) 

where g = gravity = 9.81 m2 s-l, ApIp is the fractional density difference, between fresh water and 
ocean water, 21 0.025, Qf is the freshwater discharge rat,e N lo4 m3 s-l, W is the width of the estuary 
N 20 km and ut is the r.m.s. tidal current N 0.5 m s -‘. These give RYE 21 1, just above the transition 
range of 0.1 to 0.8 between well mixed and strongly stratified conditions [l]. Thus Juan’de Fuca Strait is 
probably restratifying after vigorous tidal mixing to the east between the freshwater discharge (mainly 
of the Fraser River) and intruding salt water from the Pacific Ocean. Sea level and atmospheric data 
may be used to determine the along-strait sea level gradient which seems to be balanced by internal 
rather than bottom friction on the sloping sidewalls [a], and implies a vertical eddy viscosity as high as 
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Figure 1: Juan de Fuca Strait showing the location (solid triangle) of the bottom-moored ADCP in 1996. 

0.02 m2 s-l at the level of the interface between inflow and outflow. In a rotating system this friction 
should produce internal ageostrophic flows across the strait, as described by Konstantin Fedorov in his 
brilliant monograph on oceanic fronts [3] and shown in the schematic diagram (Figure 2) from [4]. The 
internal and bottom Ekman layers produce a thinning of the interface by convergence at the side of the 
strait with a deep upper layer, and a thickening at the other side. This is found in Juan de Fuca Strait 
[2], as in other locations. 

, Free Surface 

Figure 2: Cross-strait secondary flows in a two-layer rotating exchange flow, based on observations from 
a laboratory experiment. (Redrawn from [4]). 

Cross-Strait Flows 

Our main objective has been to seek direct evidence of these internal cross-strait secondary flows 
and also, if possible, to measure the Reynolds stresses and other associated dynamical processes. Figure 
3 shows the location, in a cross-section of the strait, of a. bottom-moored 300-kHz broadband ADCP 
deployed for three weeks in the summer of 1996. The density structure, also shown, is not strictly 
two-layer but has a transition from a strongly stratified outflow to a weakly stratified inflow. 

The mean along-strait flow (Figure 4a) shows a reversal from outflow to inflow at a depth of about 
85 m. The expected mean across-strait flow is not as simple as the internal Ekman layers depicted in 
Figure 2 for a two-layer situation, but should be approximated by 

Go 
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Figure 3: Density cross-section of Juan de Fuca Strait, showing the location of the ADCP at 135 m. 

where cs is the cross-strait geostrophic flow corresponding to the along-strait depth-dependent pressure 
gradient, and A, is the eddy viscosity, which may be a function of depth and time. If A, is constant, the 
ageostrophic part of ‘iT should be proportional to the curvature of ii. In the present situation, it should 
thus be positive above about 65 m, and negative from 65 m to the interface between inflow and outflow 
at about 85 m. Below that the cross-strait flow should be successfully positive, then weak and finally 
positive again in a bottom Ekman layer. 

The actual cross-strait flow is shown in Figure 4b. The calculated geostrophic part of this changes 
sign above 50 m instead of the expected 85 m corresponding to the transition from outflow to inflow, 
possibly because of an underestimate of the along-strait surface pressure gradient or unrepresentativeness 
of our limited along-strait sections. The ageostrophic flow is small at the shallowest depths recorded, then 
negative as expected, but with a reversal at about 75 m, though this would be closer to 85 m if we adjust 
the geostrophic part. The magnitude of up to 0.02 m s-l in this region of negative ?? - 5 corresponds to 
a value of about 0.01 m2 s-i for A,. Below this there is a thin layer of positive flow, and also a clearly 
defined positive flow near the bottom which we can identify with the expected bottom Ekman layer (and 
its flux is roughly what is anticipated for the estimated bottom drag). The most puzzling feature of 
Figure 4b, however, is the strong and unexpected negative ageostrophic flow between about 90 m and 
100 m. This does not seem to have any simple interpretation in terms of a positive eddy viscosity. 

0 t her Measurements 

It is hoped that direct measurements of the Reynolds stress U’UI’ will elucidate the actual stress 
(modelled as an eddy viscosity) and clarify its origin. Such measurements depend on obtaining precise 
estimates of the vertical velocity, and hence on knowing the orientation of the instrument very precisely 
and also allowing for the effects of small bottom slopes. This is facilitated by various analysis techniques 
including the comparison of the integrated vertical velocity with the displacement, by internal waves, of 
scattering structures revealed in the backscatter intensity data. We will report this elsewhere. 
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Figure 4: The mean flow profile, with no data available above about 40 m due to the limited range of the 
ADCP during daylight hours. (a) Along-strait (negative westward). (b) C ross-strait (positive towards the 
northern, Canadian, side of the strait); the thick solid line shows the measured mean flow, the thin solid 
line is the geostrophic component based on the along-strait surface pressure gradient and an along-strait 
density section. The ageostrophic flow is the difference between these two and is shown as a dashed line. 

Energy dissipation within the water column may also provide clues. If there is an eddy viscosity A,, 
then one might expect the dissipation rate to be at least as big as A,(~Z/~Z)~, with more dissipation 
probably associated with processes other than those involved in extracting energy from the mean flow. 
If A,, is as big as 0.02 m2 s-l, then the expected dissipation rate is about 10-s W kg-’ or more. We 
have measured average values comparable with this, but not with great statistical confidence yet. Our 
microstructure data do, interestingly, hint at a level of high dissipation that tracks the level of no along- 
strait motion in the water column as it moves vertically during the change of the tidal current from flood 
to ebb, suggesting the possibility of critical layer breaking of internal waves generated at the sea floor 
(Figure 5). If this is substantiated by further measurements, it may account for secondary flows that do 
not fit in with the simple concept of constant vertical eddy viscosity. 

A dissipation rate of about 10V6 W kg-’ in stratified water with N N 10e2 s-r implies a vertical 
mixing rate Ii’, z lop3 m2 SK’ and a Thorpe scale LT N 1.2(c/N3)3 E 0.7 m. We have, in fact, 
found typical Thorpe scales about a factor of three less than this based on a water column average, 
with the main point being that Thorpe scale measurement with a good CTD is a valuable alternative to 
microstructure measurement in coastal and estuarine waters with reasonably vigorous mixing; even if the 
smaller overturns cannot be resolved, it is the large, resolvable, ones which dominate the Thorpe scale. 

We are also evaluating the lateral Reynolds stress &I’, as this plays a role in determining the lateral 
profile of the along-strait current, though there does not appear to be a clear spectral gap between the 
mean flow and the eddies. Finally, Juan de Fuca Strait offers the opportunity to investigate internal wave 
and mixing processes at the sloping sides, in an environment where the signals are strong because of the 
strong mean flow and tidal currents. 
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Figure 5: Turbulent energy dissipation rate profiles (linear scale) at various times on 5 August 1996, 
superposed on contours of the low-passed along-strait velocity component, negative westward (cm s-l). 
The scale for the dissipation rate is shown in the upper left part of the diagram. 
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Abstract. Analysis of sequence of six daily NOAA HRm infrared images for November 13-18, 1996 and 
available satellite/hydrographic data has shown that anticyclones, cyclones and their combinations (dipoles, 
multipoles) can be generated both over the continental slope and in the open basin in the southeastern Black 
Sea, where anticyclonic gyre is usually considered as quasi-permanent feature of circulation, in all seasons. 
Conclusive evidences of predominently cyclonic circulation during cold season, which could confirm known 
hypothesis and results of mmierical modelling, are not found. Local circulation can be considerably changed 
over the course of several days because of eddies movements (translation velocity ranges up to about 25 cm/s), 
their interactions, formation and disruption of dipoles. Variability of coastal current direction is determined by 
the proximity to the coast of an anticyclonic eddy or its associated cyclone. 

1. Introduction 

It is generally taken that a large anticyclonic eddy (the so-called “Batumi eddy” [ 1.21) is quasi-permanent 
feature of circulation in the southeastern Black Sea, which is separated from the rest of the basin by main flow 
of the cyclonically propagated Rim Current [3] and where excess of precipitation over evaporation is observed 
throughout the year [4,5]. The position of centre of the eddy, its form, diameter and vertical scale vary with 
time [6.7], however spatial and temporal scales of the variability are unknown. Moreover, there is reason to 
believe, basing on hydrographic and satellite data [7-l 11, that real circulation can be considerably more 
complicated due to concurrently existing eddies, including cyclones. There is also no agreement among 
investigators of the region regarding the seasonal variability of the circulation character. Known hypothesis for 
change of the circulation from anticyclonic in suriuller to predominantly cyclonic in cold season [3,12] IS in 
good agreement with results of numerical modelling of seasonal variability of climatic circulation [4,5] but in 
contradiction with a few winter observations [13,14]. 

This paper is devoted to space-time variability of typical elements of the southeastern corner mesoscale 
dynamics, role of the elements in the coastal-open sea water exchange and in the coastal current regime, 
seasonal variability of the observed eddy picture and its correspondence with known hypothesis and results of 
numerical modelling. The study was based on analysis of satellite imagery and generalization of available 
hydrographic data. 
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2. Data 

Series of six daily satellite infrared (IR) images from NOAA-14 (AVHRR) received in high resolution 
picture transmission (HRPT) regime in Marine Hydrophysical Institute (Sevastopol) from 13 to IS November, 
1996 was used in the present study. Procedures of atmospheric correction and transmission to Mercator 
projection were applied to the images. Because of technical difficulties absolute values of the sea surface 
temperature (SST) were not calculated; only SST differences between selected points of the images were 
deduced. Meteoinformation from seaports of the Ukraine and Novorossiysk and a ship of opportunity (in a 
point 43”09’N, 39”OO’E on 18 November. 1996) was used as well as available hydrographic/satellite 
observations of different years. 

3. Eddy picture in November 1996 

In Figs. 1 and 2 one can see 4 concurrently existing anticyclonic eddies with diameters of about 40-50 km: 
Al 111 the open sea, which forms a quasi-symmetrical dipole with a cyclone Cl at its southeastern periphery, 
A2 also in the deep basin and two coastal anticyclones A3 and A4. Both the latter eddies together with 
associated cyclones form tripoles and tetrapoles (such multipole structures were observed for the first time in 
laboratory experiment [ 151). 

Sequence of IR images in Fig.1 gives a possibility to trace evolution of the surface circulation over the 
period 13- 18 November, 1996. A4 practically held its location and A2 and A3 moved southward and 
northwestward, respectively, with mean velocity II no more than 8.5 cm’s during the observational period. Al 
after displacement southwestward between 13 and 15 November (II= IS c&s) began to move along periphery of 
A2 with u-28 cm/s, that resulted in disruption of dipole Al-Cl. Wind at the period was rather light (l-2 m/s) 
and only by 18 November wind velocity increased up to 10 m/s (wind from the east). So movement of A 1 was 
likely conditioned by influence of more intensive A2. However, it is quite possible that formation of two new 
dipoles on 17-18 November on the basis of Al and A2 due to generation of associated cyclones at their 
southern peripheries (Figs. le and If) was determined by westward wind strenghening. Thus. local circulation 
can be considerably changed over the course of several days. 

Deep-basin dipoles are the main mechanisms of horizontal mixing in the area. Configuration of dipole A I- 
C 1 in Fig. 1 conditions water transport from the coastal zone to the deep basin. In other configuration (cyclone 
north of anticyclone, as in [7], or packing of two mushroom-like structures, as in [lo,1 I]), water transport 
from the deep basin to the coast or two opposite flows are observed. Zonal location of dipole’s components 
provides water transport in meridional direction. Coastal anticyclones and their associated cyclones determine 
the coastal current regime: flow in the Rim Current general direction when a cyclone is close to the coast (e.g., 
eastward of A4 in Figs. 1 and 3b) or in the opposite direction when maternal anticyclone is near the coast 
(westward of A4 in Figs. 1 and 2b). 

Interestingly, anticyclonic eddies in November 1996 had different manifestation in the SST field (Fig. I). 
The most high temperature, about 2°C higher than in the deep basin, was at the centre of Al, the most low, up 
to 1°C lower than in the deep basin, at the centre of A2. SST difference between centres of these two 
anticyclones achieved 2.6”C. In the absence of synchronous hydrographic measurements. only common 
considerations can be applied to the difference. Doming of isotherms in the upper about 50 m, typical for the 
Black Sea anticyclones [6.7], should result in SST minin~um in eddies centres, especially under high position 
of cold intermediate layer and in more intensive eddies. Positive SST anomaly under the same anticyclone 
structure implies hydrostatically stable temperature inversion in the near-surface freshened layer (due to 
precipitation, river discharge), which prevents propagation of convection to the deeper layer [I 11. We do not 
know if Al and A2 differed in the near-surface thermohaline structure, but it is evident that in autumn SST 
anomalies at anticyclones centres can be both warm and cold. Change of the SST anomaly from positive to 
negative at the centre of A3 on 18 November could be determined by more intensive mixing of the surface 
layer after wind strenghening. 
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Fig. 1. NOAA-14 IR images of the southeastern Black Sea on (a) 13, (b) 14, (c) 15, (d) 16, (e) 17 and (f) 18 
November, 1996. Light (dark) tone corresponds to warm (cold) water. 
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Fig.3. Eddy field in the study region on 14 November, 1996: (a) position of anticyclones Al-A4 relative to the 
bottom topography. (b) scheme of surface circulation determined by Al-A4 and associated cyclones. 

4. On seasonal variability of eddy field 

Eddy picture in the southeastern corner in November 1996 is evidently not consistent with observations 
here of two cyclones in November-December I977 [ 12.161, which with regard to nieasurenients [3] gave rise to 
supposition that predominant cyclonic circulation occured during cold season associated with seasonal 
intensification of the Rim Current, its meandering over the slope and pinching off cyclones in much the same 
way as the Gulf Stream rings [ 121. 

To answer the question whether circulation in the area changes from anticyclonic in slltiiiiier-auturtin to 
cyclonic in winter we have analysed available observational data of different years. mainly of field 
nleasurenients with low spatial and teniporal resolution. The data are sunmarized in Table I. They are 
separated into seasons. Data on eddies observed during several seasons are given in every season, although in 
reality they could relate to different structures because of low temporal resolution of measurements. It should 
be taken into account also that most of data are based on hydrographic observations, which could cover only a 
part of the area or have inadequate spatial resolution to detect eddies with diameters of about 30 km. Because 
of this, availability of any eddy in the Table in a certain month (season) does not eliminate existence of another 
eddies at the same time. including those of opposite direction of rotation. Besides, horizontal scales and forms 
of eddies found by nonsynchronous low resolution hydrographic nleasurenlents can considerably differ from 
real ones in the cases of closely-spaced eddies and their movements. 

Analysis of the data has shown that coastal eddies, both anticyclonic and cyclonic, are generated in all 
seasons. In particular, eddies of opposing directions of rotation are observed in Batunii region in warm and 
cold seasons. The only quasi-stationary structure with unchanged direction of rotation is anticyclone north of 
Trabson In the open sea anticyclones or dipoles were observed in warn1 season. Diameters of eddies were of 
about 100 km, vertical scale exceeded 200 ni and their positions were changed within one degree both in 
latitude and longitude. In cold season (from December to March) both anticyclones and cyclones were 
observed. It is important to note that in the absence of extended survey of all the area the fact of a cyclone 
detection is not indicative of predominant cyclonic circulation at all. For example, cyclones in winters 1933 
and I956 (see Table I ) were detected in the same region as cyclone C 1 in November in Fig. I and the deep sea 
cyclone in June 1% I in [IO, 1 I]. In both the latter cases cyclones were parts of vertical dipoles. And it is not 
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unlikely that observed in winter cyclones in the deep sea were in reality, at least in some cases, counterparts of 
anticyclones. Only high resolution satellite images give real picture of surface circulation. Amount of the 
available cold season observations is considerably less than that of warm season (see Table I), so further 
accumulation of information is needed for the net inferrence about possibility, in certain situations, of 
exceptionally cyclonic circulation in the deep sea of the .area in cold season. 

It may be seen that the deep sea eddies have as a rule greater diameters than coastal ones. Diameters of all 
observed eddies in the southeastern Black Sea were changed within (1.5-5)*R,, where R,, is baroclinic Rossby 
radius of deformation equal to 20-30 km in the deep sea and 5- 15 km in the coastal zone [ 161. Factors that 
condition variety of eddy motions in the area can be anticyclonic velocity shear at the shoreward periphery of 
the Rim Current, its meandering or instability, availability of freshened water throughout the year due to 
precipitation and rivers discharges, local atmospheric forcing and irregularities of bottom or shore line relief. 
Besides, presence of a seaward large eddy can be the determining factor of generation of a coastal eddy of the 
opposite rotation, as it likely occured in [7]. 

Table 1. A sumnaly table of eddies observations in the southeastern Black Sea 

Season Month, year Types of eddies and their positions D,km H,m Reference 

Winter Nov.-Dec., 1977 C, centre at 42”3O’N, 40”20’E 56 200 I12.161 
C, northwest of Batunii 

December, 1985 A, northwest of Batumi 
January, 1989 A, north of Trabzon 
Feb.-Aug.1957 A, east of the line C.Yeros-Gudauta, 

most developed in February 
winters 1933, 1956 C, within 41”50’-42”4O’N, 39”50’-4l”OO’E 
winter A, north of Trabzon 

A, west of Poti 
A, southwest of Sukhumi 

Spring Febr.-Aug., 1957 A, between shore and the 
line C.Yeros-C.Anakria in May 

Mar.-Nov., 1992 A, centre at 42”l UN, 4 1”OO’E in March, 
with displacement southward and increasing 
diameter in the following months 

April, 1989 A, north of Trabzon 
May-Nov., 1985 A, at 70 km from the Georgian coast in May 

Summer August, 1951 
Feb.-Aug.1957 

Mar.-Nov., 1992 

May-Nov., 1985 
June, 1985 
June 8. 198 1 

June-Sep.,1984 
July l-13,1990 

August, 193 8 
August, 1962 

A, with large axis from Trabzon to Sukhumi 
A, in the central part of the SE area, less 
developed in August than in February and May 
A, with greater diameter in May and July 
than in March 

>I60 
<IO0 

150 

A, centre at >70 km from the Georgian coast 110 
C, northwest of Batumi 30 
A, centre at 42”25’N, 40”00’E 100 
C, centre at 4 1”40’N, 40”OO’E 100 
C, in the region of the Gudauta shoal 100 
A, centre at 41”40’N, 40”45’E 130 
A, centre at 42”35’N, 40”17’E 35 
A, northwest of Batunii 30 
A, in the region of C.Kodor 40 
A, centre at 42”lO’N, 40”25’E 1 IO 
A, centre at 41”56’N, 39”39’E 165 
C, centre at 42“45’N. 39“44’E 155 

60 
30 
80 

150 

75 
40 
40 

200 

->200 

130 

100 

80 
110 

,200 

200 

,200 

IO00 
100-150 
100-150 
100-150 

500 
500 
500 

iI71 
[ISI 
1131 

[61 
iI91 

[I31 

[I41 

[I81 
1171 

[I31 
[I31 

[141 

[171 
1171 

[IO,1 11 

[W 
191 

[61 
171 
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August, 1983 
simmer 

A, west of C. Anakria 40 
C, in the region of Batunli 40 
A, centre at 42”05’N, 39”40’E 90 Pll 
A, centre at 41”56’N, 40”25’E 135 PI 
C, centre at 4 l”2 I’N, 40”3O’E 135 

Autumn Mar.-Nov., 1992 

May-Nov., 1985 

June-Sep., 1984 
September, 1988 
September, I99 1 
Sep.-Oct., 1990 
Nov.-Dec., 1977 

November. 1996 

A, centre at 42”00’N, 4l”OO’E 150 >200 
most developed in September 
A, centre at 130 km from the 110 >200 
Georgian coast in September 
A. centre at 4 1”4O’N, 40”45’E 130 1000 
A, north of Trabzon 80 
A, centre at 4 1”53’N, 40” 15’E 150 =,500 
A, centre at 41”30’N, 40”30’E 100 1000 
C, centre at 32”30’N, 40”20’E 56 200 
C, northwest of Batumi 60 200 
Al, centre at 42”24’N, 39”5O’E 50 
A2, centre at 42”55’N, 39 4O’E 45 
A3, west of Poti 40 
A4, north of Trabzon 50 
C 1, centre at 42”l O’N. 40”05’E 40 
associated cyclones at peripheries of A3 and A4 <40 

Note:A (C) indicates anticyclone (cyclone): D - nlaximum eddy diameter; H - its vertical scale. 

[I71 

PO1 
[ISI 
PI 
[II 

[12,16] 

Figs. 1 
and 2 in 

t111s 
paw 

5. Conclusions 

Our analysis of available satellite imagery and hydrographic data has shown that: 
1. Anticyclones, cyclones and their conlbinations (dipoles. multipoles) can exist in the southeastern Black 

Sea both over the continental slope and in the open sea. So name the “Batumi eddy” for the characterization of 
the area circulation is uncertain. 

2. Anticyclonic eddies can be generated in all seasons. Conclusive evidences of predominantly cyclonic 
circulation during cold season that could confirm known hypothesis and results of numerical modelling were 
not found. It is quite possible that at least in some cases cyclones detected by hydrographic measurements were 
not isolated eddies, but parts of vertical dipoles. 

3. Diameters of all the observed eddles in the southeastern Black Sea were changed from about 30 km to 
more than 100 km, i.e. within ( I .5-5)*R,, (baroclinic Rossby radius of deformation): positions of centres of the 
deep sea anticyclones were changed within one degree both in latitude and longitude, 

4. Dipoles (multipoles) are effective mechanisms of local horizontal mixing and of the coastal-deep basin 
water exchange. Coastal anticyclones and associated cyclones at their peripheries influence the coastal current 
regime (flow either in the Rim Current direction when associated cyclone is close to the coast or in the 
opposite direction when maternal anticyclone IS near the coast). 

5 Local circulation can be considerably changed over the course of several days because of eddies 
movements, their interactions, disruption of dipoles and formation of new ones. 

6. Surface temperature difference between anticyclone centre and surrounding water depends on local near- 
surface tl~ermohaline structure, eddy intensity and the sea-atmosphere exchange conditions and can be both 
negative and positive in autumn. 
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Abstract. Joint analysis is carried out of NOAA infrared images (1993-1994) and of trajectories of ten surface 
drifters (1992-1995) to investigate space-time variability of main elements of the Japan sea dynamics and 
estimate their kinematic parameters. The most typical diameters, mean orbital velocities and periods of 
rotation of the observed eddies in the southern area were 90-140 km, 26-34 cm/s and 12-15 days, 
respectively. Their translation velocity did not exceed 2 cm/s. A role of eddies in the formation of some 
elements of the sea dynamics is shown and associated dissimilarity of the observed picture from the known 
schemes of circulation is noted. In a late autumn between 40 and 42”N the Liman Cold Current changed to the 
northward flow, may be associated with local anticyclonic eddy. 

1. Introduction 

Schemes of general circulation of the Japan Sea based on hydrographic measurements usually include two 
main branches of the Tsushima Warm Current (TWC), one of which flows along the Japanese coast and the 
another one, the East Korean Warm Current (EKWC), along the Korean coast, the Liman Cold Current 
(LCC), the Subpolar Front and cyclonic gyres north of the front (e.g., [1,2]). Some elements of the circulation 
(separation of the EKWC from the Korean coast at about 37-38”N and its propagation along the Subpolar 
Front, cyclonic gyre in the East Korean Bay) are reproduced in numerical modelling [2]. 

However satellite imageq of the sea [3-61 showed that eddies pla:i an important role in the current 
variability, which can determine dissimilarity of real circulation from the schemes. Spatial and kinematic 
(angular and orbital velocities, translation velocity) characteristics of these eddies and seasonal variability of 
the observed eddy patterns are poorly known as well as velocities and seasonal variability of the climatic 
currents. In this paper we consider role of mesoscale eddies in the Japan Sea surface circulation and 
association of some of them with the bottom topography, space-time variability and kinematic parameters of 
main elements of the circulation (eddies, climatic currents) and also correspondence of the observed 
circulation with known schemes and results of numerical modelling. The study is based on joint analysis of 
NOAA infrared (IR) images and trajectories of satellite-tracked surface drifters. 

2. Data 

Data set included 41 relatively cloud-free IR images, 24 of which were received during autumn 1993 (from 
15 September to 8 November), 16 during spring 1994 (from 28 March to 19 May), and one on 25 October 
1994. Used IR images were received from the Advanced Very High Resolution Radiometer (AVHRR) on the 
polar orbiting NOAA-IO, 11,12 satellites in high resolution picture transmission (HRPT) regime. Procedure of 
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atmospheric correction and transformation to Mercator projection were applied to the images [6]. Trajectories 
of ten satellite-tracked drifters propagated in the study area in the period from November 1992 to August 1995 
were also used in the analysis as well as published results of hydrographic surveys in the southeastern area in 
August [7] and October [S] 1993 and in March 1994 [9]. 

3. Eddies in the Japan Sea 

Scheme of surface circulation of the Japan Sea based on IR images for 18-I 9 September 1993 is shown in 
Fig. 1, The scheme includes mesoscale anticyclonic eddies aligned in two chains (one along the Korean coast, 
Al, A5 and A6, and the another meridionally oriented, Al-A4) with a common Al, the TWC with its 
branches (in particular, zonal flow D), anticyclonic shear vortices of the A7 type between the LCC and the 
Siberian/Korean coast, and anticyclonic loops of the A8 type at the Subpolar Front. The same eddy features are 
seen on drifter trajectories (Fig.2; trajectories of the rest four drifters are presented in [lo]). Values of 
diameters D, mean orbital u and angular o velocities and revolution periods T for the eddies estimated from 
the trajectories are given in Table 1. It may be seen from the Table that the most typical D, u and T of eddies 
in the southern area were about lOO- 140 km, 26-34 cm/s and 12-15 days, respectively. 

Sequence of satellite images allowed to trace variation of diameters and spatial positions of eddies Al-A6 
in time. Diameter of the quasi-stationary eddy Al, which provides the northward transfer of the TWC warm 
waters via the systems of adjacent eddies A2-A4 and A5-A6, changed with time, but its location was relatively 
stable. From 18 September to 8 November, 1993 eddies A2 and A3 shifted basically to the west by 60 km and 
20 km, respectively. Trajectory of drifter NO3156 (Fig.2a) shows that eddy A3 moved by 50 km to the west 
from June to December 1993. Eddy A4 was not manifested in satellite images in November, but according to 
drifter N1993b trajectory (Fig.2c, Table 1) it existed even in December, although its diameter decreased 
significantly. From September to December 1993 the eddy drifted to the northwest approximately by 110 km. 
“Coastal” anticyclone A5 was not traced on satellite images in October-November; more likely it combined 
with A2 displaced to the west. Another eddy of the “coastal” chain, A6 in the East Korean Bay, displaced 
unlike to Al-A4 about 55 km east by November. Translation velocity of eddies Al-A6 did not exceed 2 cm/s. 

In August-September 1993 a cyclonic eddy centered at about 37.8”N, 129.5”E was observed near the Korean 
coast (structure C in Figs.1 and 2a, velocity achieved 52 cm/s near the Korean coast; ADCP and CTD- 
measurements on 6-14 September 1993, [I 11). Probably, the intense southward flow was associated with the 
LCC. It is not excluded also that entrainment of the LCC cold waters by cyclonic vortices of the C type 
associated with coastal anticyclonic eddies (A5 and A6 in Fig.1) could lead to propagation of these waters 
practically up to the northern periphery of quasi-stationary eddy Al. From the other side, the propagation of 
these cold waters along the eastern sides of eddies A5 and A6 can reach 37.5 “N. 

Eddy picture in spring 1994 was the same in general terms in the southwestern area and more complicated 
in the southeastern one (see Fig.4 in [lo]) that could be determined by two factors. Firstly, it is in spring, with 
increasing the TWC transport, that intensive eddy formation occurs [12], which is confirmed by the larger 
number of eddies at the 200 m - monthly mean temperature map in March 1994 [9], with respect to October 
1993 [S]. Secondly, because of the eroded sea surface temperature gradients in autumn eddies in the area could 
not be traced. 

It follows from comparison of autumn 1993- 1994 and spring 1994 satellite images that coastal eddies and 
anticyclones of the “meridional” chain are typical for both seasons. The same likely relates to the largest 
anticyclone (or anticyclones) with diameter of more than 120 km in the region of the Yamato Rise. In spring 
the anticyclone was centered at about 38”N, 134”E (it was manifested also in monthly mean temperature at a 
depth of 100 and 200 m in March 1994 [9]). In autumn 1993 similar eddy was centered about 1” north [8]. 
This anticyclone for sure determined intensive zonal flow around the Yamato Rise (structure D in Fig. 1) due to 
entrainment of the northward TWC branch over the Oki Bank. In October-November 1993 this flow was 
absent, but large area of warm water was still present in the region. Form of the area, shear cyclonic vortices at 
its northern and eastern peripheries, its location in the region of frequent observation of warm eddies [5] and 
monthly mean temperature distribution maps for October 1993 [S] pointed on its relationship with an 
anticyclonic eddy. The presence of the intensive flow at the periphery of the quasi-stationary anticyclone in 
September 1993 and its absence in October-November 1993 can be explained by seasonal variation of the 
TWC volume transport, which is minimum from February to May and maximum in August-September [5]. It 
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Fig. I. Scheme of surface circulation of the Japan Sea in September 1993 based on the NOAA AVHRR IR 
images (similar scheme in [6] is assumed as a basis). 

Table 1. Spatial and mean kinematic parameters of anticyclonic eddies in Fig. 1 determined from surface 
drifters trajectories 

--------------------------------------------------------------------------------- 
Eddy D,km T,days w,rad/s u, cm/s Drifter Month Year 
--------------------------------------------------------------------------------- 
Al 100 14.4 5.0*10-6 26 03156 July 1993 
A2 103 14.1 5.2*10-6 26 
A2 103 12.4 5.9*10-6 30 

03 156 Aug.-Sep. 1993 
03156 Nov. 1993 

A3 140 15.2 4.8*10‘6 34 03156 June 1993 
A3 140 15.2 4.8*lW6 34 03157 June 1993 
A3 130 9.5 7.7*lo-6 50 03156 Dec. 1993 
A4 56 7.0 10.4*10-6 29 1993b Dec. 1993 
A6 70 18.7’ 4.0*10-6’ 14 1993b Sep.-Oct. 1993 
A6 85 18.0 4.0*10-6 17 1994b Oct. 1994 
A7 40 6.0 12.0*10-6 23 21577 Aug. 1994 
A7 25 5.0 14.5*10-6 18 1994a July- Aug. 1995 
A8 65 10.7’ 6.8*lo-6’ 22 1993a Oct. 1993 
A8 60 12.8 5.6*10-6 17 1994b June-July 1995 
__----__----------------------------------------------------------------------- 

Note: values with ’ are determined from the drifters trajectories and IR image-borne diameters. 
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Fig.2. Trajectories of drifters: (a) N03156, (b) N1993a, (c) Nl993b, (d) N1994a, (e) Nl994b, (f) N21571. 
Letters denote discussed elements of circulation (months of the slructures observations are indicated 
under lines). Periods of drifters propagation in the sea are given in the left coImers of figures. Some 
points of reference are marked by dates. 
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is of interest whether the observed in autumn and spring large anticyclones in the region of the Yamato Rise 
were the same quasi-stationary bottom controlled eddy, which changed its position in time (for example; due to 
self-propelling mechanism of a dipole on its basis) or seasonally. In particular, displacement of centre of this 
eddy to the south by 30 km from 2 April to 6 May, 1994 (Figs.3 and 4 in [lo]) might be related with dynamics 
of a dipole formed from the eddy and associated cyclone at its periphery (Fig.4 in [lo]). 

Analysed satellite images suggest that the stable EKWC as the branch of the TWC does not exist that is in 
accordance with result of investigation [5] and is confirmed by comparison of Fig. 1 with practically 
synchronous velocity field obtained with ADCP measurements [ 111: unidirectional northward flow near the 
Korean coast in September 1993 was absent and velocity distribution corresponded to eddy picture in Fig. 1. In 
fact warm water band along the Korean coast is conditioned by successive transmission of the TWC-origin 
warm water by chain of coastal anticyclones. It is evident also that zonal flow around the Yamato Rise is not 
extension of the EKWC but the TWC-origin water flowing northward from the Oki Spur. 

From four anticyclonic loops observed at the Subpolar Front (Fig.1) the only eddy A8 northwest of the 
Yamato Rise (Fig.1 and Table 1) kept its identity in September-October 1993. Probably, it still existed in 
November 1993, judging from the spot of the warm waters in its location area. Its orbital velocity derived from 
drifter Nl993a trajectory in October 1993 (Fig.2b) was equal to 22 cm/s and its revolution period estimated 
with regards to IR image-borne diameter was about 11 days (Table 1). It is surprising that anticyclonic eddies 
at the same place were observed in October 1994 (IR image) and in June-July 1995 (trajectory of drifter 
N 1994b in Fig. 2e). It would be of interest to clarify the reason of rather stable position of the eddies. 

Shear anticyclones of the A7 type of about 35 km in diameter observed in September 1993 disappeared in 
October that was supposedly determined by seasonal variability of the LCC. Trajectory of drifter N1994a 
within such eddies in July 1995 is seen in Fig.2d. 

4. Boundary currents 

The ?:wshirnn Wmw (‘~/r-rent (7%X>. Propagation of the TWC along the Japan coast was accompanied by 
its meandering, branching near the Oki Spur and the Noto Peninsula and entraimnent by local eddies. Velocity 
in the Nearshore Branch changed, according to drifters data (Figs.2a, 2b and 2e), from 16 to 32 cm/s and 
increased to 40-50 cm/s near the Oki Spur, in cyclonic meander west of the Noto Peninsula and in the 
northward flow up to the Tsugaru Strait. Lesser velocities were observed near the Subpolar Front: 1 l-l 5 cm/s 
between 133 and 137”E with increasing to 22-33 cm/s, as the Japan coast and the Tsugaru Strait were 
approached. Velocity of the flow north of the Tsugaru Strait (Figs.2b, 2d and 2f) changed from about 14 to 30 
cm/s with tendency to decrease in cold season and northward. For example, velocity of drifter Nl994a (Fig.2d) 
changed from 30 cm/s in September to 14 cm/s in December 1994 between 45 and 46”N and from 30 to 16 
cm/s in September, as the drifter moved from 45 to 48”N. Registration of anticyclonic eddies or dipole 
structures by two different drifters in different seasons (drifter Nl994a in November-December, structure G, 
and drifter N21571 in August 1994 in Figs.2d and 2f, respectively) in the same region west of the Musasi 
Bank implies their relationship with bottom topography. Westward branches of the TWC were observed in the 
regions 43-44, 46.7 and 47.5-48”N (Figs.2d and 20. 

?h/le I,inmn (‘OIL/ C’un-ent (LK’). Velocity of the LCC between 48 and 42”N changed in the range from 14 to 
38 cm/s (Fig.2d) and increased up to about 90 cm/s between 46.6 and 43”N in September 1994 (Fig.20. It is 
m~iown whether the increase was associated with increasing velocity of the current in September (as 
compared with October or May) or with intensive drift current due to strenghening of northerly wind. It is 
important to note that by a late autumn (between September and December) there is a change of the local 
current direction between 40 and 42”N from the southward LCC to the northward flow, as indicated by 
trajectories of two drifters Nl993b and Nl994b (Figs2c and 2e, respectively). For example, the southward 
LCC with 15-19 cm/s at 40.5-41.5”N in September 1993 was changed by the northward flow with 12 cm/s in 
December 1993, determined by seasonal absence of the LCC and presence here of anticyclonic eddy, may be 
A4 (Fig.2c). This change of the local current direction after September well conforms with circulation 
peculiarities seen in satellite imagery, namely the warm water northward transport conditioned by its 
entrainment from the south by neighbouring anticyclonic eddies and disappearance of shear anticyclonic 
vortices near the coast (see above). Trajectory of drifter Nl994a in November 1994 (Fig.2d) showed the LCC 
branching to the east with velocity of 14 cm/s near 44.3-45.0”N. 
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5. Conclusions 

Analysis of satellite and drifters data detected marked mesoscale activity in the Japan Sea and associated 
variability of the climatic currents. Kinematic parameters of various mesoscale eddies and the currents were 
estimated. The analysis allowed to conclude that: 

I General features of the eddy field in the western area of the Sea uere the same in autumn and in spring. 
however in the southeastern area more intensive eddy generation w-as observed in spring. probabl! conditioned 
by the seasonal increase of the TWC transport. 

2. It is anticyclonic eddies along the Korean coast. within 130-132”E (“meridional” group) and over the 
Yamato Rise that provide northward transport of the TWC-origin warm water to the Subpolar Front and even 
farther in the Ivestern area as well as cold water southward intrusions along the eddies eastern peripheries. 

3. Some of the obscwed eddies are likely associated with the bottom topography peculiarities (e.g.. 
anticyclones in the Ulleung Basin. over the Yamato Rise and west of the Musasi Bank). It is uknovvn if 
anticyclones with centres at 39”N. 134OE and at 38”N. 131”E observed in August-Nov.ember 1993 and in 
March-May 1991. respectively. were manifestation of one the same quasi-stationan bottom controlled ed&. 
which could be shifted in time or seasonally. Reason of rather stable position of anticyclones in the Japan 
Basin northwest of the Yamato Rise is also unclear. 

4. Anticyclonic rotation of the eddy in the East Korean Bay is &pica1 at least for spring and autumn. 
Considering. that the opposite (cyclonic) rotation was shovvn in [1.2] further investigation is needed of the 
circulation in this region basing on the oceanographic data and numerical modelling. 

5. Because of the eddy nature of the EKWC there is no sense to consider its deviation from the Korean coast 
near 37-38”N and further propagation to the cast along the Subpolar Front. as it is tried to be shown in 
numerical modelling (see 121). 

6. Betvveen September and December (probably in October) in the region 1042”N the change of the current 
direction from the southward LCC to the northward flow is possible. With consideration of 1131. we can 
assume that the LCC at this region is absent at least from a late autumn to March. The fact as well as 
possibility of appearance in this season of the opposite (northward) flow associated with local anticyclone 
should be taken into account in numerical modelling of the region circulation. 

The authors were supported by grant N98-(X-647 15 from the Russian Foundation for Basic Research. 
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Abstract 
In the early 80s K. N. Fedorov isolated five regimes of the near-surface ocean 
layer: those of wind-wave mixing, convective mixing, volume absorption of radian 
energy, freshening through precipitation, Langmuir circulation. Later, 
researchers found features of the near-surface layer evolution which could also 
be qualified as a regime of the near-surface layer: the regime with a fine 
thermohaline structure of the near-surface layer and the regime of openings and 
polynyas, often observed in the Arctic basin. The present report presents 
analysis of the mathematical models of near-surface layer for various regimes. 
The commonness of theoretical basis for these models is shown. As a result, a 
unified mathematical model is proposed, in which the models of individual 
regimes are the constituents. 

The notion of the ocean near-surface layer was first introduced by K. N. Fedorov at the beginning of the 
80s and has attracted close attention of researchers ever since. The identification of the ocean near-surface layer 
as the subject of investigation made it possible to highlight many changeability aspects of the hydrophysical 
fields in the layer in a more detailed and logical way, to demonstrate the important relationship between the 
phenomena on the surface and atmospheric processes as well as the processes going on in the ocean’s deep layer. 
Thus, we can say that the near-surface layer plays the part of the principal transmitting climatic link between the 
atmosphere and the ocean. 

Based on the current level of knowledge of the near-surface layer, the following constituent parts in its 
structure are identified: 

l thermal boundary layer; 
l upper mixed layer; 
l diurnal thermocline. 

In its turn, the upper mixed layer includes a daytime mixed layer and all those separations that emerge 
due to the instability of atmospheric effects on the ocean surface. 

Below the diurnal or near-surface thermocline, there goes on the decrease in temperature down to the 
seasonal (main) thermocline, i. e. in the general case in the vertical structure of the ocean there exist the main, 
the seasonal and the diurnal (during the day-time) thermoclines. 

It should be noted that besides the thermal changeability of the near - surface layer, the salinity 
changeability in the layer is also observed caused mainly by precipitation as well as horizontal advection of the 
more freshened waters. 

Hence it is easy to notice that the thermohaline structure of the ocean near-surface layer is significantly 
different with various interactions of the ocean and atmosphere and energy exchange between them. On this 
basis at the beginning of the 80s the five significantly different regimes of the near-surface layer were identified 
[ 171: 

l the regime of intense wind-wave mixing ( the wind velocity exceeding 8-10 m/s); 
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l the regime of intense convection ( the night-time, autumn-winter one ); 
l the regime of the Langmuir circulation (the wind velocity being 3-10 m/s); 
. the regime of intense solar heating in calm and low-wind weather ( the wind velocity being not more 

than 3-5 m/s); 
l the regime of the near-surface sweetening through precipitation. 

Development of the near-surface layer investigation methods [9, 201 allowed to identify a sixth regime, 
related to the fine structure of the near-surface layer due to horizontal advection. 

The seventh specific regime of the ocean near-surface layer is, in its turn, related to the peculiarities of the 
thermohaline structure of leads in the polar and near-polar seas [ 1, 161. In summer these ice lanes act like thermal 
accumulators, where in addition to this, the melt water flowing from the surface of ice fields is stored. As a result, 
there emerges a freshened layer which has its lower boundary in the form of a thick pycnocline and, because of 
sustained heating and sweetening, is characterised by high density stability. In winter the leads are the fields of 
development of free gravitational thermohalinal convection, resulting in a continuous active inflow of salt water 
into the near-surface layer. 

Because of its location, the near-surface layer of the ocean is under a constant varying atmospheric 
influence. It has been proven that it is the atmospheric anomalies resulting in about 60 % changeability that are 
the major causes for space anomalies of the sea-surface thermohalinal characteristics, while the drift-advection 
contribution only amounts to about 10-15 % [ 121. 

Most of the available mathematical models can describe seasonal variability of the near-surface layer 
parameters [lo, 13, 18, 211 as well as the diurnal changeability of the layer [6, 7, 9, 11, 15, 171. In recent years 
due to the development of computer engineering allowing to perform large volumes of calculations, there has 
emerged a new line in modelling the ocean near-surface layer related to numerical methods of solving the 
problem. In these models. as a rule, simulated are the turbulent processes in the interacting boundary layers of 
the ocean and atmosphere as a unified system, in particular, in the non-stationary form, too [4, 51. There the 
meteorological and hydrophysical processes, turbulence characteristics and the parameters of interaction of the 
two media, including the sea-surface temperature, are jointly determined by set conditions at the outer 
boundaries of the interacting media [14]. The advent of such mathematical models has made it possible to 
simulate to sufficient accuracy the processes of the diurnal cycle occurring in the near-surface layer. 

However it should be noted that the mathematical models obtained are rather bulky and include a very 
large number of outer set parameters. Besides, one should also allow for the fact of errors in the numerical 
schemes in solving the problem. This leads to attempts to create models on the basis of analytical solutions of a 
system of hydrothermodynamic equations and a balance equation of turbulent kinetic energy with a possibly 
minimal employment of parametrizations and with application of numerical methods [8, 221. This fact allows us 
to conclude that the most effective line in modelling the changeability of the ocean near-surface layer parameters 
is symbiosis of the analytical and numerical solutions with parametrizations for problems with parameters 
without significant sacrifice of precision. 

The mechanisms of formation and evolution of the near-surface layer considered under the condition of a 
steady-state turbulent regime, horizontal homogeneity, absence of advection and vertical homogeneity within the 
limits of the upper mixed layer, are based on a system of the three equations: the equation of water temperature 
evolution in the daytime mixed layer, the equation of balance of turbulence energy and the equation of 
dissipation: 

(2) 

(3) 
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where b is turbulence energy, m2 /s2, (E is dissipation of turbulence energy, m2 /s3; k is turbulence coefficient, m2 

Is; u, v are horizontal constituents of the current, m/s; QT is reduced heat flux, “C.mls; a is coefficient of 

thermal expansion, “C-l; ab, al, a2, ~3, a4 are dimensionless coefficients. 
For completion of the system, the Kolmogorov relations are employed, as well as an assumption on the 

constancy of turbulent energy values along the vertical and of the gradient of dissipation within the daytime 
mixed layer, is introduced. The boundary conditions at the water-air boundary are written in the form of a 
turbulent energy flux and dissipation gradient along the verticaLIn doing so, we consider the dissipation gradient 
to depend on the turbulent energy flux across the water-air interface and roughness parameter. The solution of the 
system is the transcendental equation for thickness of the daytime mixed layer and the equation for temperature 
evolution of the mixed layer: 

H= 1.04A 
1 

+ 3.8g 
1 

%,T+9; c 9;+ 4; 

i-T q;- 9; 
at= H ’ (5) 

where A, C, D, P, are dimensional complexes; qi and 4; are heat fluxes at the water-air boundary and at the 

lower boundary of the mixed layer, “C.m/s. In order to determine the magnitude of q: , the notion of the two 

so-called sub-regimes is introduced here: 

l sub-regime of detrainment (qg = 0); 

l sub-regime of entrainment ( q$ f 0 ). 

Here for the entrainment sub-regime we assume self-similarity of the temperature profile below the mixed 
layer: 

sg= -g(H- H,)(l- a,)+ $(T- TH)aT , 

where H, is the depth of the thermocline position, m; TH is water temperature at the lower boundary of the 

thermocline, “C ; CXT is dimensionless heat content in the layer [ H- H,], a self-similarity coefficient. 
As a solution of the system (4-6), we have evolution equations to calculate thickness of the mixed layer 

and water temperature in the layer. In order to solve the given system, it is necessary to pay attention to the new 
calculation of the self-similarity coefficient aT from the ratio of the real heat content of the layer from the 
lower boundary of the daytime mixed layer with a minimal thickness down to the lower boundary of the diurnal 
thermocline, to the possible heat content of this layer if the thickness of the daytime mixed layer reached the 
lower boundary of the diurnal thermocline, i.e.: 

q2- HU=- TH) 
aT= ‘- (T- TH)(Hd- H) ’ (7) 

where q2 is the quantity of the heat obtained by the layer across the ocean-atmosphere interface during the 

detrainment regime, m.“C; Hd is the depth of the upper thermocline, m. 
For the regime of the volume absorption of radiant energy, a term is introduced into Eq.1 which is 

related to the account for the radiant energy flux through the water-air boundary. 
For the regime of sweetening through precipitation, as well as allowing for salinity effects due to the 

influence of evaporation, the model is transformed, and the system is complemented by the equation of salinity 
evolution: 
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as aQs 
-z-=--27 

where Qs is reduced salt flow, %o~m/s. 
In doing so, for the regime of sweetening through precipitation the dynamic impact on the daytime mixed 

layer is considered as a sum of addends, standing for dynamic wind forcing, kinetic energy of falling raindrops 
and friction velocity at the lower boundary of the freshened layer, respectively: H 

T’= cg2+ c; Z2(U2+ W2) u4 
4g2H2 

+ c;c; 
f2H2 ’ 

where I is rainfall intensity, m/s; w is vertical velocity of falling raindrops, m/s; cd is coefficient of resistance; 

c-2 =lo-3, dynamic friction coefficient at the lower boundary of the layer [ 111; cr = 790 [3]. 
The solutions allowing for changes in salinity are more complete. However, in the absence of precipitation 

during the day and night periods, and providing that the contribution of the thermal factor into buoyancy flow is 
greater than that of the salt one, the salt flow can be neglected, and one can use the solution without regard for 
salinity. 

In order to check upon adequacy and accuracy of the results of modelling, the model was tested by the 
data of two long-term stations in the Gulf of Finland. The correlation coefficients K, and conformity criteria K 
obtained through statistical analysis show close relationship between the results of the modelling and the in situ 
data, which proves goodness of fit of the simulated calculations and the data of the in situ observations. The 
ratio S /O as a characteristic of reliability and efficiency shows that it is possible to use the model. 

To verify the model in the regime of the upper layer sweetening through precipitation, the 
observational data obtained by J. Price [ 191 in the Western Atlantic as well as by Fedorov and Ginzburg [2] 
were used. 

Also performed was modelling with various combinations of meteoparameters in order to isolate the 
principal mechanisms of formation and evolution of the near-surface layer features. For the calculations, varied 
combinations of the values of wind velocity and cloudiness were taken which were set to be constant during the 
entire calculation period, and the air temperature changeability Ta was assumed to be sine-shaped, due to which 

the changeability of the heat flux 4: through the water-air boundary was also found to be close to a sine curve. 
The calculation period was three days, and as shown by the results, this time lapse is sufficient for achieving a 
stable pattern of changeability of the above parameters. 

According to the conducted calculation experiments, among the common trends in changeability of the 
near-surface layer features the following ones should be pointed out: 

l an increase in the diurnal amplitude of temperature changeability with decreasing wind velocity and a 
lower amount of clouds, which is explained, in its turn, by a higher amplitude of the heat flux changeability 
across the water-air interface; 

l a decrease in the mean diurnal temperature of the near-surface water layer is observed with strong winds 
even with a positive net heat flux, which is explained by reaching the lower boundary of the mixed layer of the 
depth of the diurnal thermocline position and large mass flows at the lower boundary of the mixed layer; 

l a stable natural temperature trend with low wind velocities resulting in the heating of the daytime mixed 
layer, depending on the amount of clouds (in the evolution of the diurnal mixed layer thickness, the interdiurnal 
changeability trend is expressed only slightly); 

. a well-pronounced trend towards increasing of the mixed layer thickness at high wind velocities because 
with the deepening regime of the mixed layer its thickness reaches the thermocline very quickly and increases 
the depth of position of the latter till the operation period of the night convection regime is over; 

l in the absence of precipitation during the day and night periods and provided that the contribution of the 
thermal factor into buoyancy flux is larger than that of the salt one, the salt flux can be neglected, and one can 
use the solution without regard for salinity. 

To calculate formation and evolution of the near-surface layer structure, a computerised equipment 
system was developed for assimilation of satellite information. The scheme of the operation of the system can 
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be arbitrarily divided into three stages. First, the calculation points are selected covering the target body of 
water, and the initial profiles of thermohalinal characteristics in each point are specified. Then, a calculation 
based on the above near-surface layer model is made for each point of the area till the new satellite information is 
received. In doing so, used are the necessary meteorological data of coastal stations, on-route ship observations 
etc., interpolated for each of the calculation points in the assigned area. 

On receiving information from a satellite at a certain moment of time, the calculated temperature field 
of the daytime mixed layer is compared with that obtained by the results of the satellite surveys, and then the 
temperature profiles calculated as a result of modelling are adjusted for the satellite data. If need be, the 
profiles obtained and the maps of distribution of the thermohalinal characteristics can be employed for further 
work, and the operation of the computerised equipment system goes on, based on the corrected information till 
the next packet of space information is received. The adjustment of the temperature and salinity profiles is 
performed by the data of the expedition and on-route ship observations, as the materials become available for 
the system’s database. 

The water body of the Gulf of Finland was chosen as an example of employment of the computerised 
equipment system for calculation of changeability of the near-surface layer characteristics. In our work utilised 
were images obtained from the NOAA-14 satellite as well as meteorological data in the form of ring weather 
maps with 3hr resolution. 

Comparison of data of the modelling and those of satellite surveys on the mixed layer temperature show 
that on the whole the picture of the modelled temperature distribution fits adequately the temperature distribution 
of the layer obtained by the satellite data and demonstrates the major peculiarities of its distribution well. 
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Abstract. The article deals with typification of the winter vertical thermohaline profiles performed on the basis 
of all available data obtained during hydrological surveys in the central and eastern parts of the Laptev Sea 

during 1960-I 984. Five characteristic types have been established. The possibility of overcooling and subsequent 
frazil ice formation along the boundary between the upper quazihomogeneous layer (UQL) and seasonal 

picnoclyne has been analyzed. This was the basis for geographical zonation of the central and eastern parts of the 
sea according to existing hydrological situations of different types. The following regions have been established: 
possible flaw polynya, peripheries with freshened water, areas of possible overcooling and frazil ice formation, 
and the regions with warm seasonal picnoclyne and lower layer. The areas of possible or impossible frazil ice 

formation have been shown to have “spotted” spatial distribution patterns. 
Using the results of laboratory modelling we have estimated the intensity of frazil ice formation (Vi) along the 

boundary between seasonal winter picnoclyne and UQL depending upon the UQL dynamic state (or the range of 
average flow rate - U). Spatial distribution of Vi in the central and eastern parts of the Laptev Sea during 

wintertime has been reconstructed. The highest rate of frazil ice formation appeared to be restricted to the near 
delta regions of the Laptev Sea (especially near the main branches of the Lena River). It ranges from 0.2- 1.4 
cm/day, if the average rate in UQL (U) equals 2 cm/day, to 3.0-34.0 cm/day at I&l0 cm/day. In the regions 

where during wintertime drift ice dominates over fast ice the rate of Brazil ice formation is lo-20 times less. The 
intensity of the possible sediment flow (Usd) towards the lower drift or fast ice surface depending upon fiazil ice 

formation (V,) has been evaluated. This is the lowermost estimation of Usd since calculations took into 
consideration only the mechanism of sediment incorporation from water during formation of frazil ice crystals. 

The process of sediment “scavenging” during uprise of Brazil ice crystals in UQL has been ignored. In the 
average, Usd value varies from 1.2 mg/m’.day at average U=2 cm/day in UQL to 30.0 mg/m*.day at U=10 cm/day. 

1. Introduction 

Many large rivers fall to the Siberian shelf seas (in particular, the Laptev Sea). They carry a vast amount of 
fresh water and sediments. In the winter the freshwater runoff is small, being actually absent in some rivers and 
branches of the Lena River. However, the upper quasi-uniform layer (UQL) in the eastern Laptev Sea in winter 
remains considerably freshened. Freshening of the winter UQL leads to a higher temperature in this region of the 
Laptev Sea, than the temperature in the pycnocline and the lower salinity layer. Thus at the UQL/pycnocline 
boundary the conditions typical of the double-diffusion heat and salt exchange are created and exist during the 
entire winter period. These conditions contribute to supercooling and subsequent frazil ice formation [5,17]. This 
effect was described by Nansen [lo] who found that part of water desalinated by the river runoff at the contact 
with underlying saline and cold water would supercool and form frazil ice, especially in the near-mouth sea 
regions. 

The main cause for supercooling of the desalinated by the river runoff water and subsequent frazil ice 
formation is a more rapid heat sink to the lower cold and saline sea water, as compared with the counter salt flux. 
The different efficiency of heat and salt exchange is due to the fact that the molecular temperature diffusion 
coefficient (K,) exceeds the molecular salt diffusion coefficient (Ksm) by two orders (K,/ K,, =lO*). This 
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permits us to cetll the mechanism for supercooling and Brazil ice formation under consideration the double- 
diffusion [8]. Frazil ice formation in the zone of contact of fresh and salty waters results in the growth of 
practically freshwater ice crystals As a result, ice with a chaotic orientation of crystals is formed. Thus interlayers 
of this ice 2 cm to several meters thick can be identified by structure and texture in the total strata of multiyear 
drifting and fast ice in the Arctic [7,11,18]. 

When frazil ice forms, the suspended sedimentary material [ 141, brought with river water, are trapped. Hence 
the mechanism of frazil ice formation will play quite a significant role in transport of sediments to the surface of 
fast and drifting ice but also, probably, in wintertime. 

2. Results 

Regioning and geographical analysis of the conditions for possible supercooling and subsequent frazil ice 
formation were based on data of the winter oceanographic expeditions “Sever” and the Tiksi Administration for 
Hydrometeorology and Environmental Control (TAHEC) from 1960 to 1984. These expeditions were carried out 
in the Laptev Sea in the winter from December to May. 

A combined analysis of the vertical temperature and salinity distribution at all available oceanographic 
stations for twenty five years has shown the winter vertical thermohaline structure in the central and eastern 
Laptev Sea to be quite diverse and strongly dependent on the preceding summer hydrological situation. On the 
basis of this analysis a composite chart was constructed which provides understanding on the diverse winter 
hydrological situations and their geographical distribution in the sea (Fig. 1). The analysis was performed in 
terms of probable frazil ice formation. 

Of all diverse winter vertical thermohaline profiles, five most typical profiles can be identified on the whole. 
They are presented in Fig. 1. As is seen, the supercooling at the UQL/seasonal pycnocline boundary and 
subsequent fiazil ice formation are possible in principle, only in two cases (a) and (e) (see Fig. 1). In the other 
three cases it is impossible, but the reasons are different. In one case - (b) (see Fig. l), stratification is actually 
absent. This temperature and salinity distribution is most often observed in the winter at the stations located in 
the central and western Laptev Sea (Fig. 1). The influence of the freshwater runoff there is either absent or 
insignificant. Such distribution is also observed in the region of the flaw polynya. The region delineated on the 
basis of this analysis is situated between the extreme (the northernmost and the southernmost) positions of the 
fast ice edge (Fig. 1). 

Figure 1 (cases -c and -d) present the situations where supercooling and frazil ice formation at the 
UQL/pycnocline boundary are impossible under winter conditions, as the pycnocline and the lower layer are 
much warmer than the UQL, although they are more saline. At some stations the warm near-bottom layer is 
preserved up to the end of the winter season. The presence of a strong seasonal pycnocline which is not 
destroyed during the entire winter period and in a way “locks” the warm layer contributes to its preservation. 

Special attention should be paid to the situation presented in Figure 1 (case -e). It is very common and is 
observed exceptionally in the most shallow near-delta sea regions (Fig. 1). In these regions the temperature and 
salinity distribution is such that there are simultaneously the conditions for supercooling and frazil ice formation 
with the warm layer located near the bottom (see Fig. 1, case -e). The pycnocline occupies the entire water 
column under fast ice. The heating of the uppermost sub-ice layer and the increase in the pycnocline thickness 
after the autumn storm and convective (seasonal) UQL increase are probably governed by the subsequent winter 
river runoff. It leads to the secondary sub-ice desalination after stable fast ice formation creating the secondary 
pycnocline which merges with the seasonal pycnocline. In addition, one may suggest that the temperature 
minimum that is frequently observed in the near-delta region (see Fig. 1, case -e) can also be of advective origin. 
Due to isopycnic motion, water of approximately similar salinity (density) but much more cold from the nearby 
more shallow region with uniform temperature and salinity conditions from the surface down to the bottom, can 
penetrate to this level (see Fig. 1, case -b). They are governed by the autumn storm mixing that reaches here the 
bottom. 

The presence of a cold intermediate layer (see Fig. 1, case -e)creates an additional “blocking” effect for heat 
penetration from the lower warm layer to the ice cover along with the “blocking” effect of salinity (density) 
stratification. The heat fluxes from the upper and lower layer are directed to the cold layer and are lost due to irr. 
heating. 

The main conclusions that are based on the analysis of a composite chart of different winter hydrological 
situations given in Fig. 1 are completely confirmed by the analysis of the spatial distribution of such a 
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characteristic as ATf = T-r,. It was determined for the seasonal pycnocline and where the pycnocline 
weakened or absent - for the lower layer. Here T- the measured water temperature and z,- the temperatm 
water freezing at a given salinity were calculated by standard algorithms. 

. .a 
I .‘T S. 

was 
-e of 

Figure 1’: A composite chart of winter hydrological situations in the central and eastern Laptev Sea in 
terms of analyzing the principal possibility for supercooling and subsequent frazil ice formation at the 
UQLlseasonal pycnocline boundary. From data of oceanographic stations of the “Sever” expeditions and the 
Tiksi Administration for Hydrometeorology and Environmental Control for the 1960 to 1984 period. 
Typical vertical temperature and salinity profiles in the winter in central and eastern Laptev Sea (5 cases - a, 
b, c, 4 e). 

& 

- stations and regions where f&i1 ice formation is possible; 

- stations and regions where frazil ice formation is impossible due to the weak pycnocline and the 
absence ofOthennocline; 

IOI- stations and regions where tiazil ice formation is impossible due to the presence of the warm 
seasonal pycnocline and the lower layer; 

PII- stations and regions where fmzil ice formation is possible due to the presence of the 
intermediate cold layer insulating the heat transfer from the lower warm layer. 

It is of importance that although at the stations with the conditions for supercooling and frazil ice formation 
the temperature*of the pycnocline and the near-bottom layer is below the UQL temperature. It is significantly 
above the freezing temperature. Thus in the zones with a principal possibility for f&i1 ice formation, the 
situation where the pycnocline and the lower layer are close to supercooling or are supercooled has not been 
observed. 

However based on the analysis of ATr distribution there are clear regions where stratification is actually 
absent - small (close to 0 “C) and negative ATr values. Hence the area of the possible winter existence of the flaw 
polynya (see Fig. 1, case -b) is well contoured. Due to a rapid surface ice formation there, governing the intensive 
salt flux to water, even the sufficiently strong salinity (density) stratification is destroyed (see Fig. 1, case -b). 
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3. Discussion 

finamic aspect of frazil ice formation 
It was found during the studies of contact (double-diffusion) frazil ice formation under the laboratory 

conditions, that if in the both layers of a two-layer system the external turbulizing impact is absent and the heat 
and salt exchange through the density interface between fresh and saline waters occurs at the molecular level, the 
extent of supercooling is not large and not more than several millimeters of fi-azil ice can form during a day 
[5,8,9,15]. Obviously, such small rates of ice formation cannot provide the formation of meter layers of frazil ice 
that were observed in the near-mouth regions of the Arctic Seas [ 11. 

It was found in the laboratory experiments [5,17] that with artificial turbulization of a two-layer system and 
the increased heat-salt exchange level through the pycnocline the rate of frazil ice formation strongly increases. 
The study of the rate of frazil ice formation was made by means of “grid” turbulence, since it is best of all 
parametrized. In these experiments parametrization of dimensionless rate of entrainment II&II through the 
pycnocline at turbulent mixing in the layers and interpretation of the experimental results (including the rate of 
Brazil ice formation) was performed by means of the local Richardson number Ri. = g(Aplp)~L/U.*. The local 
Richardson number is an analogue of the global number but with replacement of the external integral scale of 
mean horizontal velocity by root-mean-square velocity of turbulent fluctuations of UI near the interface. Also, the 
thickness of the mixed layer is changed to the integral scale of turbulence L. The latter characterizes the mean 
scale of the most “energy- containing” eddies near the density interface that result in the pycnocline deformation 
and govern the process of turbulent entrainment [ 12,13,16,]. 

In the winter sea covered by fast or drifting ice the tidal force governs to a great extent the mean motion. 
The tide in a strongly stratified by density sea (which is the Laptev Sea both in the summer and winter seasons - 
especially its eastern part) will be probably baroclinic, rather than barotropic. There is partial “slowing” of the 
pycnocline in the barotropic tidal motion of the entire sea column, as compared to the UQL. Thus although the 
initial action of the tidal-forming force on the hater column is of a barotropic character, the time response in a 
strongly stratified sea attains a baroclinic character. 

Turner [ 161 considering the geophysical applications of the entrainment process, suggested that entrainment 
in the upper part of the density interface due to the turbulent motion of the upper layer can be considered as 
entrainment at the margin of a flat turbulent jet when the balance of momentum and buoyancy between the mixed 
layers of different density is reached and the entrainment velocity is quasi-stationary. Modem laboratory studies 
of the exchange process across the density interface when the turbulence at the boundary is created due to the 
motion of the entire layer on the whole, i.e. with a velocity shear at the interface, confirm this interpretation [4]. 
This allows us to use the tested in the laboratory experiments theory of turbulent entrainment at the expansion of 
the flat turbulent jet margin [ 131 for relating the external mean velocity of the freshened layer U (the scale of the 
mean flow velocity) and the root-mean-square velocity of turbulent fluctuations of U. near the pycnocline, if the 
moving freshened winter UQL is assumed to be the turbulent jet. 

When the turbulent flat jet is mixed with the ambient immobile fluid, then the length of the mixing distance 
corresponding to the integral scale of turbulence L in each cross-section is proportional to the width of jet b in 
this section: 

L = a, b (1)1 
where a, - is the entrainment constant whose value varied in different experiments from 0.08 to 0.125 [ 13,161. In 
our case when entrainment at the freshened/sea water boundary is quasi-stationary, the jet width b will present the 
thickness of the freshened layer (winter UQL thickness) at a specific place Z. Thus: 

L=a; Z (2). 
The eddy structure of mean motion near the density interface results in turbulent deformations in the upper 

part of the pycnocline that lead to internal waves. After some time they are destroyed due to Kelvin-Heimholz 
instability, generating vorticity in the pycnocline itself [4,12,16]. As a result, part of freshened water is entrained 
to more saline and hence colder water of the pycnocline whereas part of more saline water is entrained to a mean 
motion of the turbulent winter UQL. In the vorticity area of the pycnocline that governs the thickness of the layer 
covered by turbulent entrainment [12] there is an active contact of saline and freshened water leading to 
supercooling of the latter. The thickness of this layer and intensity of supercooling will depend on the 
characteristic scale of the “energy-containing ” eddies moving in the mean flow. In turn, the scale of these eddies 
will depend on the scale of mean motion velocity (horizontal velocity) in the freshened layer. It follows from the 
above that the supercooled layer thickness is in fact the integral scale of turbulence L penetrating the pycnocline. 
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According to Prandtl’s [ 131 theory, for free turbulence at the boundary of entrainment of the parallel turbulent 
jet either with a stationary fluid or with a fluid whose horizontal motion velocity is smaller, an additional 
tangential stress is created: 

7 = p.a,*umax2 (31, 
where U,, - is the maximum velocity in a flat turbulent jet. In the case under consideration it is the typical scale 
of the horizontal velocity (II,, =U) in the upper freshened layer (mean motion velocity scale). Based on the semi- 
empirical turbulence theory [ 131, the friction or dynamic velocity is equal to : 

u* = (r/p) I’* 
Thus from (4) and (3) the expression for determining II* will have the following form: 

(4). 

II.= I-I,; a,, or II.= U a, (5). 
The expression for the local Richardson number for the pycnocline in the winter under the conditions when 

the density field is governed by the salinity field (Ap/pg PAS) will have the following form: 
Ri. =g.Ap/p.L/U.* = g$.AS.Z/a,.U* 0% 

Based on this interpretation of entrainment at the upper boundary of the seasonal pycnocline and applying (6), 
we can use for estimating the fiazil ice formation rate at the winter UQL/ pycnocline boundary the expression 
derived in the laboratory experiments [5]: 

Vi = B*U* *ASo Ricin . {( AT/AS - (7. a/Ri*)) (7). 
Here the coeffriient B=3.3 10” (“C)-’ [5] at the frazil ice density pi = 0.1-0.3 g/cm3 [18]; AT = Tr-T2>0 and AS= 
S2-S,>O are the temperature and salinity differences in the seasonal pycnocline; a FJ 0.055 [“C “/,-‘I is the linear 
relation coefficient between the freezing temperature and salinity. 

An analysis of the composite chart of distribution of fiazil ice formation (see Fig. 2) indicates that with the 
different dynamic state of the UQL the largest fiazil ice formation rate Vi is observed in the near-delta regions. 
The Vi values here vary from 0.2-1.4 cm/day at II=2 cm/s to 3.0-34.0 cm/day at II=10 cm/s (see Fig. 2). This is 
governed by the features of vertical temperature and salinity distribution in these regions (see Fig. 1, case -e) 
that are primarily connected with the secondary freshening of the winter river runoff (especially directly near the 
main branches of the Lena) as well as with the advective origin of the cold insulating layer. Its presence governs 
the principal possibility for frazil ice formation in these regions. With distance from the Lena delta the rate of 
frazil ice formation sharply decreases. 

Estimates of the rate of vossible enrichment bv susvended in sea water sedimentarv material of the lower ice 
cover surface during fkuil ice formation at the winter seasonal vvcnocline/the UOL boundaw. 

Based on the above estimates of the frazil ice formation rate Vi and its spatial distribution (see Fig. 2), as 
well as on the concentrations of suspended sedimentary material (sediments) Cla in water which forms ice, one 
can approximately estimate what its amount is transported by frazil ice to the lower fast or drifting ice surface 
(the suspended matter (sediments) flux value - U,) in the near-delta and more seaward regions. Such estimates of 
Usd are quite difficult, since winter observations of the concentrations of suspended sedimentary material in sea 
water Csd in the Laptev Sea are absent except for the observations in the TRANSDRIFT-IV expedition at the very 
end of winter (May 1996) during the period of preceding flood [3]. 

For estimating Usd, let us take into account that the density of frazil ice pi * 0.2 g/cm’ [ 181. However there is 
another approach for determination of pi . Thus in [ 1.71 the density of the frazil ice crystal itself was assumed pi = 
0.92 g/cm3, i.e. similar to the density of surface ice. But there was introduced a notion of the concentration of 
frazil ice crystals Ci in the sub-ice layer (under the natural conditions this is the layer under the fast or drifting 
ice surface) where they gather after surfacing. It was found in these laboratory experiments [ 171 that in the sub- 
ice layer in the water-crystalline m%ure Ci = 0.2-0.25. 

The physical mechanism of entrapment (incorporation) of suspended matter from water by growing f?azil ice 
crystals has not been well studied especially under the natural conditions. In connection with this, let us consider 
that during the formation of fiazil ice crystals the entire suspended sedimentary material is entrapped. Thus the 
formula for calculating the sediment flux to the lower ice surface Ud at the rate of fiazil ice formation Vi will 
have the following form: 

u,d = pi ‘vi c,d 03). 
If we take into account like in [ 171 that pi = 0.92 g/cm3 and Ci = 0.2-0.25, then (8) will have the following form: 

IJd= 1.9’Vi.Cd (9). 
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Here the rate of fi-azil ice formation Vi is substituted in [cm/day] and the content of sediments in water Csd in 
[mg/dm3] or which is equal to [mg/l], i.e. in same units in which Cd is usually measured. The dimension of Us,, in 
(9) will be [mg/m* .day]. 

According to measurements in the TRANSDRIFT-IV expedition, the Cd value in the UQL varied from 1.6 
mg/l to 3.4 mg/l[3] and did not have a clear spatial-zonal variability with distance from the Lena delta to the sea, 
like Vi (see Fig. 2). The mean Csd value in the UQL was about 2.0 mg/l. 

Calculations indicate that at the mean flow velocity in the UQL U = 2 cm/s, in the near-delta regions due to 
significantly larger Vi values, the IJd value changes from 0.6 to 3.0 mg/m*. day and in the more seaward region 
from 0.46 to 1.5 mg/m* day at mean values of 1.0 mg/m’ day and 1.2 mg/m* .day, respectively in each of the 
regions. With increasing mean motion velocity in the UQL up to U = 10 cm/s, and hence a sharp increase in Vi , 
in the near-delta region IJd changes from 6.0 to 60.0 mg/m* ‘day and 23 mg/m* day, respectively in each of the 
regions. Thus with increasing mean motion velocity U and increased Vi in the UQL, a pronounced spatial-zonal 
variability (decrease) of Ud occurs with distance from the delta whereas at small U and Vi it is practically absent 
(see Fig. 2). __- ^-.._. - ___.____-... ___ -. .._.__. --...- l.__.___l___l 
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Figure 2. Spatial distribution of possible Brazil ice formation intensity Vi [cm/day] at the interface 
UQLS seasonal pycnocline in the eastern Laptev Sea in winter. Mean velocity in the UQL is lOcm/sec. 
Suspension concentrations in the UQL are presented in digital form: Csd [mg/l] in the period before 
flood (winter hydrological conditions, expedition TRANSDRIFT-IV, 1996) and corresponding 
suspension fluxes Usd [mg/m* day] caused by the frazil ice formation Vi [cm/day]. 

At first glance, the obtained estimates of the Uld value are small. However one should not forget that their 
determination took into account only the process of incorporation of suspended sedimentary material from sea 
water to frazil ice crystals directly at the moment of its formation. The process of filtration - “scavenging” of 
sediments at surfacing of crystals in the UQL to the lower surface of fast ice or drifting ice was not taken into 
account at all. In was noted in the laboratory experiments for investigating incorporation of sediments to f&i1 ice 
and their transfer to the surface [14] that the process of “scavenging” of sediments by frazil ice can be quite 
efficient at enrichment of surface ice by suspended sedimentary material. 

The Usd value can be however even much larger. Thus fine observations of sea water transparency which is in 
good correlation with the cpntent of suspended matter CJd in it, carried out in September 1989 in the near-delta 
regions of the Laptev Sea [6] have shown that the Cd value in the pycnocline can 5-15 times exceed Csd in the 
UQL. Whereas this pattern of vertical Cd distribution in sea water is also observed in the winter, the Usd value 
obtained above only taking into account their entrapment at f&i1 ice crystal formation, will be much larger, since 
these crystals are formed at the UQL/pycnocline boundary. 
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Abstract 
Studies of turbulent mixing are producing realistic estimates of diapycnal diffusivity in many ocean 

regimes. The major surprise is the low diffusivity found over large areas of the open ocean where internal 
waves are at their background state. Mixing hot spots, however, have diffusivities many decades larger 
than in the background areas. The most intense hot spots are found where swift currents flow over rough 
topography. 

Observing and Quantifying Mixing 

After using one of the first salinity-temperature-depth (STD) recorders, Stommel and Fedorov [l] 
concluded that 

. The resolution of the current meter is not so finescaled as that of the STD and hence we 
cannot identify micro-variations of the velocity structure that may coincide with similar small 
scales in the thermal and salinity structure. It would, of course, be extremely interesting to 
be able to make such comparisons. . . . 

Their recognition of the need for improved vertical resolution and of the importance of relating scalar and 
velocity fluctuations foreshadowed much of work done on small-scales during the ensuing 30 years. Charles 
Cox at the Scripps Institution made the major improvement in instrumentation by developing free-fall 
profilers. Their uniform and slow descent permits resolution of the vertical gradients of temperature and 
velocity in much of the open ocean. Length scales containing the variances of these gradients are termed 
microstructure to distinguish them from the finestructure observed by Stommel and Fedorov. For both 
line and microstructure, much of the progress has come from comparing temperature and velocity, as 
envisioned by Stommel and Fedorov. Now observations have been reported from many places around the 
globe (Fig. 1) and it is possible to discern patterns in the results. (See [lo] for citations of the data.) 

Figure 1: Sites where microstructure has been observed. 
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The primary measures of microstructure are xT E 6~r(%!“/&s)~ p(” s-l] and E E 7.5~(&1’/&s)~ 
[Wkg-‘I, where v and KT are the molecular viscosity and thermal diffusivity. The numerical multipliers 
account for gradient components not measured and are based on assuming that the microstructure is 
isotropic. Microstructure produced by moderate-tostrong turbulence in stratified profiles is isotropic [2]. 
Assuming isotropy appears valid in many cases, but it will produce overestimates when the microstructure 
is weak. 

Although E and xT are the primary turbulence parameters, oceanographers are generally more in- 
terested in the diapycnal (orthogonal to density surfaces) diffusivities that can be estimated from them. 
Simplifying the turbulent balance equations for temperature variance and kinetic energy leads to 

KT = 2(&,)2 b2 s-7 > K, = z [m2 s-11 (1) 

[3, 41. Thus, turbulent diffusivities exceed molecular ones in direct proportion to the ratio of gradient 
variances to the squares of the mean gradients. 

An evaluation of the assumptions leading to KT concluded applying it to the general circulation 
remains an ad hoc procedure in view of the present ignorance about (Z”)2 [5, 61. Comparison with tracer 
observations, however, indicates that KT is an accurate measure of diapycnal difhrsivity over intervals of 
at least a year or more and within its sampling error [7, 8, 91. Presumably the same is true for K,. 

Although KT and K, observations have sampled a miniscule portion of the ocean, they have been 
reported from sufficient diverse oceanic regimes to detect patterns. The most basic separation is between 
mixing in the open ocean, far from topography and strong mesoscale features, and that in mixing hot 
spots. 

The Open Ocean 

Figure 2 summarizes diffusivity profiles from the open ocean. Obtained from ships, the averages 
represent conditions over a few days to a few weeks. They span a lOO@fold variation and are least in the 
tropical thermocline and greatest in the mid-latitude abyss. To understand the variability it is necessary 
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Figure 2: Diapycnal diffusivity determined from microstructure measurements in the open ocean. 
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to consider the source of the turbulence. 
Mixing in the open ocean seems to result mainly from breaking internal waves. Consequently, since 

the mid-1980s microstructure has been measured simultaneously with high-resolution velocity profiles 
in attempts to characterize the internal wave field. The heavy line, labeled Patchex, in Figure 2 shows 
the level of mixing when internal waves are at their background level, as parameterized by Garrett and 
Munk [ll]. Variations about this level, i.e. about K, - - 3 x low6 m2 s-l, occur when internal waves have 
different finescale shear variances or shear-tostrain ratios than those in the Garrett and Munk spectrum. 
Detailed comparisons demonstrate that the variability in e and K, can be predicted within a factor of 2 
from the internal wave measurements [12, 81 in a manner that is consistent with theoretical predictions 
[13] based on the Garrett and Munk model. The problem of mixing in the open ocean, is therefore 
primarily one of understanding the patterns and variability of the internal wave field. 

Figure 3 summarizes the present first-order understanding of mixing in the open ocean. Three types 
of observations - observations of microstructure, internal wave shear, and tracer thickening - agree with 
numerical calculations of the rate at which energy moves through the internal wave spectrum as a result 
of interactions among the waves. Lacking major surprises, obtaining a more comprehensive description of 
mixing in the open ocean requires determining where and how internal waves differ from their background 
state. 

Calculations Observations Observations 
of I.W. of I.W. of 

interactions statistics microstructure 

l I.W. = (1-3) x GM 

l K,, = (0.4-3) x 10m5 m* s-l w Tracer 
Experiments 

l f dependence 

Figure 3: Summary of mixing and internal waves at the open ocean sites away from topography, fronts, 

and strong mesoscale features. 

Mixing Hot Spots 

Sites close to topography and fronts should potentially be mixing more vigorously than those in the 
open ocean, owing to the effect of mean shear adding to that of internal waves which should be at least as 
intense as those in the background. This is partially borne out in Figure 4 which displays an even wider 
range of diffusivities, 10,000-fold, than found in the open ocean. Many presumed hotspots, however, have 
K, no larger than found in the the more energetic open sites. Some warm-core rings and the Florida 
Strait are in this category because the finescale shears producing mixing are only moderately above the 
background internal wave levels. Moderate hot spots have levels of (l-3) x low4 m2 s-l. 

The places with intense mixing, Monterey Canyon and the Denmark and Gibraltar Straits, have fast 
currents flowing over rough topography and consequently cannot be put in the framework of open ocean 
internal waves. These are the true mixing hot spots, and more recent work is finding others, particularly 
where tidal currents flow across sharp bottom relief. A search for parameterizations of hot spots is 
underway, but is likely to be considerably more difficult that it is for the open ocean. Nor is there any 
understanding of the global significance of intense mixing in relatively small hot spots. 

Discussion 

The turbulent ditisivity produced by background internal waves, K, = 3 x 10W6 m2 s-l, is much 
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Figure 4: Diapycnal difhrsivities near topography and in fronts and mesoscale features, not including the 

equatorial undercurrent. 

lower than the 1O-4 m2 s-l used for numerical stability in many models of the large-scale circulation. 
Because internal waves appear to be at background over large portions of the open ocean, numerical 
models having K, = 10e4 m2 s-l cannot be considered realistic. At present, however, observations are 
much too limited for forming realistic estimates across ocean basins. 

To define mixing over the scales needed for large-scale models, turbulence studies are entering a new 
phase. Because K, and KT in the open ocean can be related to internal wave levels, the problem of 
developing basin-wide diapycnal diffusivities is one of describing and probably also understanding the 
basin-wide internal wave field. The most optimistic situation is that internal waves have a relatively 
weak seasonal variability and can be described as functions of location and depth. This would avoid the 
need to model the global internal wave field as a component of largescale models. If this is not the case, 
the dynamics of the internal wave field must be understood well enough to support accurate predictions of 
diapycnal diffusivity in models of long-term climate fluctuations. Also, we do not yet understand the role 
of mixing hot spots, which occur primarily at oceanic boundaries, on the general circulation. If globally 
important mixing does occur on the boundaries and the mixed water is advected into the interior, hot 
spots must be included in the mixing developed for large-scale models. 
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Abstract. A basin scale study of the general circulation and the associated synoptic and mesoscale structures, their 

variability and their effect on the primary and secondary productions space-time patterns is made with the GHER 

3D ecohydrodynamic model. An eddy resolving model with a 5 km horizontal resolution and with 25 vertical 

levels is used to compute the typical seasonal cycle by forcing the model with chmatological monthly mean fields 

of temperature, salinity and wind stress at the air sea interface. Furthermore, the corresponding river discharges 

of the Danube, Dnestr and Dnepr are taken into account. A simple ecosystem model at basin scale is defined by a 

nitrogen cycle which is described by 5 state variables i.e. N033, NH4+, Phytoplankton, Zooplankton and Detritus. 

The ecosystem model is imbedded on-line into a 3D hydrodynamical model with a superimposed cycle for the light 

intensity. The results of the model are compared with CZCS data of surface chlorophyll fields. In this paper, the 

ecosystem model is briefly described and the results are analysed emphasising the effects of the physical processes 

on the ecodynamics. 

Introduction 

The Black Sea is almost an enclosed sea with restricted exchanges with the Mediterranean Sea through the 

Bosphorus strait. The intrusion of the saline Mediterranean waters into the Black Sea creates a strong permanent 

pycnocline (halocline) which prevents deep ventilation in the basin interior. Thus, the vertcal circulation is 

extremely weak that leads to anoxia in more than 87 % of its volume. Observations show that toxic hydrogen 

sulphide is generated below depths of 100- 15Om inhibiting the penetration of all higher animals and leading to the 

loss of valuable living marine resources. 

Besides, eutrophication and other types of ecosystem degradation have led to reduced biodiversity and imbalanced 

ecosystems in the Black Sea. These problems are particularly dramatic on the northwestern shelf receiving runoffs 
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from the Danube, the Dnestr and the Dnepr rich in nutrients and pollutants. 

The GHER 3D high resolution ecohydrodynamic model is used in order to assess the impact of the geneml 
circulation and the associated synoptic and mesoscale structures on the space-time distribution of the primary and 

secondary production. 

The model 

The GHER three dimensional PE turbulent closure ecohydrodynamic mathematical model has been described in 

earlier publications [ 1, 2, 3,4]. 

In its general formulation, it consists in two sectorial submodels : 

1. the hydrodynamic model, the state variables of which are the three components of the velocity vector, the 

pressure, temperature, buoyancy (salinity), the turbulent kinetic energy and the turbulent dissipation rate (or the 

mixing length); 

2. the plankton ecosystem model, the state variables of which are defined according to the recommendations of 

the Globec Numerical Modelling Group [5], as those which are necessary and sufficient to assess the effects of 

the physical processes, and in particular of the mesoscale dynamics of the Black Sea boundary current system, 

on the space time distribution of the primary and secondary productions. The ecosystem model is defined by 

a nitrogen cycle which is described by 5 state variables, i.e. N03-, NH4+, Phytoplankton, Zooplankton and 

Detritus.. Bacterioplankton has been eliminated assuming quasi-equilibrium prey-predator relationships within 

the microbial loop, the detritus are submitted to sedimentation, the interaction of the planktonic phase with 

sediments is taken into account by assuming a benthic nutrient regeneration following the law proposed by 

Billen and Lancelot [6]. The interaction rates used in the Black Sea calibrated model are written in the box 

arrow representation of the model shown in figure 1. 

Figure 1 : Schematic representation of the ecosystem model. The interaction rates are written on the arrows. 

Most of the parameters used in this simple ecosystem model are found in the literature 17, 81. The initial nutrient 
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profiles (nitrate and ammonium) are computed as a function of the density rather than depth so as to exclude 

variability resulting from dynamical effects, the influence of the Danube’s plume is also taken into account. For 

the other ecosystem state variables, initial constant values are used considering for detritus the river influence. 

Discussion 

The physical model is integrated until a steady state solution is reached and then the ecosystem model is initialised. 

The integration of the later is carried out for one year to reproduce a complete seasonal cycle. 

Due to the river discharges on the northwestern shelf, shelf waters are less saline than open sea waters and a sharp 

haline front forms close to the coast reducing strongly the exchanges between shelf waters rich in nutrients and open 

sea waters. In spring, this t?esh water front amplifies due to increased river runoffs and anticyclonic current on the 

shelf tend to retain large amount of fresh water close to the coast. Figure 2 shows the sea surface salinity distribution 

in May simulated by the model emphasizing the performance of the model in resolving meanders and mesoscale 

eddies caused by frontal instabilities. The materials originating loom northwestern shelf rivers are transported 

towards the Anatolian coast by the boundary current flowing along the continental slope topography. In summer, 

unstable motions are initiated along the Anatolian coast by interactions of the boundary current with the coastline 

geometry and with the sharp topographic variations in the along-shore direction. These unstable motions serve as 

the main mixing agent between coastal and interior regions and have an important influence on the spreading of 

the productivity. 

Figure 2 : Salinity distribution at 10 m at the end of May A strong haline front forms close to the coast 
preventing the exchanges between coastal waters and open sea waters. 

In winter, the simulated mixed layer depth distribution shows important horizontal variations. For instance, on the 

northwestern shelf, the intrusion ofthe river fresh water towards the open sea results in a strong vertical stratification 

of the water column in the Danube’s plume area. The upper margin of the main pycnocline (halocline) moves to 

the sea surface, thus strongly limiting the depth of penetration of surface signal caused by strong winter convective 

mixing This shallow mixed layer is easily enriched with nutrients, creating in the same time optimal conditions 

for the phytoplankton growth. On the rest of the shelf, to the south and to the east of the river plume however 

the cooling and the extreme convective mixing penetrate to the bottom and thus the water column is not stongly 

stratified. 

So, on the shelf, the results show a winter bloom occurring in the region of the river plume. This bloom must be made 
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of arctic species which are able to grow under the very low temperatures occurring on the shelf in winter. This bloom 

is then advected along the western coast and the Anatolian coast by the boundary current. It has been reported that 

a massive explosion of plankton mainly chaetoceros sp., occurred during February 1990 along the west southern 

coast. However, following Sur et al. [9], it is not clear whether this high abundance of phytoplankton species 

was linked with the transport of plankton from the northwestern shelf, local production resulting from nutrients 

either supplied via the ribbon of cold northwestern shelf waters, or entrained from the deep waters. At the end of 

spring, the results show that the bloom extends on the whole shelf reaching the eastern coast of the northwestern 

shelf with cross-shelf exchanges along the shelf break (figure 3). This strong bloom can also be observed on the 

satellite picture showing the chlorophyll concentration on the 17 th of July 1980 (figure 4). Some patches of high 

phytoplankton concentrations can also be observed along the Anatolian coast on these two figures. 

L I I 

Figure 3 : Sea surface phytoplankton distri- Figure 4 : CZCS estimate of the sea sur- 
bution at the end of July (in patgN/l). The face chlorophyll field for the 17 th of July 
bloom extends on the whole shelf with cross (in mgme3) 
shelf exchanges along the shelf break. 

In the central part of the sea where the strong permanent upwelling brings to the sea surface cold nutrients rich 

waters, the results show an end-fall winter bloom which begins in November, continues in February and then is 

combined with the spring bloom to develop a single relatively long bloom season for the entire winter. In April, 

this bloom decreases progressively as nutrients are exhausted and the grazing pressure increases. In summer, the 

bloom occurs in the layer between the thermocline and the base of the euphotic zone. The chlorophyll-a and 

primary productivity data obtained by Vdemikov and Demidov [lo] show during some years the same winter 

bloom structure, but these data reveal the presence of a year to year variability in the productivity pattern which 

seems strongly dependent on the regional oceanographic conditions occurring during December and February [8], 

A winter bloom, occurring in the central Black Sea, has also been observed by A. Mikaelyan [ 1 l] and has been 

identified as made of the diatoms Nitzschia Delicatula. 

CONCLUSIONS 

In this paper, one showed how a hydrodynamical eddy resolving model was implemented and extended to include 

an ecosystem model. The results show the spatial structuring of the phytoplankton field by the hydrodynamics 

constraints (horizontal and vertical advection, upwellings, mesoscale instabilities, . ..). The results of this coupled 

model show a rather good agreement with the satellite data. 
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Obviously, a lot of problems still remain open and give motivation for further improving the model version used 

here. Some of them are : 

1. The initialisation and calibration of the ecosystem model have to be &her improved 

2. The model is too simple and for instance, it does not take into account the possibility of development of some 

species, for instance the gelatinous ones due to eutrophication. 

3. In the open sea, all the oxidation-reduction processes occurring in the transitional layer between oxic and anoxic 

waters are not taken into account. However, they can affect strongly the nutrient content of the pelagic waters 

in the region of cyclonic gyres where the transitional layer moves to the sea surface. 

4. The benthic processes are oversimplified in the present model. 

One of our future aim is the implementation of a nested model in the Black Sea. The Black Sea domain would 

be divided in subdomains according to the complexity of the local ecohydrodynamics. For instance, on the 

northwestern shelf, the eutrophication process has led to dramatic alterations in the ecosystem structure by, for 

instance, favouring the entry of gelatinous species. Hopefully, these dramatic changes are less severe in the central 

Black Sea because of its isolation from coastal and shelf waters by the boundary current frontal zone. So, this 

frontal interface separates different plankton populations adapted to different salinity and nutrients conditions. For 

instance, it has been reported [9] that in summer, populations rich in chlorophyll-a are present near the fresh water 

sources while on the other side of the front coccolithophore species are found. Thus, in the mture, it seems to be 

necessary to implement further two different ecosystem model structures : one for shelf waters which are influenced 

by the river discharges and another one for open sea waters, which are more or less isolated from the coastal 

eutrophication. These two models will have to be connected at the common boundaries (defined approximately 

by the frontal interface) setting the problem of coupling a complex ecosystem model with a simplified model by 

aggregation of the state variables. 
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Model calculations were able to reproduce the effect that upon reaching the halocline a separation occurs (three 
main phases were distinguished) between the bottom gravity current and the inclined, along with its transforma- 

tion into an intrusive flow. Pressure field. which was calculated by the author, shows clearly the structure of 
pressure field in the surroundings of a separation point. The given example illustrates that the numerical model is 

able to study behavior of stratified currents in areas with complex bottom topography. 

1. Problem. 

Intrusive currents are noted for wide spread occurrence in the ocean as it follows from a number of pa- 
pers [ 1,6,16,17]. K. Fedorov and H. Stommel has registered a current, which is considered to be a classical one 
for the case, in the Timor Sea [ 161. On the other hand, there is the confusing fact that the main phases of origina- 
tion of such currents still remain to be non-clarified. Indeed, experimental, analytical and model research of the 
process for the case of unstable, intermittent non-homogeneous in density water masses, moving over steep 
slope, present a problem. All these parameters take place in currents born by the inrush of the North Sea waters 
into the Baltic Sea [9]. The aim of the given work is application of numerical modeling to determine main phases 
of separation from surface of bottom gravity current and its successive transformation into intrusive flow [2,3], 
as well as study of current structure in the separation point. 

2. Model. 

Bottom gravity current is noted for stable distribution over flat bottom [15,17], as well as for nearly 
isotropic fluctuations inside the water masses. Strong stratification and intermittent motions within the near- 
bottom current prevent horn application of model of turbulence which use transfer equations for tangential 
strains [4,8]. That’s why effective viscosity [2,3] was used in numerical model to consider the turbulence. This 
made us possible to tune the model in a way to consider difference of fluctuation intensity between interior and 
exterior areas of near-bottom currents, including the final stage of those in the form of intrusive currents. Let us 
take additional assumption that the flow is homogeneous horizontally normally to direction of movement as it 
usually takes place is areas of occurrence of stable near-bottom currents [9,15-171. Then, the model the set of 
equations will be as follows: 

h &II do &cl g ao -+u-+w-=--++Ao, 
at 3x 32 Pot 

(1) 

(2) 
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Aw=o, (3) 

where u and w - components of velocity along the x and z axis, respectively; g = gravity acceleration; p. - char- 
acteristic density of fluid; a=p - p0 density variation; p density of fluid; t - time; o = &r/az - dw/aX vor- 

ticity; w stream function: u = w: , w = -v: ; vT = v. + vEf , D, = SC~V, - coefficients of turbulent viscos- 

ity and diffusion; SC - Schmidt number; vEr coefficient of efficient turbulent viscosity; v0 coefficient of mo- 

lecular viscosity; A = a* / ax* + a2 / aZ2 ; the x-axis is horizontal; the z-axis is directed vertically upward, origi- 
nating from the level of maximum depth of the model space. 

Because of small vertical scales of bottom gravity currents in the Baltic Sea [9] and ocean [15-171 the 
assumption of viscous attachment to the bottom seems to be quite natural. Nevertheless, the problem is not so 
evtdent in the case of transition from continuous equations to a discrete model [2]. 

Indeed, structure of viscous boundary layer might be resolved only when its thickness is larger than the 
model’spatial quantization - AY. Starting from the available estimates of thickness of a displacement layer [ 141 
and coming then to dimensionless parameters by means of characteristic scales of current velocity (U, ) and 

length ( L,) we obtain that: Ay <l/a , where Ay = AY /LO, Re = U,L, /v, . It is easily to show that 
in non-stationary problems the physical requirement formulated above transforms into more strong inequality: 

Ayc3lRe. (4) 

In any case, assumption of viscous attachment in discrete model requires Ax=Ay - l/Re. Otherwise, this condi- 
tion couldn’t be assumed for the solid wall. In this case tangential viscous interactions convert to the category of 
sub-grid motions and require parameterization [2,3]. In practice, this inequality gives finite viscous scale for fi- 
nite-difference models, which is similar to the Nyquist frequency for viscous processes.. 

Considering the above mentioned limit (4) we changed the viscous attachment on the tilted bottom for 
condition of slippage and non-passage of fluid [2,3]. This made us possible to escape from analysis of viscous 
boundary layer and focus on the process of penetration of one water mass into another. 

Velocity and current density at the inlet into the model space were assumed to be as follows: 
u=u(O,z,t) 7 o=p(O,z,t)-p, 7 VZ E [zo,z, ],Vt 2 0 Boundary conditions at the outlet from the model 
space were given following [13]. In particular, normal derivatives of velocity and density, i.e. commonly used 
boundary conditions, was assumed to be equal to zero. In the course of modeling the “soft” requirements for 
horizontal velocity and fluid density were also used [ 131. To build up discrete model equations [2,3], an algo- 
rithm of discrete directed differences has been used [13]. Solution of the Poisson equation in order to find the 
stream function w was carried out by iterative methods. All computations have been done for the grid with di- 
mensionality of 20 1 xl 1 1. 

In order to derive the necessary boundary conditions on the bottom slope we rotate the coordinate sys- 
tem until it is coincident with the bottom line, causing (U), which is the component of flow velocity, to become 
tangential to the bottom. The new coordinate system also provides for easy built up of one-dimensional transport 
equation. The numerical realization of this approach has the simplest solution if the system is rotated by an angle 
f d4. In this case, equations of the model variables, including vorticity and stream functions, remained the 
same. while discrete grid for a new problem coincides completely with old knots of the regular grid 
(Ax=Az=const). For computation of velocity (U) along slope component we used triplet formula providing for 
difference approxin-,ation with an accuracy of the second order. In particular, for the taken angle of bottom incli- 
nation of 45” it was as follows: 

4yi+1 j+l - 3yi j - yi+2 j+2 
ui,j = ’ ’ ’ ) 

~&AZ 
(5) 

where i,j - number of boundary knot, and (i+l,j+l), (i+2,j+2) - two knots nearest to boundary by normal. 
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3. Computation. 

The model built up has been used for a series of numerical experiments. Fig. 1 show a separation of 
head part of the bottom gravity current from the tilted bottom. Characteristic scales of the bottom gravity current 
were chosen according to the available data about such currents in the Baltic sea: H = 10 m, U = 10 cm/s, Aps 
= 0,OOOl g/cm” [9]. Density of water mass was taken to be equal to ( p0 + Apa), near-bottom layer - 

( p. + 2. ApO ), Froud number - Fr = pou~/Ap,g h, = 0.81 . Model calculations were able to reproduce the 
effect that a separation occurs between the bottom gravity current and the inclined bottom, along with its trans- 
formation into an intrusive flow. Buoyancy forces prevented penetration of the bottom current into the heavier 
part of the near-bottom layer. Disturbance of isopycnals is large enough and results seemingly from the large 
angle of bottom inclination. Let us note that the picture of collapse of original uprush, arisen due to a collision 
between the nose of the current and heavier near-bottom water, has been obtained. It should be stated that com- 
pared to the collapse of wave on the free surface [6,12], resolution of fluid motion inside the uprush is much 
easier case, because ail estimated points belong to the interior area of the flow. Following H. Lacombe [6], the 
picture observed might be classified as a plunging break. 

Fig. 2 (left column) shows a sequence of phases of bottom current under the laboratory scales (Fr=3,1). 
Firstly, it should be stated that the distribution of the head part of the bottom gravity current compares qualita- 
tively quite well with the laboratory and field observations [S-7.10,17]. Shape of the nose of the near-bottom 
current is also modeled satisfactory, for exception of the top of the front, which is normally found just above 
bottom. Evidently, that this effect results from assumption of the fluid slippage on the bottom line. Note that 
compared to the first current (Fig. 1) the second one is more smoothed. 

For analysis of structure of the current in the vicinities of a separation point we calculated the pressure 
field by means of the following relationships [ 131: 

du??!!~ g ap 
az ax ax az (6) 

Computation of initial pressure P for iteration algorithm has been carried out proceeding from the principles of 
hydrostatics. 

Fig. 2 (right column) represent computed distribution of pressure in the model space. When analyzing 
the plots obtained it should be noted that the pycnocline actively responds to spreading of the near-bottom cur- 
rent well before direct contact between water masses and the near-bottom layer. Having being characterized by a 
high velocity of the distribution of a disturbances the pressure serves as a link chain for the above mentioned 
interaction (however weak, because there is no contact between water masses). 

Even at the first phase (Fig. 2-a) the non-coincidence of isobaric and isopycnal lines is clearly seen. The 
inflowing water mass doesn’t not get in contact with the near-bottom layer yet, but an interaction between those, 
represented in the form of adjustment of the density field to the available pressure field, has already started. This 
effect isn’t traditionally used for analysis of the corresponding field observations in the areas of run-off/breaking 
away of the near-bottom current, but this is the effect which may be responsible for generation of internal waves, 
e.g. in the central Baltic’s’. 

During the second phase the bottom gravity current touches the near-bottom (more dense) layer. At the 
time the appearance of the second local maxim of pressure takes place, as it clearly seen in Fig. 2-b. Final estab- 
lishment of the maxim is associated with the separation of the bottom gravity current from the bottom. 

Distribution of the pressure during the third phase, as it shown in Fig. 2-c, illustrates the separation of 
bottom gravity current from the bottom due to occurrence of counter gradient of pressure resulted from the sec- 
ond maxim of pressure, situated lower and to the right of the first maxim. It is noteworthy that the behavior of 
the more light water (compared to the water of bottom layer) is characterized by well distinguished phase se- 
quence. Shape of the nosal part of an intrusion depends on the density drop in water masses above and below the 
transition layer (halocline). The available distributions show give clear indications that the structure of a flow, or 
more precisely its topology, depends completely on the character of distribution of the pressure field. 
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Fig. 1. Computational data on the separation of the bottom gravity current from the bottom slope: 
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- distribution of density isolines cs = (p -pO)/ApO (represented as solid lines, range of meanings from 0.1 to 

1.9 with spacing of 0.15 ) and stream function w (dashed line, meanings 0.1, 1 .O, 1.9, 2.7, 3.6). Characteristic 
scales were as follows: ho= IO m, uO=10 cm/s, p. = 0.0005 g/cm3 [9], density of water mass p. + ApO , density 

of near-bottom layer p0 + 2.0 * ApO, vEr’ 3 Cm*/S , a - angle of bottom inclination = 45” ; 

- field of vorticity o (solid lines, meanings from -3.5 to 2.0 with spacing of 0.6); dashed line corresponds to 
isopycnal line o = 1.6. Arrows indicate the direction of rotation. Size of the model space equals to 210x110 m. 
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0 = (P -poYApo p=p/po, po =po*u; 
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Fig 2. Distribution of density (3 = (p - p. ) / Ap, (left column) and pressure P (right colunm) for the successive 
phases of separation of the bottom gravity current from the bottom slope. Downward successive distribution of 
isolines o={O.25> 1.0, 0.15} and pressure P (ranges from -55 to 5, with spacing of 3). Layer of maximal density 
gradient (o = 1.6) is represented by the thick dashed line. Characteristic scales for counting: ho = 3 cm, u. = 3 
cm/s. Ape = 0.001 g/cm3 
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4. Conclusions. 

The suggested model was able to reveal the continuous phase sequence of the process of a separation of 
the bottom gravity current from the bottom slope and to distinguish the key stages of the process. The implica- 
tion of an additional parameter - pressure field - allows for better understanding of structure of the current in the 
surroundings of a separation point and what is the reason of the separation. Further development of this model 
should make it possible to analyze results of the field observations in the ocean. 

The work was supported partly by RFFR, project 96-15-98336. 
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Abstract. Two-dimensional numerical model was developed to simulate the evolution and structure of the 
upwelling filaments after their generation. A number of preliminary qualitative numerical experiments was 
done for a case of wide source of dense water (jet) which is flowing into the rectangular (105x105 grid) area in 
a wide band of governing parameters: flow velocity (5-100 cm/s), width of the flow (30-200 km), density 
difference between the flow in the source and surrounding water (0.000025-0.005 g/cm3) and Rossby number 
(0.003-0.42). Resulting currents revealed different behaviour in accordance with given parameters. 
Symmetrical and slightly asymmetrical currents with a dipole vertical head demonstrated well the structure and 
evolution of filaments and mushroom-like currents very often observed in the upwelling regions of the World 
Ocean. Also, these results may be applied to the flows between islands (for example, formation of dipole 
structure behind the chain of the Canary Islands). Divergence of the current after the source to the coast and 
flow along it describes many flows behind the Straits. Other applications may be done for river run-off in the 
ocean. 

Introduction 

Upwelling filaments extending hundreds of kilometers offshore horn west coasts of North America, North 
and South Africa are the most interesting features of coastal upwellings (Fig.1). Discovery of filaments in the 
beginning of eighties was made possible by the advent of satellite remote sensing technology. Ginzburg and 
Fedorov [l] first described this feature as cold (AT=-1.5...-2’C), chlorophyll-rich, narrow (lo-60 km wide) jets 
moving offshore for distances of 300-500 km. They are well displayed on the satellite images derived from 
infia-red (IR) and optical scanners like AVHRR (NOAA), CZCS (NIMBUS-7) and SeaWiFS. 

A number of papers have been devoted to the study of main spatial, temporal, thermal and dynamical 
characteristics of filaments in the California and Oregon upwelling regions [l-l I], the Benguela upwelling 
[1,12-l 71, the Canary and Portugal upwellings [ 1,l S-241 and in the Sicily upwelling [25]. Basing on the 
estimates of filaments velocity that may reach l-2 m/s [ 12, 17, 191 and direct drifters measurements (up to 1.3 
m/s) [ 111, it has been pointed out that these features represent an effective mechanism of seaward transport (l-2 
Sv) of suspended matter, nutrients and plankton biomass r?om the coastal zone, and that this transport 
contributes significantly to production offshore [ 13, 15, 221. Zatsepin and Kostianoy [26] proposed an original 
method of cross-frontal water exchange estimations that permit to calculate the permeability of upwelling fronts 
conditioned by filaments. Kostianoy and Zatsepin [27] showed that up to a half of water mass upwelled by the 
Ekman pumping process in the coastal zone may be transported by filaments to the open ocean, that is very 
important for the biology, fishery and ecology of the upwelling regions. 

A huge number of filaments investigations in different upwelling regions of the World Ocean and diverse 
hypotheses on their generation mechanisms did not allow to understand physical nature of upwelling filaments. 
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It’s very difficult to investigate filaments in situ in the sea because they arise sporadically in different parts of 
the upwelling region, display on the sea surface during few days (a week) and have very high velocities. This is 
why remote sensing remains the most effective method of filaments investigation giving the unique possibility 
to follow their formation and get their spatial, temporal, thermal and dynamical characteristics daily on a wide 
aquatory. The most important demerit of the remote sensing studies concerns the fact that we can follow just 
surface manifestation of filaments and cannot have information on their real dimensions, form, structure and 
dynamics. ADCP measurements [28] showed that there is a significant downward vertical component of the 
velocity in the filament’s core, that means submergence of a filament with a distance from the upwelling front. 
Thus, on the sea surface we, probably, see just a part of a filament and its initial stage of development before 
disappearance from the sea surface. Unfortunately, ship-borne measurements (CTD, ADCP) are also planned 
basing on the satellite images and on the visible parts of a filament. Naturally no one will do measurements 
before the filament’s head. In consequence, it’s very likely that real shape and dimensions of upwelling 
filaments are still unknown. 

N 
23” Y 

22” - 

21” - 

1 

W 

Fig.1. IR image of a cold filament of upwelled water near 21-22“N, the Cape Blanc region of the NW Africa 
(NOAA-l 1,29 September 1990). 
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Model 
A simple two-dimensional numerical model was developed to simulate the evolution and structure of the 

upwelling filaments after their generation. General scheme of the numerical experiments is shown in Fig.2. 
Arrows show the input of denser (pO +Ap) water with a velocity U,, in the rectangular (105x105 grid) model 
area through a gap L (initial flow width) which equals to a l/13 part of the right side. Left side is open and 
allows water to flow out. Initially water in the model area has density p0 and is motionless. 

Y 

I 

P'PO 
u=o, v=o 

z 
P=PO-AP 

- u=ll&) 

Fig.2. General scheme of numerical experiments. 

For correct study of this phenomenon it’s necessary to take into account a number of important physical 
factors like the Earth rotation, horizontal non-uniform density field, mixing processes, non-stationarity, and 
high (up to 1 m/s) horizontal velocities. Of course a filament is a three-dimensional feature, but as a first 
attempt we will focus on the horizontal movements and will use the following equations in the traditional 
approximation for a f-plane [29]: 

dv dP 
‘dt 

-+pfu=--+pe,Av, 
8Y 

dp/dt = DAp, 
where p is a fluid density, u and v are components of horizontal velocity, t is time, f is the Coriolis parameter, 
P is pressure, pLeff is effective viscosity, D is effective diffusion, A is laplacian. Comparison of the term 
determined by the Coriolis force and the convective one in the dimensionless equations of motion gave the 
following dimensionless parameter: 

Ro’ = pdAp, . U, /(fL), 
that we propose to call the reduced Rossby number by analogy with the reduced gravity g’=goAp/p. In 
comparison with ordinary Rossby number Ro=UJ(fL) there is a supplementary multiplier p,,/ApO responsible 
for a character of interaction of water masses with different density. Numerical model was based on the model 
of bottom gravity current described in details in [30]. Laboratory and numerical experiments with jets generated 
by the point source of momentum are described in [3 11. 

Results 

A number of preliminary qualitative numerical experiments (21 runs) was done for a wide band of 
governing parameters: width of the flow (L= 30-200 km), flow velocity (U,,= 5-100 cm/s), density difference 
between the flow in the source and surrounding water (Ap,= 0.000025-0.005 g/cm3) and Rossby number 
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(Ro=O.O03-0.42). Parameters for numerical calculations, Burger (Bu) , Rossby (Ro) and reduced Rossby (Ro’) 
numbers as well as resulting flow types are collected in the Table. Burger number Bu=(g’H)1’2/(fL) was 
estimated basing on the filament’s thickness H = 100 m [28] and Coriolis parameter typical for the Canary and 
other upwelling zones f = 0.790 1 Od c-l. 

Table. Parameters for numerical calculations and resulting flow type. 

IRun 1 L,km ~U,,cm/s~Ap,,gkm3~ Bu Ro 1 Ro’ I Flow type I 

7 
8 
9 

30 
30 
30 

50 
50 
100 

0.00025 
0.0005 
0.0005 

0.21 
0.30 
0.30 

0.21 
0.21 
0.42 

844 
422 
844 

symmetrical 
symmetrical 
svmmetrical 

10 50 5 0.001 0.25 0.013 13 contour current 
11 50 5 0.005 0.56 0.013 2.5 contour current 
12 100 5 0.001 0.13 0.006 6 contour current 
13 100 10 0.001 0.13 0.013 13 contour current 
14 100 20 0.001 0.13 0.025 25 deviation of iet 
15 100 25 0.001 0.13 0.032 32 deviation of jet 
16 100 30 0.001 0.13 0.038 38 deviation of jet 
17 100 50 0.0005 0.09 0.063 127 slightly assymetrical 
18 100 50 0.001 0.13 0.063 63 deviation of jet 
19 200 5 0.001 0.063 0.003 3 contour current 
20 200 10 0.001 0.063 0.006 6 contour current 
21 1 200 1 30 ] 0.001 1 0.063 1 0.019 1 19 contour current I 

Resulting currents revealed different behaviour in accordance with initial parameters. “Symmetrical” (Fig.3) 
and “slightly asymmetrical” currents with a dipole vertical head demonstrated the structure and evolution of 
filaments and mushroom-like currents very often observed in the upwelling regions of the World Ocean. Also, 
these results may be applied to the flows between islands (for example, formation of dipole structures behind 
the chain of the Canary Islands). Divergence of the current (“deviation of jet” (Fig.4) and “contour current”) 
after the source to the coast and flow along it describes many flows behind the straits, for example the outflow 
of the Mediterranean water through the Gibraltar Strait in the Gulf of Cadiz. Other applications may be done 
for river run-off in the ocean [32]. 

Analysis showed that there is no possibility to classify resulting flow types basing on the Burger and/or 
Rossby numbers (see Table). The single dimensionless parameter that clearly determine the behaviour of the 
flow independently of combination of initial parameters (L, U,, ApJ is a new parameter - the reduced Rossby 
number Ro’. According to the Table “symmetrical” flow arise approximately when 300~R0’<10000, “slightly 
assymetrical” - lOO<Ro’<300, “deviation ofjet” - 25<Ro’<lOO and “contour current” - O<Ro’QS. 

It’s interesting to compare these ranges with real oceanographic features like the Mediterranean outflow, 
river run-off and firstly with the upwelling filaments. Basing on the statistical data on the Canary upwelling 
filaments Kostianoy [ 191 showed that their characteristic width is of 30 km (1 O-75 km), estimated velocity is 90 
cm/s (35-218 cm/s) and density difference with surrounding oceanic water is about lOA gkm3. Thus, the 
characteristic reduced Rossby number for filaments equals to 3000 with total range 500-20000, that 
corresponds to the range of the “symmetrical” flow type of the model. Analogous estimates for the 
Mediterranean outflow in the Gulf of Cadiz through the Gibraltar Strait (L=30 km, U,,=30-60 cm/s, ApO =10w3 
g/cm3) give values Ro’= 100-200 that are at the limit between “deviation of jet” and “slightly assymetrical” flow 
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Fig.3. View of a symmetrical flow (see run N9 in the Table). L=30 km, U=lOO cm/s, Ap,= 0.0005 g/cm3., 
1~13.6 days. (a) - tracer (solid lines drawn between 0.1 and 0.85 relative values with 0.15 interval) and stream 
function (dashed lines drawn between -1.3 and 0.2 with 0.15 interval); (b) - vorticity (solid line drawn between 
-1.1 and 1 .O with 0.15 interval) and tracer isoline 0.85 drawn by a bold dashed line. 
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Fig.4. View of a deviation of jet (see run Nl4 in the Table). L=lOO km, W20 cm/s, Ap,= 0.001 gkm3~, t-226 
days. (a) - tracer (solid lines drawn between 0.1 and 0.85 relative values with 0.15 interval) and stream function 
(dashed lines drawn between -1.1 and 0.4 with 0.15 interval); (b) - vorticity (solid line drawn between - 1.1 and 
1 .O with 0.15 interval) and tracer Mine 0.85 drawn by a bold dashed line. 
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types. Numerous observations of the Mediterranean outflow demonstrate various similar deflections of general 
flow toward the slope off Spain. River run-off in the ocean leads to the formation of a fresh water plume in the 
upper layer pressed to the right coast (in the northern hemisphere). Estimates of Ro’ for typical river run-off 
conditions (L=lO-20 km, U,,=20-50 cm/s, Ap,, = (l-2)010‘* g/cm’) give values 5-50 that are in accordance with 
corresponding flow types - “contour current” and “deviation of jet” and their Ro’ ranges. 

Conclusions 

A simple numerical model reproduces different flow types that may be applied to the simulation of the 
upwelling filaments and other density currents of different scales. Cases of “symmetrical” flow, typical for 
filaments, display a jet with a characteristic dipole vertical head that is very rarely observed on the satellite IR 
or visible images. Usually filaments (Fig. 1) look like central part of the numerically generated flow (bold solid 
and dashed lines in Fig.3). It seems that the dipole structure remains hidden below the sea surface as well as 
lateral parts of a filament. Moreover, submergence of a filament with a distance from the upwelling front leads 
to a significant reduction of its length displayed on the sea surface, Diversity of the observed forms of filaments 
(i.e. a long or short jet, a jet with a dipole structure, a jet with one of the eddy pair) in different upwelling 
regions of the World Ocean [ 1, 191 might be explained by different vertical stratification, typical for every 
upwelling region, and its seasonal variability. To verify these new suggestions on the real structure of the 
upwelling filaments it is necessary to organize special ship-borne measurements including ADCP and CTD 
casts. 
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Abstract. The dynamics of forced quasi-two-dimensional coherent vortices are considered in a laboratory 
experiment in which motions were created in a stratified fluid by injecting and withdrawing neutrally-buoyant 
fluid through an arrangement of horizontally-directed sources and sinks positioned at mid-depth. Vorticity, and 
three-dimensional turbulent motions were introduced at the sources, and these organised to form coherent 
horizontal vortices. Previous work using this technique [5]-[S] has shown that there is a upscale energy transfer 
in the flow, which occurs through the merger of vortices of like sign, and is closely analogous to the inverse- 
energy-cascade of two dimensional turbulence. In these earlier experiments, it was shown that while certain 
configurations of sources and sinks led to the formation of a single shielded vortex on the scale of the domain 
[5], in other situations multipolar vortex topologies were established and maintained in a quasi-steady state [6]- 
[8]. In this paper, we consider further the processes controlling pattern formation in this experiment by using 
two new configurations of forcing. In particular we focus on the role of the symmetries in the forcing 
configuration, and the conditions under which the evolution of the vortex field may break these symmetries and 
thereby allow the inverse-cascade to progress to the largest available scale. The experiments illustrate generic 
aspects of quasi-two-dimensional vortex dynamics, and, in particular, illustrate how boundary forcing may exert 
topological control on the evolution of a vortex field. This effect may be an important one in the environment, 
influencing, for example, the formation of gyre-like circulations in stratified lakes and semi-enclosed seas. 

1. Introduction 

The dynamics of quasi-two-dimensional vortices in stratified fluids are of fundamental importance because of 
the relevance of these dynamics to the large-scale flow in the oceans and atmosphere. While the dynamics of 
geophysical vortices are strongly influenced by the rotation of the Earth, the study of nonrotating systems 
provides important information regarding the dynamics of smaller-scale situations and the effects of density 
stratification, and elucidates generic aspects of the vortex dynamics. Of particular interest, is the capacity of 
density stratification to suppress vertical motions and thereby facilitate the self-organisation of vortex structures 
through the mechanism of the inverse-energy-cascade of two-dimensional turbulence. On the simplest 
conceptual level, this process is a consequence of the fact that both energy and enstrophy are conserved in a 
purely two-dimensional, non-dissipative flow, since vortex lines cannot be twisted or stretched. These 
conservation properties indicate that the energy spectrum of such a flow will evolve towards smaller wave 
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numbers, and hence large-scale vortices will tend to emerge from a field of initially random two-dimensional 
turbulence [ 11. 

While these simple arguments are not directly applicable to stratified fluids, in which diffusive and wave 
transfer processes are operable, and in which vortex lines may be twisted away from the horizontal by the 
relative movement of horizontal layers, analogous upscale energy transfer processes occuring in stratified fluids 
have been observed in the laboratory by several workers (see for example [2]-[8]). However, rather than 
progressing to the largest available scale (e.g. the horizontal scale of a laboratory tank), the inverse-cascade in 
these cases has often been observed to produce multipolar vortex topologies. For example, in the case of 
decaying turbulence, van Heijst & Flor [2] showed that a turbulent jet, impulsively injected at some horizontal 
level, will collapse in the vertical and organise to form a quasi-two-dimensional vortex dipole (a positive- 
negative vortex pair). In related work Flor & van Heijst [3] showed that a shielded monopolar vortex (a vortex 
with a core of vorticity of one sign and a periphery of opposite sign) will evolve from the decay of turbulence 
produced by azimuthal stirring, or by the tangential injection of fluid into a cylinder that is subsequently 
removed, and that these monopoles may become unstable to form tripoles. More recently Maassen et al. [4] have 
observed the formation of vortex dipoles and quadrupoles during the decay of turbulence produced by dragging 
a rake of vertical bars through a stratified fluid contained in a cylindrical tank. 

In the case of continuously forced turbulence, the simple arguments based on conservation of energy and 
enstrophy in spectral space may be less relevant than in the freely decaying case, since the configuration of the 
forcing may impose external lengthscales on the flow. However, Boubnov et al. [S] have observed similar 
upscale energy transfer processes occuring in forced turbulence in a laboratory experiment in which small-scale 
motions were created around the boundary of a laboratory tank containing stratified fluid, by continually 
injecting and withdrawing neutrally buoyant fluid through an arrangement of sources and sinks. The 
characteristics of this system were dependent on the Froude number F,=V,y’Nd, where V. is the mean velocity in 
the sources and sinks, N is the buoyancy frequency, and d is the source/sink orifice diameter. For weakly stable 
systems (FF>lO), a mixed layer containing fully-three dimensional turbulence was produced. In contrast, for 
more strongly stratified systems (F,ClO), there was little vertical mixing, and coherent quasi-two-dimensional 
vortices formed. In this second case, the vortices grew in scale through merger with vortices of like sign, and, 
after some time, a single dominant vortex grew to fill the whole domain. This behaviour is an illustration of the 
inverse-cascade operating in a stratified fluid to produce a single vortex structure on the largest available scale. 
However, subsequent work [6]-[8] in which the sources and sinks were spaced equidistantly around the inner 
perimeter of a large circular ring suspended in the fluid, rather than being positioned around the perimeter of a 
square domain, as was the case in [5], showed that such behaviour does not always occur. While there was again 
an upscale transfer of energy in the central part of the domain, robust coherent vortices formed between each 
pair of sources (with scale equal to the source separation scale) and a quasi-steady state was established in which 
there was a central vortex surrounded by a number of smaller vortices of opposite sign. In these experiments, 
therefore, the inverse-cascade did not lead to the emergence of a single structure on the scale of the domain, but 
established a multipolar topology. However, it has been argued [6]-[7] that this behaviour can be conceptualised 
in terms of the inverse-energy-cascade process, since, given that there is a propensity for coherent vortices to 
form between each source, there is an ‘effective largest available scale’ in this system. 

The formation of the peripheral vortices in the ring-forced experiments [6]-[8] appears to be a consequence 
of the strong symmetry present in this forcing configuration, which was not present in the earlier work [5]. In 
this paper, we investigate this issue by considering two new types of forcing configuration. In particular, it is 
shown how the symmetries present in the forcing configuration influence the initial pattern formation, and how 
in certain circumstances this symmetry may be broken, thereby allowing the inverse-cascade to proceed to the 
largest available scale. In $2 the experiments are described and in $3 the conclusions are given. 
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2. The Experiments 

The experiments were carried out in a Perspex tank of 
square horizontal cross-section measuring 
GlcmxBlcm, which was filled to a working depth of 
20cm with linearly stratified saline water of buoyancy 
frequency N. The experimental arrangement is shown 
in Fig. 1. At mid-depth in the stratification, a circular 
perspex ring of inner diameter 56cm, width 2cm and 
depth 1.5cm was positioned in a horizontal plane. 
Around this ring there were 80 equidistantly spaced 
horizontal, radially-directed circular channels, of 
diameter d=0.4cm. Any even number of these channels 
could be connected to a peristaltic pump, to provide a 
particular configuration of source-sink pairs. 
Measurements of horizontal velocities were made by 
tracking approximately 3000 neutrally-buoyant 
particles (of diameter 0.6-l.Omm), situated in a 
horizontal layer approximately 1.5cm thick and 1.5cm 

FIGURE 1. The laboratory apparatus (a) plan; (b) eleva- 
tion. In the configuration shown a single source-sink 
pair is connected. 

above the level of the forcing, using the image processing system DigImage [9]. The laboratory apparatus and 
measurement system are the same as those used in [6]-[S] and further details may be found therein. The 
experiment is described by three nondimensional groups: the source Froude number FT= V,INd, introduced in 3 I, 
which provides a measure of the extent of vertical mixing at the sources; an overall Froude number 
FL=nVoINA”*, where n is the number of source-sink pairs and A is the horizontal area of the domain, which 
provides a measure of the total energy input into the system; and the Reynolds number Re,=V,,d/v, where 

v=O.O 1 ems -* is the kinematic viscosity of the working fluid. 
Two types of source-sink configuration were used. These are shown in Fig. 2. In each case, 16 

equidistantly spaced channels were used. In the first configuration (Fig. 2(a)), there was an arc of sources, 
formed by 8 adjacent channels, situated diametrically opposite a similar arrangement of sinks. In the second 
configuration (Fig. 2(b)), there were two diametrically opposed arcs of sources, formed by two groups of 4 
adjacent channels, which were separated by similar groups of sinks. In the first of these configurations there 
was one axis of reflectional symmetry, while in the second arrangement there were two axes of reflectional 
symmetry. 

(4 (W 
FIGUKE 2 The forcing configurations used in the exp- 
eriments. The arrows indicate the approximate locations of 
sources and sinks around the forcing ring. The dashed lines 
indicate the axes of reflectional symmetry. 

The evolution of an experiment with Fr,,=2.5, 
FrpO. 13, Re,=60 and the first type of forcing 
configuration (Fig. 2(a)) is shown in Fig. 3. Shortly 
after the initiation of the forcing eight dipoles 
formed on the right-hand side of the domain (Fig. 
3(a)). Each dipole was centred on a source, and 
clearly this initial pattern results from the 
configuration of the sources. Note that relatively 
small velocities were produced by the sinks on the 
opposite side of the domain. As further vorticity was 
supplied to the flow through the sources, the vortices 
continued to grow. However, the growth of the 
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FIGURE 3. Evolution of an experiment with Fr,=2.5, FrL=O. 13 and Re.+O and the forcing configuration shown 
in Fig. 2(a) at times (minssecs) (a) 1:35, (b) 3:30, (c) 17:20 and (d) 38:00 after the initiation of the forcing. The 
arrows indicate the horizontal fluid velocities and the greyscale shows the associated vorticity field. 

vortices within the arc of sources (the ‘line-source’) was limited by the presence of neighbouring vortices, and 
only the two vortices at the ends of the line source were able to continue to grow in scale. As a result, an 
essentially dipolar topology emerged (Figs. 3(b)-(d). This topology then persisted in a quasi-steady state for as 
long as the flow was forced. The major vortices of the dipole were sustained, against the effects of dissipation, 
by vorticity supplied from the parent source, and also from the entrainment of vorticity of like sign from the 
smaller vortices in the forcing region. Such entrainment events involved the connection of one of the major 
vortices with regions of like signed vorticity in the forcing region. For example, in Fig. 3(c), there is a 
connection between the positive major vortex and the positive minor vortices on the opposite side of the axis of 
symmetry, whereas in Fig. 3(d) the situation is reversed. The system oscillated between these two states with a 
relatively regular period of approximately 600s. This timescale corresponds closely to the eddy turnover time of 
the vortices in the forcing region. 
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FIGURE 4. Evolution of an experiment with Fr,=6.0, FrLzO.3 1 and Re,Y=144 and the forcing configuration 
shown in Fig. 2(b) at times (minxsecs) (a) 1:40, (b) 5:00, (c) 23120 and (d) 35140 after the initiation of the 
forcing. The arrows show the horizontal fluid velocities and the greyscale shows the associated vorticity field. 

The evolution of an experiment with Fr,&.O, FrpO.3 1, Re,=l44 and the second type of the forcing 
configuration (Fig. 2(b)) is shown in Fig. 4. In this case, there were two ‘line-sources’ of vorticity (the sources), 
and initially coherent vortices grew from the ends of these line-sources to form two opposing dipoles (note that 
there was less coherence in the forcing region than in the previous experiment due to the large value of F<). 
Shortly after the initiation of the forcing, the two dipoles met at the centre of the domain to form a quadrupolar 
structure (Fig, 4(a)). After a short period of oscillatory behaviour in which both pairs of vortices attempted to 
merge, a robust connection formed between the two negative vortices, and by the stage shown in Fig. 4(b) these 
vortices had begun to merge. As a result of this merger, the symmetry imposed by the forcing, which led to the 
formation of the two initial dipoles, was broken, and there was a transition to a tripolar topology. Initially, the 
tripolar structure rotated, and then became locked with the central vortex adopting an elliptical form along the 
line of symmetry connecting the sources (Fig. 4(c)) and with the two satellites remaining in the corners occupied 
by the sinks. Thereafter, the structure initially imposed on the flow by the symmetry of the forcing configuration 
was lost. In particular, there was a greater propensity for positive vorticity supplied from the sources to be 
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wrapped around the central vortex, rather than to penetrate into and maintain the satellites, and hence the 
satellite vortices decayed over time, and eventually a shielded monopolar topology emerged (Fig. 4(d)). 

3. Summary and Conclusions 

The two experiments discussed above illustrate several aspects of the process of the inverse-energy-cascade 
occuring in forced turbulence in a stratified fluid contained in a bounded domain. In particular, the experiments 
show how different symmetries present in the forcing configuration can produce different types of vortex 
topology. In the first experiment, in which there was a single axis of symmetry present, an essentially dipolar 
topology formed, and this configuration was stable in the sense that it was not possible for either of the major 
vortices of the dipole to grow to the extent that it dominated the other. In this experiment, therefore, the 
symmetry of the forcing constrained the vortex field in such a manner that a transition to a monopolar topology 
was not possible, and hence the progress of the inverse energy cascade was halted at a scale less than the scale 
of the domain. In the second experiment, in which there were two axes of symmetry, an essentially quadrupolar 
topology formed, but in contrast to the previous experiment, this configuration was unstable, in the sense that a 
pair of vortices of like sign could merge to form a single vortex that dominated the flow field, and subsequently 
led to the formation of a tripole, and ultimately a shielded monopole. In this second case, therefore, there was a 
capacity for the vortex evolution to break the symmetry imposed initially by the forcing, and thereby facilitate 
the progress of the inverse-energy-cascade to the largest available scale. 

We note that in the first experiment, there was a net input of linear momentum into the system from the 
sources and sinks, whereas in the second experiment there was zero net input of momentum (to within 
experimental error). Hence, it might be expected that in the first case a vortex structure with linear momentum (a 
dipole) would be produced, whereas in the second experiment, a structure with zero net linear momentum (a 
quadrupole consisting of two opposing dipoles, a tripole or a monopole) would be produced. However, we have 
observed qualitatively the same evolution in experiments where the sinks were interspersed between the sources 
in such a way that the symmetry of the forcing was maintained but the nature of the net linear momentum input 
was greatly altered. In addition, while the configuration of the sources was of tindamental importance, the 
sinks played only a passive role through their ability to affect the flow through a nearby source, and hence 
influence the symmetry of the system. It would appear, therefore, that it is the symmetry of the forcing 
configuration, in particular the symmetry of the vorticity input from the sources, that governs the pattern 
formation in this system. We conclude, therefore, that it is the nature of the local momentum inputs, rather than 
the nature of the net momentum input, that governs the properties of this system. 
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Abstract. A 3-D PE OGCM is used for the study of seasonal cycle of the Caspian sea barotropic circulation 
driven by wind stress and water input/output through lateral boundaries. Barotropic model represents a valid 
first approximation, especially in view of the mainly wind forced. extensive shallow areas of the Caspian Sea 
and the weak, mainly thermal, stratification in deep parts. We show that the circulation has Ekman drift and 
gradient current components, which is strengthened in the extensive shallow shelf areas of the Caspian Sea, 
taking the form of coastal jets. Summer upwelling and southerly jet along the eastern coast with compensation 
currents steered by topography are novel features found in the seasonal circulation persist in a wide range of 
parameter variations and settings. Satellite remote sensing and hydrological data support these features of 
solution. 

1. Introduction. 

The Caspian Sea is the largest totally enclosed water body on Earth. Topographically the sea divided 

into three sub basins: North Caspian Basin (NCB), Middle Caspian Basin (MCB) and the South Caspian Basin 

(SCB), see Fig. la. Shelf areas, mainly along the northern and eastern coasts, account for 62 % of the total 

area. The general circulation has been described to be cyclonic, based on the investigations carried out from 

the end of the 19th century till the 1950’s, using indirect methods of current measurement (floats, bottles or the 

dynamic method), and mostly relying on hydrodynamical arguments. A synthesis of these results led to the 

current schemes of Zenin (1942) Lednev (1943) and others, see [l]. Since the 1950’s, regular oceanographic 

observations and current measurements in coastal areas (depth < 100 m), have confirmed some of the features 

of classical schemes, but observations showing southerly currents along the eastern coast of MCB in summer 
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[2, 31 contradict with the above description of the general circulation, The main deep water ventilation 

processes are winter mixing and upwelling along eastern coast of the sea. Upwelling occurs predominantly in 

summer, as it is shown by hydrographic data (Fig. 2) and satellite images. 

Figure 1. Bottom topography of the Caspian sea, m 
(a) and model bottom topography (b). Arrows 
indicate open lateral boundaries, which include 
branches of Volga river mouth: 1 - Bakhtemir; 2 - 
Kamyzjak; 3 - Buzan; 4 - r. Ural; 5 - r.Terek; 6 - 
r.Kura; 7 - outflow to Kara-Bogaz-Go1 bay. 

In this study we investigate the spin-up of 

the Caspian sea general circulation and its seasonal 

variability, and concentrate on the barotropic 

motions driven by wind stress and rivers’ run-off, as 

a first step to understand the underlying dynamics 

The three-dimensional, barotropic model 

represents a valid first approximation, especially in 

view of the mainly wind forced currents in extensive shallow areas of the Caspian Sea and the weak, mainly 

thermal, stratification in deeper parts. As the next step, in our continuing studies, we will consider a baroclinic 

model with a sea-ice component, driven by surface and riverine buoyancy and momentum fluxes, and 

investigate baroclinic circulation and deep water ventilation processes. 

2. Formulation of the problem. 

We use a 3-D PE OGCM developed in the Institute of Numerical 

Mathematics of the Russian Academy of Sciences [4, 51, employing the rigid lid, 

Boussinesq and hydrostatic approximations. Model is driven by climatological 

monthly wind stress and water input/output through open lateral boundaries. 

Horizontal grid step in the model is less then 10 km in longitude and latitude, 

that allow us to approximate realistically main features of bottom topography of 

the sea and explicitly resolve two islands, Fig. lb. Vertical grid includes 22 

levels defined at depths of 0.5, 1.5, 3, 6, 11, 17, 25, 35, 50, 75, 100, 125, 150, 

200, 250, 300, 400, 500, 600, 700, 800, 900 meters. In the model we use seven 

open lateral boundaries. 

Yearly mean wind stress from [6] is presented on Fig. 3a. Seasonal 

cycle of winds is characterised by N-W, N and N-E winds prevailing over MCB 
47 48 49 50 51 52 53 54 
Figure 2. Climatological 

and SCB in warm period of the year, with stronger northern components along temperature, deg.C, at 6m 
depth in August. 
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Table 1. Parametexs of experiments. eastern coast of the sea. Eastern monsoon winds dominate 

over eastern part of the sea and NCB from October till 

March. Total water input into the sea by rivers is about 

289.1 km3/yr [7]. The Volga river run-off, which accounts 

for about 80% of the total river run-off, shows strong 

seasonal variability with maximum values of about 40-50 

km3/month in May and of about 15 km3/month from 

August till March. Other rivers give about 5-15 km’/yr of 

freshwater input each. An output to Kara-Bogaz-Go1 bay 

is estimated to be of 10 km”/yr (71. 

A number of numerical experiments are carried 

out for systematic study of the response of the Caspian Sea 

dynamics to the two driving forces considered: wind stress and lateral water input/output. According to the 

results of experiments the following questions are addressed: What is the relative roles do wind and rivers’ 

inflow in generating the general circulation of the Caspian Sea? What role does sea bottom topography play in 

development of existing sea current system? What is the general circulation of the sea forced by the annual 

inflow? Table 1 summarises the parameters of each experiment. 

3. Discussion 

Circulation of the sea in the case of flat bottom, as it is seen from sea level topography, closely follows 

LL- 
47 

Figure 3. Yearly mean climatological wind stress (vectors. dyn/cm’) and its 
vorticity (isolines, 10e9 dyn/cm3) (a). Sea surface topography, cm, (b) and horizontal 
currents, cm/s, at depth 17 m (c) in case of flat bottom topography. 
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the pattern of the curl of 

wind stress, see Fig. 

3ab. Under upper 

friction layer, the 

gradient currents totally 

follow sea surface 

topography pattern, Fig. 

3c. In the case of 

realistic bottom 

topography (Exp. B), the 

circulation is totally 

different from the flat 

bottom case, see sea 

level pattern at Fig. 4a. 



The most valuable sea level gradients in response to the wind are created in the shallow continental 

shelf areas along the northern and eastern coasts. Strong sea level gradient drives jet-like coastal currents in 

NCB and near eastern coast of MCB and of SCB. An influence of wind vorticity on circulation preserved only 

in central deep part of the sea out of the belt of strong sea level gradients over the shelf. Sea level rise and draw 

corresponding to anticyclonic and cyclonic gyres are less pronounces at the sea surface topography map (see 

Fig 4a). Stream function chart clearly shows the cyclonic eddy positioned over the deep part of MCB, Fig. 4b. 

Southward current along the eastern coast of MCB, forced by sea level draw, and eastern and northern 

parts of cyclonic deep water eddy of MCB build up an anticyclonic eddy stretched along 52”E (Fig. 4b). The 

southern part of this meridional anticyclonic eddy is merged with anticyclonic eddy of SCB. This meridionally 

stretched anticyclonic eddy is a robust feature of circulation pattern and we will meet it in following 

experiments. Similar structure, when anticyclonic eddy generated by wind vorticity, stretches out an eddy of 

opposite sign along its periphery is seen near S-W coast of SCB. Below the Ekman layer the pressure gradient 

is the main driving agent of the currents (Fig. 4~). Narrow southward jets along the north-west and east coasts 

of the MCB are connected by wide current flowing anticyclonically along the north shelf slope of the MCB. In 

the deeper waters of the MCB and especially in the SCB. the deep currents can be related to the curl of wind 

stress as in the flat bottom case. 

Few additional experiments without curvature of the wind stress were carried out to clarify the driving 

force of along shelf anticyclonic gym. Results of experiments forced with uniform N-W, N. N-E winds show 

remarkable correlation with the results of previous experiment. Almost the same pattern of the anticyclone 

gyre along northern and eastern shelf indicates that the main driving mechanism of the gyre is the dynamics of 

shelf currents. This gyre 

constitutes a 

recirculation current to 

the eastward current 

over the northern shelf 

and southward current 

over eastern shelf. 

Noticeable that the 

cyclonic eddy in 

southern part of SCB, 

which was likely 

generated by wind 

vorticity like in flat 

4 

II 

ii 
,tj 
.A1 
51 

Figure 4. Sea surface topography, cm (a); stream function, lo4 m3/s, (b) and bottom experiment, in 
horizontal currents, cm/s, at depth 17 m (c) for yearly mean wind driven circulation also present is last 
with realistic bottom topography. 

experiments. The 
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experiments Bl-B3 show that, the circulation pattern driven by yearly mean wind is defined by dynamics of 

shelf currents, moreover this eastern anticyclonic recirculation gyre is present with little modifications when 

N-W, N, N-E winds force the circulation. 

Figure 5. Horizontal 
currents at depth 17 m 
in December (a) and 
July (b), and vertical 
currents in July (c) at 
depth 14 m for the 
circulation driven by 
monthly wind stress. 

The characteristic 

feature of seasonal 

variability (Exp. C) of 

circulation in the MCB 

and SCB is changing of 

cyclonic type of 

circulation in winter to 

the anticyclonic type in summer. In September the circulation pattern is very close to the mean year situation, 

The onset of monsoon westward wind over eastern part of the sea results in N, N-W Ekman drift and in this 

way drives cyclonic gyre in deep MCB and SCB, see subsurface currents in Fig. 5a. With little changes such a 

circulation lasts up to March, when easterlies in SCB are changed by northerlies. Southward wind gives an 

onset to meridionally stretch anticyclonic type of circulation discussed before. Maximum development of this 

. . ..-!I ,..... 

I, anticyclonic gyre occurs in July, see Fig. Sb. 

Upwelling along the eastern coast is generated by off 
46 

coast Ekman drift in all seasons with maximum 
45 

upward velocity in summer, Fig. 5c. 
+I 

Sea surface topography and surface currents 

shown in Fig. 6ab illustrate circulation driven only 

” by river run-off. Volga river induced currents are 

JI about 5-10 cm/s at the distance lOO-150km from the 

40 river mouth, the value that is close to currents driven 

30 by moderate wind in NCB. Hydraulic pumping gives 

3A rise of sea level of about 15-20cm close to mouths of 

37 the Volga. Coriolis force turns river inflow to the 

right, giving sea level build-up along north-western 
Figure 6. Sea surface topography, cm, and surface coast ofNCB 

currents, cm/s, driven by water input from rivers 
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,i Circulation driven by combined effects of wind and 

cschanges through open lateral boundaries do not 

differ much from purely wind driven circulation 

(Esp. C) except for the region close to Volga river 

mouth. In case of climatological winds the river 

induced currents are always stronger than wmd 

currents. an example is presented on Fig 7ab. 

‘!’ 4. Conclusions. 

L.-.. The barotropic currents represent some .-. ...-I_.~-. , ..-._ .._, 
4‘; rn A!, 51, 5, 52 i’l 5, ,: 111 ,!I i(’ :>, :3.‘ Xl .,I 

Figure 7. Surface currents in May m \vmd and rncr 
rcahstic features of the Caspian sea circulation. 

run-off drtven experiment (a) and m only, wind drncn Prevailing in all months North and East wmds over 
experiment (b’ eastern shelf of the sea force sea level drop along 

this coastline. As a consequence, southward gradient current is generated on shelf in sub-surface layer. 

indeper ..,kttly of the direction of surface current. which obeying to Ekman drift may be north, north-westward 

like in winter or south, south-westward like in summer. Southward surface current over the eastern shelf is 

consistent with observation, as well as an elongated anticyclonic gyre over north and east shelf edge of the sea 

in summer is consistent with cyclonic circulation of deep MCB. SCB of the classical schemes 
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Abstract. Observations of the Gulf Stream frontal zone with use the SAR aboard Russian satellite ALMAZ-1 are 
analyzed. Sea surface temperature fields extracted from NOAA- 10 AVHRR IR images are additionally used. Imaging 
from space was accompanied by measurements of upper ocean and lower atmosphere parameters on board the R/V 
Akademik Vernadsky, as well as registration of surface currents along the ship tracks crossing the frontal zone. The 
experiments were conducted at moderate westerly winds when the wind waves and swell propagated in directions 
close to current direction. At these conditions the effects of wave reflection produced the zones of wave 
concentration and wave shadow. It is shown that using spectral analysis of SAR images and model calculations the 
effects of waves refraction can be studied. Contact measurements documented the existence of zones of convergence 
with strong current shear. Linear-like structures seen in the SAR images were located near these current shears and 

, convergence zones and accompanied by organic film accumulation and/or wave concentration. The strips were 
oriented along the Gulf Stream thermal front and reflected the structure of cross current non-homogeneity. Possible 
explanations of an appearance frontal features in the SAR imagery are given. 

1. Introduction 

Ocean fronts as areas of an intensive energy and substance exchange between ocean and atmosphere influence 
essentially on a number of oceanic processes and manifest itself on the sea surface. Potential capability of their 
observation by spaceborne synthetic aperture radars (SAR) was for the first time shown in the experiments with 
SEASAT SAR [l]. These observations and later ones carried out with ERS-1 SAR [2,3] have shown a possibility to 
investigate structure of the frontal zones and detect intensive current boundaries. 

Current variations across the frontal zones may significantly influence surface wave field. Theory predicts [4] the 
most interesting effects: wave reflection by a fair current and waveguide-like propagation of the trapped waves 
towards to current. Concentration of trapped waves in a jet can cause a danger to navigation [5]. 

Spaceborne SAR resolves long surface waves that allows to study surface wave refraction on the currents [6,7]. 
Wave evolution on the Gulf Stream (GS) and wave refraction on a warm core ring were observed by SEASAT SAR 
[8,9]. The SIR-B were used to study the trapped waves on the Agulhas current [lo], and wave behavior in the 
Circumpolar area [6]. However, these data were not supported by contact measurements. 

The most complete observations of wave evolution in the GS area were performed on board of the R/V 
Akademik Vemadsky using ship-based radar and contact measurements [ll]. Field data analysis and model 
calculations run with real wind and currents fields allowed to reveal the most prominent peculiarities of wave-current 
interaction [ 121. Shipboard measurements were supported by quasisynchronous ALMAZ- 1 SAR imaging of the 
experimental area. 

In this paper an analysis of ALMAZ-1 SAR image signatures of the GS and wave behavior on the shear current 
based on the fast Fourier transform (FFT) of the SAR images and model calculations is conducted. Preliminary rekults 
are also presented in [ 13,141. 
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2. The Experiment 

The SAR images of the Gulf Stream were acquired 
on Aug. 28, 29 and Sept. 7, 1991. These days contact 
measurements by RN Akademik Vemadsky were also 
collected. The experiments were performed under westerly 
winds with speed from 5 to 15 m/s. 

The position of the GS temperature front was 
determined from sea surface temperature (SST) map 
extracted from NOAA-10 AVHRR IR imagery acquired 
by ship receiving station in APT regime. The contact 
measurements were carried out from the R/V crossing the 

Table 1 
current in direction perpendicular to the front with 
measurements of the parameters of upper ocean and 

atmosphere boundary layer. They had been conducted within the SAR images. 
The ALMAZ-1 SAR surveys were planned such way that the SAR images covered both the northern and 

southern sides of the GS. It allowed to image front signatures and study spatial inhomogeneity of surface waves due 
to interaction with strong current. Tab. 1 summarizes the parameters of collected SAR images and weather\sea state 
conditions. 

The ALMAZ-1 SAR allowed to observe long surface waves [ 151. To investigate them, SAR image spectra have 
been calculated Each spectrum represents squared modulus of FFT transform of radiance distribution within an 
elementary 128x128 subscenes (pixel 10x10 m). Final spectrum estimates were smoothed over scene containing 
7x7=49 subscenes (9x9 km) with the subsequent smoothing on squares 3x3 in k-space, that provided -900 degrees of 
freedom and corrected by SAR impulse response function [ 151. 

3. SAR Observations of Evolution of Wave Field 

Experiment Aun.28.1991. Fig. 1 shows the scheme of the experiment as a composition of NOAA AVHRR IR image 
and smoothed ALMAZ-1 SAR image. The GS thermal front separates cold shelf waters (24’C, dark) and warm 
waters (28-29’C, bright). The location of a zone with maximum temperature gradients coincides rather precisely with 
a’zone of maximum of current speed. 

According to the ship observations, on the southern side of the GS there was the mixed wave field consisting of 
wave systems traveling in the NE sector. On the northern side only one system of NNE direction was observed [ 131. 
The SAR image spectra presented in Fig. 1 illustrate the basic peculiarities of wave field. A close inspection of spectra 
in Fig.1 shows that wave field south off the jet consists of two wave systems, A and B, and on northern side of the 
GS only one wave system A prevails. Both systems had wavelength -150 m. On the northern side of the current the 
SAR image spectra have of one-peak (system A) while on the southern side spectrum angular width increases due to 
presence of two wave systems. At the same time the spectra have higher energy level on the northern side of the GS, 
that indicates wave concentration in this part of current. 

The local maximum A is observed on all spectra and corresponds to waves crossing the current. The maximum 
B registered only on the southern side, can be referred to waves reflected by the GS. This effect is confirmed by wave 
ray model calculation performed for an uniform wave field south off the GS with a wave vector corresponding to 
system A (Fig. la). It shows that due to refraction the background surface wave field separated on two wave systems 
(A and B) depending on a local wave incidence angle. In southern part of the SAR image the trajectories are crossed, 
that corresponds to a superposition of waves. Only system A penetrates on northern side of current, where SAR has 
imaged unimodal wave field. The reflection of waves occurs to the west of the area imaged by the SAR where a local 
incidence angle is greater due to curving of a jet. Wave rays calculations presented in Fig. lb explains the absence of 
wind wave system on the SAR image. Really, the waves directed along wind were deviated by the current that forms 
shadow area. At the same time locally generated developing wind waves probably are not resolved by the SAR. 
Experiment Aug. 29. 1991 was carried out at conditions similar to previous day at moderate westerly wind of 5-l 1 
m/s. In Fig.2 the smoothed SAR image overlaps the NOAA AVHRR IR image. The observable thermal structure is 
less pronounced ,that was caused by influence of cloudiness. The GS temperature front divides core .warm waters 
(r,=28’C) and more cold shelf water (Tw=25’C). The right up comer fragment illustrates general structure of SST 
field with thermal fi-ont marked by a solid line. 

The sample of SAR image spectra reflects the basic characteristics of waves field variability. On the northern 
periphery of the GS two wave systems are observed, to which the spectral maximum A and B correspond. The waves 
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Fig. L Scheme of experiment of Aug.28, 1991 as a composition of the ALMAZ-1 SAR image (12: 16 UTC) of the Gulf 
Stream and NOAA AVHRR IR image (08:OO). Also shown are the numbers and positions of subscenes where SAR 
image spectra were calculated, the wind direction and ship tracks. The southern part of the SAR image is presented in 
detail. At the right, sample of SAR image spectra. Hereafter, discreteness in wavenumber is 0.005 rad/m, isolines are 
drawn in 0.2S,,, where S,, is the maximum level in this series of spectra and 180”~ambiguity in wave direction is 
eliminated using ship observations. The bottom plate represents model surface current field (hereafter current velocity 
isolines are drawn in 0.5 m/s), wave rays of systems A and B (a) and trajectories’of wind waves (b). Also shown are 
the SAR image frame and SAR image spectra points, arrow marks wind direction. Model current is constructed by 
using the cross current profile measured along the track #16. 
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A (l-l 50 m) propagating in the SE direction are visible in all spectra and cross the current without reflection. Spatial 
non-uniformity of wave field is formed basically by wave system B. Characteristic wavelength of these waves (90 m) 
is smaller than that of system A. They were observed only on the northern side of the GS and were not observed in 
the area of current strengthening. 

The peculiarities of wave field are qualitatively explained by wave packet kinematics on a non-uniform current. 
Fig,2a,b shows model surface current field and wave rays for wave system B (a) and A (b). Trajectories of system B 
were calculated for a spatially uniform background wave field directed along wind direction. Due to refraction on the 
meander located at 38.5’ latitude, wind system divides on two subsystems deviating accordingly to the north and to 
the south ofjet. However, unlike the previous day, only the southern part of the SAR image is in a zone of shadow 
where the energy of wind waves is much lower background. As a result wind wave system is not stand out against 
system A in the SAR image spectra in Fig.2. Wave rays of system A (Fig.2b) finds out weaker influence of current on 
the trajectories of packets. It is caused by smaller incident angle and greater wavelength as compared to system B. 

The concentration of waves on the northern periphery of the GS is proved by increase in ship heave variance and 
agrees with spatial changes of wave energy inferred from the SAR image spectra [ 141. This also suggests that growth 
of energy is caused by spatial concentration of waves of system B. 
&De&rent Sept. 7. 1991 was carried out at moderate westerly winds (1 l-15 m/s). In difference from the previous 
days, the SST field had complex character, caused by current instability. As follows from Fig.3 the SAR image covers 
a zone of evolving GS disturbance, thus its northern part appears is on a forward front of the warm waters tongue. 

Experimental scheme is shown in Fig.3 as a composition of the SAR image of Sept.7 and NOAA AVHRR image 
of Sept. 4. To estimate possible displacement of the front during 3 days separating the moments of ALMAZ-1 and 
NOAA surveys, the coordinates of points are drawn in which the R/V crossed thermal front on Sept.6 and 7. 
Referring to Fig.3, we find only small changes in spatial location of the GS front, that allows to use its position for 
analysis data collected on Sept.7. At the same time, one can expect that used earlier hypothesis of constant cross 
current speed profile will be not valid in conditions of a complex configuration of the front, connected with current 
instability. Nevertheless, we have performed wave calculations with model current field built using the above 
assumption. 

Fig.3 also presents SAR image spectra. All of them has local maximum corresponding to waves propagating in 
the SE direction. They crossed current keeping practically constant wavelength (150 m) and direction (1350) that 
agrees with a picture of wave rays which look like quasi-parallel lines. It results from mutual orientation of waves and 
current when the rays penetrate into a jet along a normal to the front, and so refraction effects are minimum. 

At the same time, decrease in energy of SAR image spectra on the southern side of current pays attention. This 
effect is not explained with simplified surface current scheme as a flat parallel jet following configuration of the 
thermal front. 

4. Front Signatures on the SAR Images 

The analysis of the SAR images has allowed to reveal a number of features associated with current structure in 
the GS frontal zone. 
Exveriment Aun.28, 1991. Fig.1 shows an enlarged fragment of the southern part of the SAR image which reveals 
contrast boundary oriented parallel to the temperature fi-ont and separating the areas with different backscatter level, 
This day ship measurements were performed along the track located outside of the fragment, that doesn’t allow to 
interpret the SAR image reliably. Apparently its origin may be attributed to the difference of atmospheric boundary 
layer stability over waters with different temperature. Attention also pays bright linear-like structure located to the 
south of considered boundary on a distance of -5 km and parallel it. Similar features were frequently observed by 
remote sensing technique in the GS in close vicinity of current convergences [ 11. Under certain conditions, the waves 
experience intensification here and cause sea surface roughness increase and give increased backscatter. 
Exveriment Aun.29. 1992. Let us consider in detail the observations of linear structures based on data of Aug.29, 
when the ship measurements were carried out in the area covered by the SAR image (see Fig.2). The SAR image 
presents two strips having negative (A) and varying (B) contrast. They are oriented in parallel to thermal front, and 
strip B perfectly coincides with its location. Within line A the level of radar backscatter is lower than background one. 
At the same time, line B posses varying radar contrast: the western part of this strip looks as bright feature, the 
eastern one has negative contrast. 
For interpretation of these structures we use the data of ship measurements, collected during several hours before 
satellite survey. When R/V was crossing the strips A and B oil slicks and sargassum accumulations were visually 
observed that indirectly indicated on the presence of current convergence [14]. Mentioned above attributes allow to 

221 



110 ’ hi,, ’ 
1- 1. I -~1 

iii c, i, : (8 

Fig. Z.Scheme of experiment on Aug.29, 1991 as a composition of the ALMAZ-1 SAR image (21:45 UTC) and NOAA 
AVHRR IR image (06:36). Also shown are the ship track and the numbering of SAR image subscenes used for spectra 
calculations. The upper-right plate displays general viewing of the thermal front. The symbols A and B mark linear 
features, thermal front (T), clouds (C) and the test site (E) where in-situ wave measurements were collected. At right, 
sample of SAR image spectra. The symbols A and B mark local maximum of wave systems. The bottom plate presents 
reconstruction of surface current field, wave rays of system B (a) and wave trajectories of system A (b). 
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interpret dark strips on the SAR image as expressions of current convergence, the negative contrast of which can be 
explained by ripple damping due to organic films. 

Distinction in radar signatures of structures A and B pays attention. Distance between strips was a few 
kilometers, and they were observed at the same wind conditions. The measurements show that in a vicinity of the line 
B strong cross current shear occurred which was absent in vicinity of line A [14]. Thus we concluded that the 
negative contrast of the strip A is of slick origin, and the contrast of the line-like feature B is determined as by 
accumulation of floating substances including sargassum (which usually aligned along current boundaries in the GS 
frontal zone) in convergence zone, as well as by wave interaction with both convergence and current shear. This is 
the possible reason of brightness change along the strip B. 

The contrast strips, being radar manifestations of convergence structures, were frequently observed at weak and 
moderate winds [3]. The signatures of the convergence structures are determined by wind speed. At a weak wind the 
effect of pollution accumulation prevails, that results in slicks with negative radar contrast. With wind growth the 
surface films are destroyed, and the determining factor becomes concentration of wave energy in convergence zones 
that forms bright lines due to roughness increase. If convergence acts along with cross current velocity shear the 
resulting radar signatures can be more complicated. Under strong winds all surface signatures disappear. In general 
case, the radar contrasts will depend on wind velocity, radar viewing geometry, components of current shear tensor 
and surface films or substances concentration. 
ExDeriment Sevt 7. 2992. Increase of wind and waves strengthening destroys linear-like structures which are not 
visible on the SAR image acquired on Sept.7 (Fig.3). Its basic peculiarity are linear structures in the image northern 
part located in zone of the forward front of warm water tongue of the GS disturbance. Its development is 
accompanied by the formation of convergence zone due to warm water advection toward slowly moving shelf waters. 
The local amplification of waves owing to convergence action forms bright SAR feature oriented along the 
convergence front (1) in the NW-SE direction (enlargement to Fig.3). To the north from it wave-like disturbances (2) 
oriented perpendicularly to the front are seen. Characteristic distance between strips is a few km. Probably, they 
result from intensive interaction between warm and cold waters displaying an unstable current field in evolving GS 
disturbance accompanied by generation of signatures look like internal wave manifestations. We shall note, that to the 
south of front where, probably, the currents are small these disturbances are absent. The similar structures in a warm 
ring of the GS (so-called “mottled texture”) were imaged earlier by the SEASAT SAR [l]. 

5. Summary and Conclusions 

The observations of the GS frontal zone were performed with ALMAZ-1 SAP and from board of the RN 
Akademik Vernadsky. Low orbiting ALMAZ-1 satellite provided rather small values of R/V ratio, therefore the 
contribution of SAR nonlinear effects was minimum [ 151. This allows to determine wavelengths and wave directions 
by FFT processing of SAR images. 

The theory of interaction with jet current [4] predicts an opportunity of wave reflection and trapping by a flow. 
Using spaceborne SAR, we observed wave reflection by fair shear current, that proves to be true by SAR image 
spectra analysis and wave trajectories calculations. The reflection of waves appeared as a combined result of the 
current shear and upstream curving of the GS. Wave refraction forms local areas of their intensification and 
weakening. The concentration of waves at the current boundaries due to superposition of several wave systems may 
produce a danger to ships, among them due to significant broadening of the angular spectrum. The operative control 
of such situations has practical interest and possible only with the help of a spaceborne SAR. 

The convergence strips at the current boundaries are characteristic of the ocean fronts. There is a number of 
processes forming different sign radar signatures. Surface films ,and pollution accumulations damps the Bragg waves 
backscattering radar signal. Moreover energy of waves concentrates in convergence zones with possible occurrence 
of stochastic wave strips, The sea surface roughness growth induced by waves steeping and chaotic breaking 
increases radar backscatter, and after occurrence of a bright strip an appearance of a dark one is possible. The relative 
contribution of these two effects depends on wind speed, surface films characteristics, and current non-uniformity. At 
weak winds (<5-S m/s) the film effect prevails, and convergence strip had negative radar contrast. With wind increase 
the sea surface films will be destroyed, and the convergence zones get positive contrast. At a strong wind the 
efficiency of both mechanisms falls and the waves forming the sea surface roughness are in balance with a local wind. 

Comparison of the SAR images and contact data has shown that linear-like structures were oriented along 
thermal front and delineated the zones with maximum current gradients [14]. The convergence strips delineated by 
organic films had negative contrast (were black on the SAR image) at wind speed up to 8 m/s (Fig.2). Another type 
of strips on a distance of several km from those became visible in the SAR image due to significant local cross current 
shear. It was displayed as line with varying radar contrast. Its value and sign depended on mutual orientation of 
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Fig. 3. Scheme of experiment of Sept.7, 1991 as a composition of the ALMAZ-1 SAR image (19:32 UTC) and NOAA 
AVWRR TR image of Sept.4, 91. Also shown are the ship track, numbering of SAR image subscenes used for spectra 
calculations and the GS front location on Sept.6 and 7 according to ship data. The lower plate presents the northern part of 
the SAR image with convergent front (1) and mottled texture (2). At right, sample of SAR image spectra, symbol + marks 
the position of spectrum maximum according to ship-based radar data. The bottom plate represents model wave packet 
trajectories overlaid on the surface current field. 
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waves, current gradients and SAR look direction. On the SAR image acquired at 12 m/s the liner-like structures near 
the thermal front were not observed (Fig.3). But there were features coinciding with convergence front caused by 
warm waters advection into shelf waters, and the wave-like structures orthogonal to the front. The nature of “wavy” 
signatures crossed this front is not clear and requires additional investigations. 
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Abstract. 
The focus is on the temperature/salinity analysis of the CIW, based on recent data sets, depicting normal, severe 
and mild winter conditions in the Black Sea since 1984 (more than 50 hydrographic surveys). The period was 
characterized by gradual cooling of the pycnocline waters in response to three major cooling events: 1985, 1987 
and 1993. These cooling events resulted in 6 - 8 years period temperature fluctuation superimposed over linear 
trend. On the average, the CIL lower boundary was located at 87 m, and the overall range of its vertical 
excursions was about 25 m with the shallowest position in 1984-85 and the deepest position in 1995. Such 
variations in position of the boundary of the layer yield 8750-km3 variation of its volume. Studies of spatial 
variability of the CIL volumetric structure revealed that these variations are pre-determined by stratification of 
the upper layer. 

1. Introduction. 

The Cold Intermediate Water (CIW) mass in the Black Sea constitutes the Cold Intermediate Layer 
(CIL), commonly characterized by waters with temperature T < 8°C. The CIL core, or the layer of minimum 
temperature, is observed within a depth range of about 30-80 m overlying the main pycnocline, where vertical 
stratification is maintained basically by the salinity gradient. 

A profound understanding of the sources, formation and spreading mechanisms of the CIW mass is 
essential for better understanding of the impact of surface mixing on transport of pollutants and of organic 
matter. Also, the CIL exerts some controls on the biogeochemical cycling of the region. Intensity of the CIW 
formation is directly connected with the level of biological productivity through new production resulting from 
the entrainment of nutrients from the pycnocline into the euphotic zone. 

First explanations of the CIL origin were suggested in 1930’s by Knipovich [ 1] and Zoobov [2] who 
described the layer as a remnant of an upper mixed layer formed due to cooling and convection during previous 
winter. Later Kolesnikov [3] introduced an idea of advective nature of the CIW. Filippov [4] and other scientists 
[5, for example] supported the hypothesis. According to their notion, cold waters that replenish the CIL are 
formed mostly in the northwest part of the basin, where winter conditions are the most severe. However, with 
the CTD probes becoming available, CIW renewal was registered also within the cyclonic gyres in the central 
part of the sea [6], where the CIL is relatively thin, and the main pycnocline shoals to 30 - 40 meter depths. 

The basic debatable in the past issue related to CIW formation may be defined as ‘What is the main CIW 
source region?’ To answer this question, formation and distribution of the CIL were analyzed in [7] on the basis 
of the basin wide CTD data collected in September 1991 and July 1992. A comparison of physical 
characteristics of the CIL showed the formation of considerable amount of CIL during the winter of 1991 -I 992. 
The results revealed that the CIL of the Black Sea forms over the northwestern shelf area, at the center of the 
cyclones as well as in the convergence zone. A basic conclusion derived from the comparative analysis of the 
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Black Sea volumetric T,S diagrams for different years and for different regions is that water formed due to 
winter convection within the vast area of cyclonic circulation in the central part of the basin, in terms of water 
masses, does not replenish CIL of the convergence zone. In general, CIW is of ‘local’ formation if the term 
‘local’ is used to discriminate areas of cyclonic and anticyclonic circulation but not in terms of their in situ 
formation (figure 1). Though some indications of the penetration of a part of shelf waters into anticyclonic 
regions were discovered, the role of this mechanism is relatively small. 

longif ude longitude 

Figure I. Schemes of Black Sea circulation (left) and of CIW formation (right) [7] 

For a cold winter, formation of the CIW within anticyclonic eddies yield for more than half of the entire 
CIL volume. At the same time, cooling is more ‘effective’ over the shelf and in the central part of the sea, where 
heat losses per unit volume, apparently, exceed such values for the anticyclonic areas. 

A certain gap in the studies of the CIL origin has been a negligence of quantitative descriptions of its 
structure. Few attempts have been made in the past to give quantitative estimates of CIW mass volume. The 
only reference that had been found in the literature was an estimate of the average summer CIL volume reported 
by Glazkov [8]. It is 16035 km3. However, CIL volume calculated for September 1991 and July 1992 was 
18361 km3 and 19888 km3 respectively [7]. A comparison of these estimates implies an appreciable interannual 
variability in CIL volumetric structure, therefore the objectives of this paper is to reveal such temporal changes, 
their magnitude, dominating time scales as well as basic mechanisms responsible for spatial variability in CIL 
thickness I volume. 

2. Data and methods. 

In the present study the focus is on the volumetric temperature / salinity analysis of the CIW based on 
recent data sets depicting normal, severe and mild winter conditions in the Black Sea since 1984. These are 
more than 50 hydrographic surveys of the Marine Hydrophysical Institute and of the Institute of Marine and 
Atmospheric Science / Middle East technical University. General description of the data can be found in [9]. 
Temporal and spatial variability in CIW properties is analyzed versus salinity and density coordinates. Traces of 
winter mixing events appear well preserved in temperature-salinity structure, particularly due to the peculiarities 
of the Black Sea pycnocline where temperature acts as a passive tracer with a smaller contribution to density as 
compared to salinity. 

For the period staring from 1984 and until now, we have been able to delineate temperature fluctuations 
within the pycnocline. The series is shown in figure 2. The temperatures were calculated as mean temperatures 
for a survey area for fixed salinity ranges ( 0.1 ). Such non-traditional approach was used to filter, to an extent 
possible, random bias in temperature. Though not all of the cruises provided basin wide coverage there is no 
much scattering in temperature variability revealing that mean values do not depend much upon survey area 

Actually. this is not a surprising.result because main differences in temperatures for isopycnal surfaces 
are between cyclonic gyre and anticyclomc eddies 171. The horizontal scale of the transition zone associated with 
the Rim Current is about 20 to 40 kilometers. A spatial scale of the anticyclonic eddies range from 30 to 70 km 
[IO], and most of the surveys were designed to reveal spatial inhomogenity of oceanographic fields within the 
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Rim Current and to resolve basic mesoscale features. Therefore estimates of averaged temperatures even for 
surveys of relatively small regions or for a cross current transacts are close to basin wide averages. 
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Figure 2. Temperature variations at a fixed salinity ranges, 18.618.7,..., 21.4-21.5. Circles at 19.55 reveal timing 
of the surveys, open triangles reveal temperature at 19.55 salinity in some previous years (dates shown). 

3. Results. 

Vertical distribution of the magnitudes of temperature oscillations within the pycnocline (figure 2) 
indicates that convection events have limited effects in modifying the structure of the main pycnocline on a 
seasonal time scale. However, long-term (5 to 10 years period) fluctuations of the thermal structure of the 
pycnocline are well recognized within the whole pycnocline layer. 

The period starting from 1984 and until now was characterized by gradual cooling of the pycnocline 
waters in response to three major cooling events: 1985, 1987 and 1993 and, on the average, temperatures were 
lower than in 60’s. Also, partial renewal of water that form the core of the cold intermediate layer (the level of 
14.2-14.8 isopycnal surfaces) took place in 1989, 1991 and 1992. Hence, residence time of the CIL core was 
about two years. Seasonal and short-term (about two years) fluctuations are confined to the upper pycnocline 
(salinity lower than 19.0-19.5) and are negligible in terms of modifying temperature structure of deeper layers. 

The major cooling events resulted in 6 - 8 years period temperature oscillations superimposed over 
linear trend. They are well noticeable practically in the whole pycnocline layer. The magnitude of the 
oscillations decreases with increasing depth (figure 3). The dependence of the magnitude upon depth was then 
used to estimate mean value of the mixing coefficient. Theoretical decrease of the magnitude was modeled in 
accordance with the law of thermal wave propagation from a harmonic source. The result of the best fit is shown 
in figure 3. It was achieved with k, +0.9-I .2. 10-5m2 . K1 (depends upon the period chosen for the 
evaluation). The observed temperature fluctuations in the middle and lower pycnocline are a result of a 
combined effect of vertical mixing (diffusion) and lateral advection [l 11. Indeed, deviations between the two 

228 

_- . . 



curves in figure 3 imply more effective (compared to theoretical) penetration of the cooling signal into the lower 
pycnocline (salinity > 20). 
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Figure 3. Decrease of the magnitude of 8 years period temperature fluctuations in the pycnocline 
according to data shown in figure 3 (dashed line) and ‘theoretical’ (solid line). 
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Figure 4. Potential Energy hypothetically spent to mix the water column with real stratification of October 1992 down to 
14.8 sigma-t surface (leg) and down to 70 m (right) at different stations, which positions in the system cyclon- 
anticyclon are characterized by position of the 14.8 sigma-t. 
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On the average, the CIL lower boundary was located at 87 m, and the overall range of its vertical 
excursions was about 25 m with the shallowest position in 1984-85 and the deepest position in 1995. Such 
variations in position of the boundary of the layer yield 8750 km” variation of its volume. To check this estimate 
we calculated the total CIL volume for the summer of 1984. It was about 11600 km3 or about 8400 km3 less than 
in 1992. No seasonal variations at the level of the CIL lower boundary can be seen from the data. 

There is no linear relationship between winter meteorological conditions and the total CIL volume 
because of a one to two years delay in response of the mid pycnocline to cooling at the surface [7, lo]. However, 
cooling conditions determine the amount of the new portion of the water mass that forms the CIL core. In 1992, 
the volume of the newly formed waters made up about 4000 km3 for the anticyclonic area. This constituted 57 
per cent of the CIL total volume for this area. For the cyclonic region, same value was 2700 km3 (approximately, 
50 per cent of the total CIL volume). The largest portion of newly formed waters characterized the T,S diagram 
for the Batumi anticyclonic region. 

Using CTD data of one of the surveys conducted in the northwest part of the basin in October 1992 we 
calculated values of a Potential Energy hypothetically spent to mix the water column with existing stratification 
down to a certain level. The results were then compared with the real data, which describe situation after the 
winter of 1992-93. Calculations have been done to disclose basic mechanism responsible for spatial variations 
in thickness of the newly formed portion of the Cold Intermediate Layer or in the depth of the CIL core. The 
results are shown below in the figures 4 & 5. It can be easily verified from figure 4 that about the same amount 
of energy (- 10000 J/m’) should be spent to mix the water column down to 40 m in a cyclonic gyre (depth of the 
14.8 sigma-t surface is about 40 m) and down to 70 m in an anticyclonic eddy (depth of the 14.8 sigma-t surface 
is about 80 m). 
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Figure 5. Potential Energy hypothetically spent to mix the water column with real stratification of October 1992 
down to selected sigma-t surfaces in the center of the western cyclonic gyre (43”30’N) and over the 
slope west off Crimea (44”30’N). 

According to CTD data collected in April of 1993, convective mixing during the winter of 1992-93 
penetrated, approximately, down to 14.8 sigma-t surface (or down to 40 m) in the central part of the basin and 
down to 14.3 sigma-t (corresponds to 70-80 m depths) in the areas of anticyclonic eddies [ 111. Same result 
could be predicted from the fall data with known estimate of energy spent for mixing. Indeed, figure 5 shows 
that if about lo-12.103 J/m2 were spent convective mixing would penetrate down to 14.8-15.0 sigma-t in the 
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center of the western cyclonic gyre and down to 14.3 sigma-t over the slope (area of anticyclonic circulation). 
Actually, this reveals that even with a spatially uniform energy flux characteristic inhomogenity in CIL thickness 
is formed due to spatial differences in stratification of the upper layer. 
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Abstract 

Undisturbed state of a fluid flow represents a laminar shift current. Turbulence arises instantly in the 

whole volume of the current if the Reynold’s number exceeds a critical significance. Turbulent perturbations 

create a new stable state appropriate to specific environmental conditions. It is similar to a direct elastic rod 

losing stability by the longitudinal load action and acquires a new stable state at the expense of form 

modification. Elastic deformation of the rod is characterized by a transversal deviation of the rod from initial 

state and is described by the equation of oscillations. State of the turbulent flow is changed in a similar way if 

the analogy is correct and it can be described in terms of the oscillatory system model. The specific parameters 

appropriate to the model should be constructed with use of average physical parameters of the turbulent flow. 

Introduction 

Turbulence is represented to an observer as a very complicated physical phenomenon of random 

movement of liquid with irregular chaotic modification of velocity [ 1, 31. Statistical parameters of turbulent 

flow are constructed by average of physical parameters and reveal some natural properties permitting to realize 

quantitative analysis of the phenomenon [ 1,2]. Designing of statistical parameters has the important heuristic 

significance as a base of adequate language for the turbulence quantitative theory . Search of analogies with the 

physical systems described by the well investigated mathematical models is one of the possible approaches in 

this direction. The nature is economical in means and the same principle is realized often in various physical 

systems. For example the classical oscillatory system model is applied in the most various parts of physics: 

mechanics, the elasticity theory, the nuclear physics etc. 

Given work is an attempt to apply the classical model of the oscillatory system to the stratified 

turbulent shifl flow. This is initiated by the problem to create rather simple and informative model of turbulent 

regime for the ocean boundary layer which allows to imitate appearance and evolution of the vertical fine 

structure of hydrophysical parameters as a response on external effects. 

1. Deviation of the turbulent flow from undisturbed state. 

Let’s consider turbulence kinetic energy, b , as initial statistical parameter. The equation of a 

turbulence energy balance for the quasistationary one-dimensional flow has a kind [I] 

d 
Cb - 

db gp’ W’ 
&Cdz+G-& =- 

P . 



The equation contains the members circumscribing turbulent diffusion, turbulence generation at the 

expense of shift instability - G = u? 6’ u I dz , turbulence dissipation - E , and source of turbulence connected 

to buoyancy forces. Here: c, - numerical constant connecting coefficient of turbulent exchange to impulses K 

with coefficient of turbulent diffusion of turbulence energy, z - vertical coordinate, p - density of water, p ’ 

and w ’ - turbulent pulsing of density and transversal current velocity, g - gravity constant. 

Coefficient of turbulent exchange by impulse and dissipation rate are determined both by energy of 

turbulence, b , and local scale of turbulent perturbations of the current I : K = I&; E = c, b3’2 /Z . [ 1,2]. 

Scale of turbulence is noted in a linearized kind l = a (z) z , where a (z) - numerical factor. Boundary 
- 

conditions is set for the top of an area of developed turbulence, z , and are included kinetic energy of 

turbulence, b, , and it derivative - (8 b/d z), = 0 . For determination of numerical significances of 

parameters on the bound the logarithmic asymptotics it is supposed : K = K U. i b,, = u.” / Cl, -where K 

- Karma& constant , c, = E .- numerical factor [I, 51 

Normalization of the energy equation in relation to dissipation rate: 

i 

a(b%) d’(b3”) 
F (l+a). dz +z dz2 +(y-l)=R,y 

allows to enter following parameters of similarity: 1) number y = G/E describing attitude of generation and 

dissipation rates; 2) dynamic Richardson’s number - Rf = gp’ w’/p ; 3) nonlinearity coefficient of 

turbulence local scale - a = (z/a#a a/a z) , 

By change of variabIes: y = (b/b,,)’ , x = In(zb) - the normalized equation of energy is 

linearized: 

j+ajt+C (y-l)cp”(x)~=CRfq(x)exp(x) - 

where: c = 1.5 c, /c;;, ai - numerical coefficient, 9 (X) = a, / a - function defined by scale factor a (z) , 
-- 

R,=K~~‘W’Z/~u.Z - boundary dynamic Richardson’s number, K = a& “/a6 - Karman’s constant, 

a, = a(o) - boundary significance of scale factor. Points above the equation designate derivation on a 

variable x . Function y(x) satisfying to the obtained linear diIMential equation character&s deviation of 

turbulentjlow@om undisturbed state. 
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2. Local scale of turbulent perturbations. 

The evaluation of nonlinearity coefficient of local turbulence scale can be made with use of outcomes 

from experimental research of non-stationary phenomena in a viscous stratum of the shift turbulent current [4]. 

By laboratory experiences it was revealed that in a thin boundary layer enveloping hundred characteristic linear 

sizes of a viscous stratum, V/ U, , there are local separations of a stream. Process has statistically certain 

periodicity [5] : 

( 1 

0.83 

/j*=4.+ u.h _ 
u.” v ’ 

where h - external scale of the current. 

If circumscribed process is settled then energy of turbulence generated on the top of boundary layer 

should have time to dissipate completely in the whole current during between the explosions: b, = & d t . It is 

possible to receive a ratio defining scale factor a(h) on the base of the Kolmogorov’s law for dissipation: 

a(h) = 4.0 C, Re;“” d-- b0 - = 4.0 
c 

u. 
$Re,“.“, 

J- 1 
Re. 1%. 

where h is a lower bound of the boundary layer. 

Then it is possible to receive equivalent expression by replacement in the ratio the lower bound h of 
- 

the developed turbulence area by the upper one , z , to definite boundary Reynolds number: 

h 4.17 
- 

a(h) =a0 = 0 , a, =4.U 
c,G-0.17 

d- 
, Re. ==. 

Z 
Cl l 

V 

The obtained outcome results in two suppositions important for a case in point. 

1. It is possible to assume the parity for scale factor a(h) is executed not only on a lower bound, 

z = h , but also in the whole area of developed turbulence: 

0 
4.17 

a(z) =a, z 
Z 

Then differentiating the last equation we’ll discover significance of nonlinearity coefficient of local turbulence 

scale: 

z da 
- = - 0.17. 

Q=hBZ 

2) Boundary scale factor can be changed in the limits: K d-- c, I a, I 1 inside transitional area, 
- 

z < z Local scale of turbulence cannot exceed thicknesses of considered stratum and it gives value for the 
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upper limit. The lower limit is determined by a logarithmic asymptotics. These restrictions install the 

boundaries of transitional area of turbulent flow: thickness of viscous stratum - z. and upper bound of the 

developed turbulence area - i . 

Re., = (4c, / ,/?f$“; ii& = (4c, / c, ,)‘/- 

Thus nonlinearity coefficient of turbulence scale is connected to Reynolds number. It is possible to 

find Reynolds numbers for boundaries of the transitional area setting numerical evaluations of coefficients as 

Q! =-0.17, c, =O.W and c, =dcs [l]: 

Re., =0.09; z, =0.09?; &* =640; i=640v. 
u. u. 

Significance of numerical coefficient defining parameter z o is confirmed by experimental 

evaluations [2,6]. It is possible to consider significance of boundary Reynold’s number Re. = 640 as critical 

significance of a dynamic Reynold’s number. Using as law of a resistance as U. = 0.05 u [S] we can receive 

for critical Reynold’s number signilkmce Re,, = 12800 conterminous with significance obtained in classical 

experience of Reynolds [7]. 

Indicated analysis of experimental researches gives a basis to consider nonlinearity coefftcient of 

turbulence local scale as independent on a vertical coordinate parameter and installs for it rather reliable 

evaluation a = - 0.17. In that case function q(x) h as a kind 9 = erp f- a X) and the equation of energy 

takes the form equivalent to the equation of forced elastic oscillations [8]: 

j;+a,j+#?y=f(x). 

where f(x) = c Rr erp[(l + a)x] and /?= C(y - l)eKp(- 2a x). 

“Elasticity” of turbulent flow is determined by attitude of generation and dissipation rates. “Friction” is 

connected to nonlinearity of the turbnlence local scale. Driving force formed by buoyancy. 

3. Turbulent flow as the oscillatory system. 

The obtained equation can be presented as 

-f-(T+V)=-Za(T-qV)+fj, 

where T - kinetic energy of the deviation; V - potential energy; 4 = 0.5 B/a j? - parameter describing 

inner properties of the system. 

The special interest represents the mode 4 = 0. . In this case turbulent flow is the oscillatory system 

described by an ordinary differential equation with constant coefficients and has analogs among the physical 

systems. Parameter determining a solution hind of the equation of forced elastic oscillations is a number 
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p=a2/4P..Dii e nition of parameters p and 9 for turbulent flow is a problem of special experimental 

Fig. 1. 

Vertical structures of turbulence coefficient 

K(m*c-‘ ). 

4.Jit~-C&- 

coefficient for,various conditions of stratification is 

represented CMons havebeenmadein suppositionthe 

highlayerofthesearepresentsanoscillatorysystem q= 0 

and p = 1. Signif- of surface thermal balance were 

accepted equal 100,O and -100 ,&C/M’ c . The positive 

thermal balance limits area of turbulence distribution by the 

level 40 m. and the shaxptidary of turbulent area is 

formed. For n-cation-the structure is-linear. -For 

negative thermal balance turbuIence coefkient grows faster 

with depthowingto convectivein~. 

Velocity of the shift current can be determined from the parity for generation rate: G = y E - as 

and following structures of the current velocity take place for y = 1 and f = 0 : 

l.Degree, a#+: 

u 1 ccr 

0 
-=- F 
u. Ka z 

-I- cm?; 

2. Logarithmic, a = 0 : 
- 

Thus nonlinearity coefficient of turbulence local scale is equal to an exponent of the degree law for 

current velocity . Experimental researches show the exponent is not a constant and depends on a Reynold’s 

number [5]. For nonlinearity coefficient a = - 0.17 Reynold’s number is determined by sigr6ficance 

Re = 5 10”. It corresponds to a rauge of Reynolds numbers in which the experimental IFXZU&S dere 

conducted [4]. The function trjae) cm be o&3&4? by approximation of experimental data. 

When the system is far from a local equilibrium state and influence of buoyancy forces is insignificant, 

i.e. the number p is close zero, the equation for deviation of turbulent flow from undisturbed state has a kind 
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similar to the equation of elastic rod oscillations: j; + C (1 - 1) y = 0. By delivering boundary conditions: 

x=O,y=O,x=In(h/~);y=O,- it is possible to define critical “load” y which results in emerging a 

nontrivial solution of the equation. This classical problem of elastic theory has a discrete spectrum of 

eigenvalues: 

,wheren=1,2,3 . . . . 

Turbulence does not occur and the current is laminar if the relation of generation and dissipation rates does not 

exceed the significance: 

( 1 
2 

Y Kp= l+ $ &-) ’ - 

When the nwnber y = y KP a simisoidal deviation of turbulent flow from undisturbed state is appear 

instantly. Evaluating for ocean conditions initial magnitudes of upper layer as: 

h = IOOM, y. = o.olM / C, c = 1.5Jck / CbK == 3,- it is possible to receive following significances of 

turbulent flow parameters: i = O.O76m, yKP = 1.064, /I? = 0.19. 

The stated method of study allows to consider various hydrophysical phenomena connected to density 

stratification from the point of view of the small oscillations theory and opens possibilities for revealing new 

regularities in ocean turbulent current 
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The evolution of some modon-like vortex configurations is studied numerically. They are shown to radiate 

vortex pairs that propagate toward the east and west and evolve very slowly. These dipoles are identified as 

Larichev and Reznik modons and cores of quasi-stationary non-linear Rossby waves, respectively. 

Introduction 

One of the theoretical interpretations of the mesoscale eddies is the so-called Rossby soliton, a 

stationary solitary wave that exists due to the balance between nonlinearity and the dispersion caused by the 

p-effect (see, e.g. [14]). Stern [17] suggested the first model of such a kind representing an exact solution to the 

equation of potential vorticity conservation in a barotropic ocean with flat bottom on the p-plane and looking 

like a standing pair of vortices; he also introduced the term “modon” to designate such dipole current systems. 

Following Lamb [7] he constructed his solution by dividing the (x, &plane into two parts, a circular area and 

its exterior, and by matching the internal solution (the streamfunction and the velocity fields) with the 

motionless exterior (where the streamfimction is zero). At the matching contour the acceleration and the 

vorticity of fluid particles are discontinuous in Stem’s modon. Larichev and Reznik [S] subsequently 

constructed a modon that under the “rigid lid” condition propagates toward the east and possesses greater 

smoothness: its acceleration and vorticity are also continuous. Henceforth, the current systems characterized by 

continuous streamfunction, velocity and vorticity will be called high-smoothness ones. Despite that to date no 

flawless proof of the stability of Larichev and Reznik’s modon has been put forward (see, e.g., [ 15]), a 

considerable robustness of these propagating modons was demonstrated numerically [9-131 and in laboratory 

experiments [3, 19,201. The geophysical significance of modons is attested by numerous observations by means 

of high-resolution remote sensing imaginary [1, 4 -6, 181, in which mesoscale vertical pairs were detected in 

different regions of the World Ocean. However the question remains as to whether any vertical pair, under 
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idealized conditions, will necessarily either transform into a classical eastward-propagating modon or 

disintegrate; or, maybe, some other evolutionary scenario may arise? 

In the present paper, the evolution of a non-stationary barotropic modon-like vortex structure that 

initially propagates toward the east is tested numerically. This structure collapses within a quarter of a synoptic 

period, but two long-lived vertical pairs are radiated traveling east and west with nearly constant translation 

speeds and exhibiting high smoothness. We formulate a number of criteria for identification of these dipoles in 

terms of exact stationary solutions. According to our diagnostics, the eastward-propagating eddy pair is a 

modon of Larichev and Reznik, while the westward-propagating dipole, is the core of a quasi-stationary 

nonlinear Rossby wave whose vorticity is strong within a circular area and is much weaker in the exterior. 

Governing equations and initial conditions. 

Under the “rigid lid” condition, the equation of conservation of the potential vorticity in a barotropic 

ocean with flat bottom on the P-plane in terms of the streamfunction \v for the velocity components u and v can 

be written as: 
W -$+Px+ a(~‘, 44 = o 

a(% Y> 
(1) 

a[>1 (see, e.g., [ 16]), where t is time, x and y are the zonal and meridional coordinates respectively, A and ___ 
ah) 

are the Laplacian and Jacobian in the (x, y)-plane, p = constant is the meridional gradient of the Coriolis 

frequency. 

When the solutions of equation (1) that represent form-preserving structures traveling in the x- 

direction with constant translation speed U are looked for, equation (1) can be replaced with 

-%v~+C’y,~v+lM=O, 
a(53 Y) 

(2) 

where 5 = x - I/t and y are the coordinates in the reference frame moving with the solution, and the 

differentiation is carried out with respect to 5 and y [8]. Thus, according to equation (2) in the moving 
reference frame, the potential vorticity, q = A\v + py , functionally depends on the full streamfunction, Y = v + 

UY. 
The only truly localized high-smoothness exact solution to (2) found to date is the Larichev and 

Reznik modon [S]. We, however, are about to study the evolution of a vertical pair different from this exact 

solution. That is why, the initial condition for the numerical experiment described below is specified as 

w= 
i 

aJ,(br)+cr3 +dr I 1 sina, r <ro, 
0, r>ro, (3) 

where r and 01 are defined by the equations x = r COSOI, y = r sina [note, that t = 0 in (3)], r. = cons& J, is a 

cylindrical first order Bessel function, a, 6, c and d are constants. By a proper choice of parameters b, c and d, 

the high smoothness of the initial structure (3) can be achieved. Below, the case a < 0 will be considered. 
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Evolutionary experiments 

The evolution of the above current structures was studied by means of a nondimensional numerical 
model, the space and time scales being L = 70 km and T = l/pL = 8.3 days respectively (synoptic scales). A 

square 1OLx IOL box containing 150x 150 grid intervals was considered, and the time step Ft was controlled in 

the course of computations by the gradients of \v and q and did not exceed 2.5.10m4T. The boundary conditions 

assumed were periodicity in the x-direction and \v = 0 at the northern and southern boundaries. Henceforth, the 

scales of the variables are omitted. 

The evolution of the vortex current system given at t = 0 by equation (3) at a < 0 is shown in Fig. 1. 

Such a structure initially propagates eastward, and collapses within a quarter of the synoptic period (Fig. 1 a-c, 

e-g) but two high-smoothness vertical pairs traveling both east and west are radiated, becoming well formed by 

t = 2.3 (Fig. 1 d, h). These dipoles have relatively long life spans, propagate with nearly constant translation 

speeds and are strong enough to survive in interactions that occur due to the periodicity in the boundary 

conditions. 

Diagnostics of exact solutions 

Based on (2) a number of criteria for testing the stationarity of the generated vertical pairs can be 

supplied. First, away from the dipole core, the proportionality between the relative vorticity and the 
streamfimction, Av = +I2 \v, must be good. Second, the translation speed, c= p/*,2 , estimated using the 

above factor of proportionality +12, must conform the estimate U obtained by analysis of the displacements of 

the vortices. The third and the most important criterion is that the scatter diagram of q vs. Y = v/ + Uy must 

display clear-cut functional dependence between q and Y. All these criteria are obeyed in the analyzed 

experiment (Fig. 2). The coefficients of correlation between A\v and \v are about 0.98 and -0.99 for the 

eastward and westward dipoles respectively. The two estimates of the translation speed are U = 2.2 and c = 

2.1 for the eastward dipole and U = - 1.4 and ? = - 1.3 for the westward one. The scatter-diagrams (Fig. 2 a, d) 

indicate quite a good direct proportion between potential vorticity and the full streamfunction in both the 

external and the internal regions (Fig. 2 e, f), the coefficients of correlation for the interior being about -0.99 

for the both dipoles. Thus, the following relationship is valid to a high level of approximation for the two quasi- 

stationary dipoles generated in the course of collapse of the initial structure: 

A\v+py - -k’(v+U~), r <r,, 

f l2 (v + UY), r > r,. 
(4) 

Here and below r and 01 are polar coordinates in the coordinate frame attached to the vortex, k2 and r, are 

constants. When U ~0, i.e. for +[2, equation (4) yields Larichev and Reznik’s modon [8], while for UC0 we 

have: 

[AJ,(kr)-$$+Wlsina, r < 5, 

([BJ, (lr) + CN, (Ir)] since, r > r1 , 
(5) 
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Figure 1. Collapse of the initial current structure and birth of two high-smoothness paired vortices 

traveling east and west (contours of w): Full-size fields (a - d) and enlarged cuttings (e - h). 
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Figure 2. Functional dependence between q and ‘I’ in the eastward (a - c) and westward (d - t) 

dipoles generated in the course of collapse of the initial current structure by t = 2.3: Scatter 

diagram of q vs. Y (a, d), contours of constant potential vorticity (b, e) and full streamfunction 

in the reference frame related to the dipoles (c, t). 

where N, is the first-order Neumann function and the coefficients A, B and C are determined by matching \v, u, 

v and q at the contour r = r,. The solution given by (5) (Boyd [2]) drops off slowly and oscillates at r +YJ. This 

means that, essentially, our westward vortex pair is imbedded into a nonlinear Rossby wave field. 

Conclusions 

The selected results discussed in the present paper are typical for our numerical experiments. Very 

often collapse of unstable current structures leads to the birth of robust eastward- and westward-propagating 

dipoles that can be identified, respectively, as the Larichev and Reznik modons and slowly evolving cores of 

high-smoothness nonlinear Rossby waves that, in a limited area (say, r < 3rl), can be approximated by equation 

(5). Therefore it seems reasonable to suggest that both types of paired vortices are of considerable importance in 

forming the pattern of synoptic currents in the ocean. 
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ANALYSIS OF CONDITION OF INCREASING AND DECREASING DENSITY 
DUE TO MIXING OF A SEA WATER MASSES. 

Kluikov Ye.Yu., Provotorov P.P., Utkin K.B. 
Russian State Hydrometeorological University, 

St.-Petersburg,l95196, Malookhtinsky Av. 98,Russia 

Abstract 
On the basis of an equation for changing the mixture density 6p, written in the form of a series 
accurate up to the squared terms, the authors analysis the realization conditions and manifestation 
boundaries of the density increasing and decreasing effects with mixing sea waters of different T, S- 
indices. Constructed are the diagrams of the three possible patterns for the function of density 
variation which allow to determine its sign and magnitude by mean temperature and salinity values 
of the water masses and AT and AS jumps between them. 

Among the numerous processes due to mixing of a sea water masses with different temperature and 
salinity, the most important in forming thermohaline fields is the effect of changing of mixture density, as 
compared to the density of initial components [3,5]. In this work, based on the expression for density variation 
6p, written in the form of a series, accurate to squared forms 

dp = -$(pnAT2 +2pTsATAS+pssAS2) 

analyzes the condition of the decreasing density effect (DDE) and increasing density effect (IDE) at adiabatic 
mixing of water masses. In expression (1) pn, pss - are the second, prs - second mixed derivatives of 

density function with respect to temperature and salinity, AT = (T2 - Tl ) , AS = (S2 - 5’1) - are the 
differences in indices of the mixing water masses. 

Using US-80, the diagrams of functions pn, pss and PTs was constructed in relation to average 
- 

temperature T and salinity 5 of two water masses. The first and second of them are negative with all 
combinations of average temperature and salinity: T E [0.38] “C, 5 E [0.40] %o; the pss function is with 

-- 
alternating signs on the (T ,S) plane, but at S 5 9 %O it is negative within the entire temperature range. 

The analytic study of the function 6p, in the form (1) (the square-law form), it is possible in terms of 
linear algebra (criterion Sylvester), or, what is equivalent, in terms of geometry. Here will be used the geometric 
terminology. 

Let’s note (l), in the form 
-- 

AA?2+2BATAS+CA$2+8Ap=0. (2) 

In this expression, for simplification, the labels are entered A = pn , B = pTS , C = pss . In three- 
dimensional space, equation (2) describes a certain surface of second order, the type of which is determined by 
the sign of its discriminant. This discriminant it is f%nction of average temperature and salinity. The quick 
estimation of the sign and magnitude of discriminant may be produced using diagram fig. 1. 
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Applying (2) diagrams of two variants of the behavior of the function 6p are constructed, for the cases 
(E* - AC )<>O. The third possible variant of 
mixing - parabolic cylinder (B* - AC )=O is 
very seldom meeting, on the practice will not be 
realized. 

,a{? - With the help of these diagrams it is 
26 
id 

~!~~ I 

possible fast to receive an evaluation of effect of 

::\I~ 
density change, i.e. sign and magnitude d;p. In 

la4 , / i 
agreement with fig. 1 ,2, 3, the sign c)p is 

16 

\ 

I 

determined, in main, by the magnitude of average 
14 salinity, but the magnitude of the effect by 
12 
IO differences of temperature and salinity. 
8 I I The method of estimation of the function 
6 +‘: 
4 :r Sp - two simple operations with using one 
2 * ;Y 
0 0%: @ auxiliary and two main diagrams: 

I ,e* 
-2 I 7-7 I / 1 1 1 1 / 1. having T and 5, with the help of 

4 8 12 16 20 24 28 32 36 40 S,%o diagram of a fig. 1, sign of discriminant 
Fig.1. The diagram of the meaning of function (B* - AC ) is determined; 
( p& - p rr * pss ) in dependence on temperature 2. if discriminant there is more zero then 

and .ralinity. magnitude of 6p is determined till a 
fig.2b; 

3. if discriminant there is less zero then, always positive, magnitude of Bp is determined till a fig.3b 
- 

Diagrams fig.2b and lig.3b was constructed at T = 17 “C and s = 35 %o, however the coefficients A, B, -- 
C are not changed hardly on the (T ,S ) plane and thus these diagrams are applicable for neighboring meanings 
of temperature and salinity. 

b) AS, %o 
-40 -30 -20 -10 0 10 20 30 40 

AS, %o 

Fig.2. Kind of a surface circumscribedfunction (2) at <p& - p r * pss ) >O (a) and projection of 

the surface 6p=-(1/8)(prrAT2 i-2p~sATAS+pssAS2) on the plane dp= 0 at 

~P2rs-PTT~Pss~~O(b). 
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AT. 

-40 -30 -20 -10 0 10 20 30 40 

AS, %o 

.T, “C 

Fig.3. Kind of a surface circumscribedfunction (2) at <p& -pn *pss) <O (a) and projection of 

the surface dp=-(1/8)(pnAT2 +2p~sATAS+pssAS2) on the plane 6p=O at 

(P2rs -P7T’Pss)<O @I. 

The results of the estimation of Sp magnitude, with the help of the method mentioned above, for the two 
variants of mixing are represented in the table 

NQ 

1 

2 

Water masses 
l-2 

Gulfstream - 
Labrador’s current [4] 

Northmarine - Baltic 
(autumn season) [2] 

r, “C S1 %o T2 “C S2 %o &J KdM3 

14.5 35.9 -0.8 33.3 0.361 

10.0 34.5 8.0 8.0 -0.015 

Based on these and other variants of mixing, in different regions of world ocean, is shown, that for 
average conditions, the ratio between the magnitudes of DDE and IDE effects, in variations of the mixture 
density is found to be 100: 1, and the maximum and minimum limiting values (at AT=20 “C and A,!+20 %o) of 

density changes may amount 1.2 and -0.05 kg&3, 
- 

respectively. At S 19 %o, within the entire temperature 
range DDE effect is not possible. The DDE effect can be noticed when warm freshened water and cold salt water 
are in contact, or during the mixing process of water masses with pronounced differences in salinity. In the latter 
case, vertical mixing attenuates, and thermohaline fronts would dissipate. The vertical mixing and fiontogenes 
become most noticeable at the mixing of the water with equal salinity, when Sp is greatest due to IDE, this 
process is favorable for the transfrontale transfer [5,6]. 
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Abstract: Semidiurnal oscillations of baroclinic currents were detected in acoustic Doppler current 

profiler (ADCP) and moored current meter data obtained at over the southeast slope of Spitsbergen 

Bank in the Barents Sea. Multi-dimensional spectral analysis of the data shows that the semidiurnal 

internal tide radiated from the upper part of the slope, in a direction that varied between southwest 

and south, and with a wavelength that decreased in accordance with the decreasing vorticity of the 

background current field. The very existence of the freely-propagating semidiurnal internal tide 

observed here, at the critical latitude, seems to be connected with the measured negative background 

vorticity that lowers the effective inertial frequency below the M, semidiurnal tidal frequency. 

Moored temperature and current records also show intense internal soliton-like wave trains similar to 

those typical for the temperate ocean shelves. 

Introduction 

Internal waves in the Barents Sea are poorly known, although they seem to be rather strong and very 

unique. Their unique nature is connected with an important role of the Earth’s rotation at this latitude that may 

suppress generation of the internal tide and solitons. As far as we know, there are only two significant publications 

discussing internal waves in the Barents Sea. Zubow [I] described observations of the semidiurnal internal tide in 

the central part of the Barents Sea and Lynch et al. [2] analyzed internal waves using moored temperature data 

from the Barents Sea Polar Front Experiment (BSPFX). Here we present the results of further analysis of ADCP 

and moored current meter data obtained during BSPFX. 

The BSPFX experiment took place over the south flank of Spitsbergen Bank, about 60 km east of Bear 

Island, from 6 to 26 August, 1992 [3]. Repeated shipboard surveys were conducted within a 70x80 km box entered 

at 22.5”E, 74.3”N (Fig. I). Velocity observations were made during the surveys from a shipboard acoustic Doppler 

current profiler (ADCP) [4]. S everal full and partial surveys were made during the experiment, but only the first 

(full) survey is analyzed here. Each full survey took about 3 days to complete. Moorings with temperature sensors 
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and current meters at depths of 20, 50, and X0 m were placed at three comers of the survey area. The moorings 

were deployed between 11 and 23 August. 

N 
I 

74-o 

Fig. 1, Plan view of the ADCP survey (straight lines) conducted during 6-9 August 1992 about 60 km 

east of Bear Island in the western Barents Sea. A CTD survey (small dots) with 10 km resolution was 

conducted at the same time. Moorings were deployed from 1 l-23 August at the southwest (SW) 

northwest (NW) and northeast (NE) corners of the survey region (large dots). lsobaths are shown by solid 

lines (numbers correspond to depth in m). Broken line marks the critical latitude for Mz internal tide. 

Semidiurnal Internal waves 

Semidiurnal oscillations dominated the current field observed during BSPFX. This can be seen in Fig. 2 

which shows frequency spectra from current meter measurements at the three BSPFX moorings. While the 50 m 

spectra (not shown) represent rather well the barotropic oscillations, the spectra of the difference between currents 

at 20 m and 50 m represent the baroclinic oscillations. This is due to the structure of the first baroclinic mode at the 

BSPFX mooring sites. At each site the horizontal displacements for this mode have a zero crossing near 50 m and a 

maximum near 20 m. The three-minute average ADCP data had along-track resolution of 1 km, cross-track 

resolution of 10 km, and vertical resolution of 8 m. The two components u(t, X, JJ), v(l, x, y) of the velocity field 

were sampled at discrete vertical levels n = 1, 2, . . . , N along the ship’s track. The ship track can be described by 

the parametric representation 

(1) 



BSPF shear (20~50m) spectra BSPF shear (20~50m) spectra 
I , 

43-h half-overlapped segments 43-h half-overlapped segments 

NE-8, NW-IO, SW-12 segments NE-8, NW-IO, SW-12 segments 

10-l 
Frequency, cph 

Fig. 2. Spectra of velocity difference between 20 m and 50 m depth from NW, SW and NE moorings. 

The three-dimensional amplitude spectrum of current components at a given level is then computed from 

A, (i) = q 5 u(n) exp,-iar(k * 2’1 , (2) 
II=1 

where k’ = k(w, k,, k,,) and 4 is a normalization coefficient related to the size of the survey area and the 

number of samples N. An analogous expression applies to the v component. 

The space-time sampling of velocity from the shipboard surveys is rather sparse, and not optimal for four- 

dimensional spectral analysis. Still, the data may be successfully used for the investigation of narrow-band 

oscillations with known frequency. This is the case for the semidiumal internal tide at the BSPFX site, as shown 

above (Fig. 2). The capability of the spectral analysis to distinguish such signals is characterized by the spectral 

window 

A, = ~~cos[2~(~o . qcxp[-i27r(Jc. 2)]1 . (3) 
n=l 

This is the spectra1 response to a sinusoidal wave with known wavenumber vector k,, (We, k,, , k,,) 
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Fig. 3. Horizontal wavenumber spectra at the semidiurnal frequency computed from the ADCP survey 

data. (a) Spectrum for baroclinic currents, (b) spectrum for barotropic current, (c) spectral window for 

baroclinic current, and (d) spectral window for barotropic current. 

Estimates of the wavenumber spectra of semidiurnal currents from the first ADCP survey of BSPFX are 

shown in Fig. 3. Discrimination between barotropic and baroclinic oscillations in the ADCP records was made 

using the vertical average of the currents. The vertical mean represents the barotropic current and the deviation 

from the mean represents the baroclinic current. The main peak of the barotropic current spectrum is situated at the 

origin of the wavenumber coordinates, a result of the very long wavelength of the barotropic tide. The main peak of 

the baroclinic current spectrum is displaced by -6.25 x 10m3 cpkm on the k, axis. This corresponds to a 160 km 

wavelength wave propagating southward. There are four additional peaks surrounding the main peak in each 

spectrum. These peaks are situated in the same manner as the side lobes in the spectral window. 

Horizontal wavenumber spectra of the semidiurnal internal tide were also calculated from the current 

meter records at the three moorings. The velocity difference between 20 and 50 m depths was used to isolate the 

baroclinic component. Running spectra were calculated between 14 and 22 August using 18 half-overlapped 

segments of 2 1.3 h each. Note that the moored measurements started about 3 days after the finish of the first 

ADCP survey. Since distances between moorings are large we must take into account a possibility of the spatial 

aliasing. Bearing in mind results of the ADCP data analysis described above and supposing that a gradual change 

of the wavenumber vs. time is more likely than sharp changes we have chosen some spectral peaks (peaks for 

segments 7-18) situated outside the spatial Nyquist frequency along the meridional axis Ny=0.0094 cpkm. Under 
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such assumption the running wavenumber spectra (Fig. 4) show a gradual decrease of the horizontal wavelength 

from 140 km to 40 km, and a gradual turning from the southwest towards the south. 

16 

-0.02 14 ! 

-o.025i Ii 1 
-0.025 -0.02 -0.015 -0.01 -0.005 0 

Kx,cpkm 

Fig. 4. Wavenumber vectors correspondin g to peaks of the running wavenumber spectra of semidiurnal 

oscillations of the current shear between 20 m and 50 m depth estimated from the mooring data. Vectors are 

marked by numbers corresponding to the numbers of segments of the records used for the spectral analysis. 
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Fig. 5. Semidiurnal internal tide wave length vs. time (presented as deviations from the mean length of 100 

km by asterisks) together with the low-frequency vorticity at 20 m (dotted line) and 50 m (solid line). By 

open circles designated by numbers 1 and 2 theoretical estimates of the wave lengths are shown. 



Thus, both ADPC and moored data revealed a propagating semidiurnal internal tide, although the 

measurements were made at the critical latitude for the main semidiumal component (Mz = 0.0805 cph; the inertial 

fiequencyf==M2 at 74.5” N). In this case the vorticity of the low-frequency flow may play an important role, since 

it governs the effective inertial frequency ferr = f + < / 2, where 6 = & / & - t;k / % is the relative 

vorticity [5]. Positive background vorticity in the vicinity of the critical latitude may close the wave guide for IV?, 

whereas negative vorticity promotes emanation of the A4* internal tide from the shelf break. In the situation of 

negative vorticity, the closer j& is to local f, the shorter must be the wave length. The time variation of the low- 

frequency vorticity is presented together with the observed wave length and two theoretical estimates of wave 

length in Fig. 5. The low-frequency vorticity was estimated from the current meter array, the observed wave length 

comes from the same spectral analysis used for Fig. 4, and the theoretical estimates come from observed buoyancy 

tiequency profiles and the background vorticity. 

Internal Solitons 

The velocity and temperature records from the moorings show evidence of soliton-like internal waves. 

50 
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18 18.5 19 19.5 
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20 20.5 

Fig. 6. A segment of the temperature and velocity records from 20 m depth on the southwest 

mooring. The scale is correct for the two components of velocity shifted by 5 cm/s. Temperature has 

been normalized according to T’ = 10 T - 30 in order to be presented on the same scale. 
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Figs. 6 and 7 present two components of velocity from 20 m depth on the southwest mooring along with 

temperature scaled to fit on the same plot. The semidiurnal signal analyzed above is evident, most clearly in the II 

velocity component. However, at higher frequency, strong oscillations are seen in both temperature and velocity 

which appear to be the manifestation of internal solitons. For example, just after mid-day on 19 August a 2°C 

temperature spike is seen, indicating a depression of the thermocline. At the same time a large spike is seen in the v 

component of velocity and a smaller spike in the u component. This is consistent with a solitary wave propagating 

approximately across the shelf. Similar events is seen at other times in the record. 

e 

J- 

, 
. \ 

19.5 19.55 19.6 19.65 19.7 19.75 19.8 19.85 19.9 19.95 20 
Days (August 1992) 

Fig. 7. An expanded portion of the record , shown in Fig.6. 

Conclusions 

There are three principal conclusions from the analysis of current records from BSPFX: 

A prominent semidiurnal internal tide exists over the southeast slope of Spitsbergen Bank, even though this 

region is in the vicinity of the critical latitude for the main tidal component --- lunar semidiurnal (A4,). 

The background vorticity strongly influences the internal tide, presumably allowing its generation at the critical 

latitude and governing its evolution. Specifically, the horizontal wavelength of the semidiurnal tide was found 

to decrease in conjunction with a decrease in the magnitude of the background vorticity. 
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3. Soliton-like internal waves exist in the Barents Sea, and have properties similar to those seen at lower-latitude 

sites. 
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Abstract. The process of formation of frontal eddies is well documented by oceanographic observations 
beginning from [l] work. Detachments of Gulf Stream rings and other frontal eddies from the flow are presented 
obviously in thermal imagery. The same process probably is responsible for the formation of deep lenses of the 
Meddy type. The conservation of the angular momentum plays a crucial role in the formation of the structure of 
frontal eddies. The theory of nonlinear geostrophic adjustment is developed and is applied to the analyses of a 
warm core Gulf Stream ring. A structure of a warm core ring is calculated using archive :,ydrology as the input to 
the theoretical model. The density and velocity distributions from the paper of [2] are used for the evaluation of 
simulations. Good correspondence of simulated and observed fields shows the consistency of the theory. 
Hypothetically the same physic describes the structure of other eddies of the frontal origin. 

1 .INTRODUCTION 

Field researches carried out intensively during 70-80s discovered that mesoscale eddies are observed in all 
regions of the World Ocean [3]. Simultaneously numerical studies of two-dimensional turbulence have revealed that 
eddies play an essential role in turbulent field [43. It was shown that the famous cascade of energy from small scales 
to larger one is realized by merging of eddies of the same sign. Numerical simulations showed however that eddies 
do not formed in a two-dimensional turbulent field. Without external forcing there is only propagation and collision 
of eddies and two-dimensional turbulence is a decaying one. This theoretical result looks as a contradiction with 
direct observations of mesoscale variability in an open ocean where formation of eddies was documented [3]. 
Explanation can be found in the confusion with a term “eddy” in oceanography. Really, mesoscales are often 
observed through distribution of either temperature, salinity and density or dynamic height fields. Usually eddies are 
identified as a closed contours of mentioned above fields. However closed contours may be resulted from 
interference of Rossby waves. Hence not each closed loop corresponds to an eddy. Thus, it is necessary to define 
better a term “eddy” trying to interpret numerical simulations of two-dimensional turbulence. 

Direct oceanographic observations have revealed another distinction in mesoscale eddies. There were 
distinguished frontal eddies and eddies of an open ocean. An essential role of frontal eddies have been discussed 
broadly by Konstantin Fedorov in his book [5]. Frontal eddies are marked by high intensity and by relatively 
independent dynamics. A typical example of frontal eddies are Gulf Stream rings. Mesoscale eddies of an open ocean 
have associated usually with “closely packed” patterns which were considered originally as interference of Rossby 
waves. However intense, long-lived eddy-like features were also discovered definitely in different regions of an open 
ocean during large-scale mid-ocean experiments POLYGON, MODE, POLYMODE. 

In this paper I would like to propose a new physical explanation a formation of frontal eddies and to point 
out an essential role of frontal cyclogenesis which was paid attention in Fedorov’s book and which is presumably 
main source of open ocean eddies. 
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Z.STRUCTURE AND TRAJECTORY OF MESOSCALE EDDIES 

Spatial structure of mesoscale variability of an open ocean can be found in observations of temperature or 
pressure field on different levels. I have mentioned earlier that temperature or pressure field is often presented as a 
set of cells with closed contour which usually are considered as eddies. Observations of temperature distribution from 
hydrographic surveys provide impression of closed packed eddies in an open ocean. However this consideration 
ignores fundamental difference between mesoscale phenomenon of high and low intensity. The difference of high and 
low amplitudes is manifested in a simple example of an interference of two Rossby waves which caused appearance 
of closed contours of stream function (or that is the same, temperature and pressure). Closed contours of a stream 
function are observed for all range of amplitudes. However only an interference of intense waves with amplitude 
exceeding some critical threshold calls transport of a fluid (Fig.1). Mass transport happens when closed lines are 
formed in a moving frame where both waves are stationary. Let us mention that the trapped fluid is bounded from the 
other part by separatrix of the stream function. Since a potential vorticity does not vary along the stream function 
contours we can conclude that mass transport should be associated with closed lines in a vorticity field. 

Low amplitude 

High amplitude 

Fig.1 Contours of a stream function in fixed frame (left) and in 
moving frame (right). Closed cells formed in a moving frame indicate 
transport of mass. Mass transport happens only in the case of high 
amplitude. 

Lagrangian trajectories of fluid particles which were measured by means of surface or subsurface free 
floating buoys provide direct indication of mass transport by mesoscales. Long-term observations of free floating 
buoys in different parts of Atlantic Ocean show loops on trajectories if a buoy is situated near the center of intense 
eddy [6] or small-scale oscillations if the float is far from strong eddies. It means that an intense eddy involves in a 
movement a certain volume of fluid which we name a trap zone, and moves with respect to an ambient fluid. A trap 
zone is well seen in numerical simulations of a single vortex through the distribution of relative vorticity and in 
laboratory experiments by observation of a dye injected at the vortex [7,8]. Numerical simulations and laboratory 
experiments show also existence of a filament of vorticity or dye behind a moving vortex. Explanation of observed 
facts follows from the theory of a vortex on a beta-plane. It is shown in [7] that as in a simple example of interference 
of two waves, a boundary of a trap zone is a separatrix of a stream function in a frame moving together with the 
vortex. The vortex moves with respect to an ambient fluid and radiates Rossby waves like a ship generating surface 

257 



waves. It loses energy, radiating Rossby waves and decreases its size. As a result fluid particles leave the trap zone 
along the branch of separatrix of the stream function, forming filament either vorticity (Fig.2) or dye [8]. 

However majority of trajectories of a free floating buoy manifest simple translation with superimposed small 
oscillations. Thus the background field is occupied by Rossby waves of low energy which do not transport masses of 
fluid. These waves being observed in distribution of temperature or pressure show a set of cyclones and anticyclones 
which are not real eddies. 

Fig.2. Distribution of a 
,m,~ - - ___ 6;~-.~ -~.~--~l 

vorticity in numerical I oe 
calculations. Formation of a 1 
vortex sheet due to decrease ‘m’ 01 
of size of an eddy is seen of a l!YY??%l 

-. 

figure. Dependence of 
radiuce of an eddy (vertical 

(horizontal axe) is presented 
in the upper right corner 
from numerical simulation 
(two broken lines) and from 

There are a few different sources of Rossby waves in the ocean. Seasonal variability of a large-scale 
circulation is accompanied by radiation of Rossby waves from an eastern coast as was shown by [93 and is confirmed 
now by satellite observations [IO], direct atmospheric forcing may excite Rossby waves due to resonance, Rossby 
waves are radiated due to oscillation of fronts. However numerical simulations of eddy-wave turbulence on a beta- 
plane [1 1] show that a rather small amount of intense mesoscale eddies may be responsible for a closed packed 
structures of stream function cells. Fig.3 shows plots of vorticity and stream function for the case when the statistics 
of eddy field is in crude agreement with hydrographic surveys of POLYMODE program. We can see that eddies 
being only source of energy are not predominated in a field of stream function (or temperature, salinity and 
pressure)!. Thus careful consideration of mesoscale variability of open ocean provides a concept of coexistence of 
intense eddies and Rossby waves. Eddies are intense mesoscale features which are transporting large volumes of fluid 
and radiating Rossby waves. They may be rather rare objects in an open ocean but may provide significant portion of 
energy of Rossby waves. Results of the work [ 111 show that there is energy exchange between eddies and waves, and 
eddies not only radiate Rossby waves but also absorb energy from the field of Rossby waves. However numerical 
simulations showed also that the two-dimensional turbulence on a beta-plane does not generate eddies. Life of eddies 
increases due to eddy-wave interaction but nevertheless the number of eddies only decreases and energy passes 
slowly to waves as in [ 121. Thus, there is the question where from eddies come to an open ocean. 

I mentioned earlier that mesoscale eddies on a beta-plane (or on a rotate sphere) move with respect to an 
ambient fluid. An intense isolated vortex moves in a unperturbed fluid according to a simple rule: cyclonic vortices 
move toward the north-west and anticyclonic ones move toward the south-west in the northern hemisphere. A few 
well-known oceanographic examples confirm this simple rule. Among them warm core Gulf stream rings, salt 
Mediterranean lenses, eddies of Agulhas current. However some intense eddies like cold core Gulf Stream rings 
demonstrate exclusion from the rule. Numerical simulations show [7] that abnormal propagation of eddies happens if 
a background vorticity differs from a simple planetary one. In this case there is a more common rule of propagation 
of eddies. The generalization of previous law is that an eddy moves toward a nearest local extreme of a background 
vorticity field. A background vorticity field may differs from a planetary one due to a bottom slope, horizontal 
gradient of a vorticity of mean flow or vertical gradient of a mean flow. In particular, abnormal propagation of cold 
Gulf Stream Rings may be induced partially by a local slope of thermocline [7]. Numerical examples of a single 
vortex propagation over a bottom topography and due to influence of a mean flow vorticity gradient are presented on 
Fig. 4. Physics of a vortex propagation is essentially the same as for a beta-plane case. A vortex moves with respect 
to ambient fluid and radiates waves or wave-like perturbations. It crosses contours of background vorticity and may 
transport momentum, energy and other substances against their gradients. 

258 

_, .-. _ ._ .-_ .“... ..- I._. ,-._ “1^___1. -.1-- I . ..- 



260 3bo 

Stream function Relative vorticity 

Fig.3. Distribution of the stream function and relative vorticity All extemes in the stream function are induced by eight 
intense vortices presented on the right panel. 

Long-distance excursions are typical for very intense frontal eddies like meddies, rings, eddies of Agulhas 
current. Eddies of an open ocean have more complicated trajectories which demonstrate chaotic properties (Fig. 5). 

Fig. 4 Left-propagation of a barotropic eddy over a hill. An eddy climbs to the top of a hill. Right-propagation of a 
barotropic eddy in a flow with vorticity gradient. An eddy moves across the flow. 

Simulations of turbulent field on a beta-plane fulfilled in [ 111, explain the cause of chaotization of trajectories. It is 
connected with eddy-wave interaction under a special synchronism condition. [7]. The synchronism condition has the 
same physical meaning as for particles in plasma field and trajectory of eddies in turbulent field on a beta-plane are in 
full analogy with stochastic trajectories of particles in plasma physics [ 131. 
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Fig. 5. Trajectories of mesoscale eddies observed in POLYMODE area (upper panel). Trajectories of eddies in Central 
Atlantic derived from ERS-I altimetery (mid panel). Trajectories of eddies in numerical simulation of turbulence on a 

beta-plane (lower panel). Trajectories of cyclones are shown by solid line. 

3.ENERGY OF MESOSCALES IN THE OCEAN. 

Energy of mesoscales in the open ocean demonstrate strong intermittence. High energy levels near the Gulf 
Stream, Kuroshio, Circumpclar current coexist with low levels in the middle of large scale oceanic gyres. Thus, 
highest energies are concentrated near large-scale fronts. It is not surprising, since fronts usually are unstable. Their 
instability is expressed in large amplitude meanders. Meanders displace the front where concentrated high gradients 
of any field from its mean position inducing variability with large dispersion. However meandering of fronts cannot 
explain the existence of open ocean eddies. 

LOOPING OF FRONT ADJUSTMENT DUE ADJUSTMENTN DUE 
TO RADIATION OF GRAVITY TO RADIATION OF ROSSBY 

WAVES WAVES 

Fg. 6. Main stages of evolution of a frontal eddy. 

Another reason of increase of energy of mesoscales towards fronts is explained by the frontal cyclogenesis. 
A formation of a frontal eddy from meander was observed first by Fuglister [ 11. Main stages of an eddy formation 
consist from formation of meander, its closing and detachment from the front (Fig. 6). Fedorov in his book [5] 
assumed that formation of eddies after meandering of front happens not only on large-scale climatic fronts but also on 
small-scale Ii-onts. However we can assume that the most intense long-lived eddies are formed by the climatic fronts 
and propagate after that to an open sea. If there are no causes for formation of eddies in open ocean then we can 
assume that intense eddies which were found during mid-ocean experiments are formed near fronts. Their amplitudes 
decrease due to radiation of Rossby waves and they are not so prominent as eddies in the vicinity of a front. 
Radiation of Rossby waves by small amount of intense eddies, as it seen from numerical simulations of turbulence on 
a beta-plane (Fig. 3) can be responsible for “close packed” structures in a stream function field. This concept which 
assumes that fronts are source of open ocean eddies corresponds to numerica simulations of eddy-wave turbulence 
on a beta-plane and explains geographic distribution of energy of mesoscales in ocean. 
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4.CONSERVATION OF AN ANGULAR MOMENTUM AND STRUCTURE OF FRONTAL EDDIES. 

We showed in previous section that mesoscale eddies are self-propagating. This means that frontal eddies may 
be found far from the place of their origin. They also can provide a significant part of energy of an open ocean 
mesoscale due to radiation of Rossby waves. In this section I would like to discuss how a frontal eddy forms and to 
show that the law of conservation of angular momentum determine an eddy structure. 

Formation of a frontal eddy was documented in details by Fuglister [l] for a Gulf Stream ring. However the 
same process is typical for formation of eddies near another fronts like Kuroshio, Azores, North-Atlantic, Circumpolar 
fronts and probably for formation of salt lenses like meddy. Slightly another examples of eddy formation are presented 
by the retroflection of North Brazilian and Agulhas currents. Let us mention also formation of chimneys after surface 
cooling which tend to evolve as mesoscale eddies. There is clear similarity in all these cases. The process of mesoscale 
eddy formation begins from intrusion of a volume of water which has a vertical density stratification distinct from an 
ambient water due to a sharp difference of water properties across a front or a fast convective mixing. A following 
evolution of an intruded volume presents a typical example of geostrophic adjustment. 

The problem of adjustment of heavy rotated fluid to an equilibrium in details was considered and investigated 
in [ 14,151 in linear statement, where was shown, that the final equilibrium can be found from a condition of 
conservation of a potential vorticity. The linear theory is inapplicable, if the initial perturbation has finite amplitude. 
However, in case of a symmetry of initial perturbations of any amplitude the equilibrium condition also can be found 
without solutions of a developmental problem as was shown for chimneys [ 161. Chimneys were considered as a patch 
of homogeneous fluid embedded into another fluid of uniform density The same model was applied to meddies by [ 171. 
However if the approximation of an eddy as a patch of homogeneous fluid fits well to chimneys it obviously fails in the 
case of meddies where density stratification should be important. Recently Korotaev [ 18,191 have shown how to find 
solution of the problem of geostrophic adjustment of axisymmetric perturbation in continuously stratified fluid and that 
application of the law of conservation of angular momentum permits to describe not only formation but also evolution 
of a frontal mesoscale eddy. Presumably the formation of a frontal eddy on a beta-plane (or on rotating sphere) consists 
from a few steps (Fig. 6). The first step is the formation of a meander. The second step is detachment of the meander 
and geostrophic adjustment due to radiation of gravity waves which is fast process in comparison with characteristic 
time of a vortex evolution. The next step is evolution of an eddy followed by radiation of Rossby waves and adjustment 
of a trap zone to a quasi-equilibrium. 

To apply the conservation of angular momentum to the formation of a frontal eddy, let’s remark that after the 
detachment of the meander in a center of eddy there is the water, situated before on the other side from a stream. At 
once after formation of eddy the overfall of depths of density surfaces in his center and on a rim is equal to overfall of 
depths of density surfaces through front of current. Further there should be an adjusting of eddy to a quasi-equilibrium 
by means of a radiation of inertial-gravity waves at conservation of an angular momentum in a particle of fluid. By 
virtue of a small size of an eddy in a comparison with a planetary scale, the process of a radiation of inertial-gravity 

waves happens also, as well as on a plane rotated with an angular velocity f 
/ 2 , where f is local value of a Coriolis 

parameter. However now eddy is adjusted to a quasi-equilibrium, as rotation of the Earth causes his further evolution. 
Above we have shown that the latitude heterogeneity of a Coriolis parameter induces propagation of an eddy as whole. 
The moving eddy is in a permanent quasi-equilibrium, radiating Rossby waves [20,21,22]. The conservation of an 
angular momentum is still fulfilled, however not on all infinite plane, but only in a finite volume of fluid consisting 
from particles moving together with an eddy, i.e. inside the trap zone [19]. A conservation of an angular momentum 
permits to write the system of equations which describes the structure of frontal eddy if parameters of the front are 
known (see Apendix). 

S.APPLICATION TO A STRUCTURE OF A WARM GULF STREAM RING. 

Gulf Stream rings give a unique possibility to apply a law of an angular momentum conservation for 
explanation of their structure as they usually have almost circular form. At the first half of SO-th one warm-core ring 
was tracked in details within several months since a moment of detachment from the stream. Two depth-sea 
hydrographic surveys of the ring have allowed in work [2] to construct radially-symmetric approximation of 
distributions of an azimuth velocity of currents and depths of density surfaces. Further we use these outcomes for 
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checking of described above physics of formation of a ring by means of comparison of its calculated structure with 
observations. 

Calculation of a structure of a ring under the equations (13)-( 15) and boundary conditions (1 I), (16) required 
to know a Coriolis parameter, profile of Brunt-Vaisala frequency, an amplitude of displacements of density surfaces, a 
scale of a ring in a place of its formation and current value of a Coriolis parameter. At reviewing of evolution warm 
core ring we suppose that the initial displacement of density surfaces along a radius is a Gaussian. The undisturbed 
distribution of a density of sea water with depth is natural to identify with characteristic stratification of waters located 
to the north of Gulf Stream front. In our calculation we use profiles of temperature and salinity measured by r/v 

“Atlantis” on the station N 5 189 with coordinates 38”54’ N , 65'00' W , taken from atlas of Fuglister. The point is 
located near a place of detachment of a warm core ring, described in work [2]. The Brunt-Vaisala frequency is 
calculated using the distribution of a density at this point. 

Fig.7. Density profiles south (dash line) and north (solid line) of the Gulf Stream front (left 
panel), displacement of density interfaces across the Gulf Stream from different pairs of 
stations (mid panel) and background Brunt-Vaisala frequency. 

At an evaluation of initial amplitude of a displacement of density surfaces we use the circumstance that in a 
center of ring is seized the water located before to the south from the front. Therefore, the distribution of temperature 

Fig. 8. Radial section of an azimuthal velocity from observation (upper left panel) and from the theory 
(right panel). Lower let? panel-dependence of surface azimuthal velocity from the distance from the 
center of the ring. Dash line-observations, solid line-from the theory. 
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and salinity from depth in a center of ring initially should be the same as on a southern rim of the Gulf Stream. For 
realization of calculations the characteristic distributions of temperature and salinity with depth were taken from the 

atlas Fuglister on measurements r/v “Atlantis”, station N 5 195 in a point with coordinates 36O33’N, 65’00’ W The 
amplitude of a displacement of a density surface was determined as a difference of its depths on the right and to the left 
of the front of the Gulf Stream The distributions of or (z,), N(z,) and a(~,,), used in calculations are presented on DlSli3W2, DISIGXNX, 

Fig.9. Radial section of density field. Left panel-observations, right panel-theory. 

Fig.7. The iuiiial value of the Coriolis parameter f o got out equal 26.1 sin qO, where &I - angular velocity of rotation 

of the Earth, and p,, - latitude of the most northern disposition of ring. Finally, f, = 9.2 * 1 O-‘s-’ A scale of the 

eddy is taken proportional to radius of Rossby 1 = Rd 
/ Jti 

and R, =40 km. 

At realization of the first survey the center of the ring was on a latitude 9, = 38’55’. Accordingly the 

Coriolis parameter is equal f, = 9.14 . 1 Om5 S-’ The calculations have shown, that during the first survey the ring was 
rather intense and almost have reached the bottom, which was located on depth of 4 km. The azimuth velocity have 
maximum 57.2 cm/s on the surface and practically coincides with observations (Fig.8). The maximum velocity both in 
calculations and in observations was on a distance approximately 50 km from a center of the ring. On depth 500m a 
divergence between the theory and experiment become more essential. The distribution of a velocity along a radius 

DISTANCE. km 

Fig. 10. The sane as in Fig. 8 but for the second survey. 
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(Fig.@, shows the qualitative correspondence of the theory and observations. The maximum velocity both under the 
theory and on observations is on a distance about 30 km from a center of the ring however simulated velocity above 
observed. Probably it is connected with distinction of initial displacements of density surfaces estimated from the atlas 
from what was observed at shaping of the ring. The observed and calculated distribution of density in a vertical-radial 
section of the ring also correspond each other qualitatively in all range of depths and quantitatively in the upper layer of 
the sea (Fig.9). 

At realization of the second survey the center of the ring was on a latitude & = 37’11’ and 

f, = 8.7940-5s-‘. Th e calculation of a structure of the ring, carried out for the second survey, in whole has given 
outcomes similar to the cited above. The simulated velocity at a surface approximately corresponds to observations and 
on depth 500i the calculations give large intensity of motion. At the same time, according to calculations the ring 
penetrates already to smaller depths and is observed only in the upper 3000-meter layer. The observed and the simulated 
distributions of a velocity on a radial section of the ring rather well correspond each other (Fig. 10). The good 
correspondence of theoretical outcomes and observations allows to state that the conservation of an angular momentum 
is defining the structure of ring. 

6.SUMMARY. 

We have discussed in this paper how theoretical achievements of the last two decades in study of two- 
dimensional turbulence and eddy dynamics on a beta-plane can be projected on the knowledge of the mesoscale 
variability of the open ocean from observations with emphasizing of a special role of frontal eddies. Presumably oceanic 
fronts are only source of long-lived mesoscale eddies. The latter self-propagate off fi-onts, forming an open ocean, eddy- 
wave turbulence. Well-known geography of energy of mesoscales can be interpreted then in terms of statistics of eddies. 
The number of eddies on unit of square decreases with distance from front and energy of mesoscales decreases 
proportionally. Moderate number of mesoscale eddies, radiating Rossby waves provide “close packed” cells in fields of 
temperature, salinity or pressure. However, only eddies itself transport water volumes and other properties and are 

responsible for horizontal mixing in an open ocean. 
Bearing in mind an exclusive role of frontal eddies, we have considered the problem of formation of their 

structure. We showed how a density difference across the front influences the structure of a frontal eddy. The 
geostrophic adjustment determines final shape of a frontal eddy. 

A conservation of an angular momentum in a particle of fluid on a rotated plane appears to be the fundamental 
law defining equilibrium condition of any eddy-like axisymmetric perturbation. The fundamental meaning of 
conservation of an angular momentum is preserved if to include a differential rotation of a plane. The initial 
axisymmetric perturbation due to a radiation of gravity waves now tends to quasi-equilibrium. The further slower 
evolution of perturbation is connected to its motion and spending of an energy on a radiation of Rossby waves. A 
conservation law of an angular momentum is fulfilled only in a finite volume of fluid. The successful reproduction of a 
three-dimensional structure of a warm core ring allows to assume, that other eddies of a frontal origin submit to a 
conservation of an angular momentum. 

New generation of satellite altimeters make possible to measure spatial statistics of eddies in the World Ocean 
and the theory gives the key for the account of horizontal mixing induced by mesoscales. 

APPENDIX 

Let’s consider circular motion of a perfect continuously-stratified fluids on a rotated plane. The approximation of a 
hydrostatics allows to write the equations of motion of fluid by a convenient way, by replacing a vertical coordinate on isopycnal 
one. The density of fluid thus becomes known function of an isopycnal coordinate. In Boussinesque approximation the equations of 
motion of fluid in a cylindrical frame have a shape: 

(1) 
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(2) 

N 2(zo)z z-5 > 
0 

% 1 a%, 
-F+- 

p-0. 
r c?+ (4) 

Where r is radial coordinate, z. is isopycnal coordinate having a sense of depth of density surface in a 
undisturbed condition, , t -is time, U-and V -are radial and tangential components of a fluid velocity, Z is a current depth 

1 
of a density surface, <D= P, (p - gp) and Zzo 

g dP. 
is parameter of the Coriolis, N (Z o ) = - . - 

. PO dzo IS 

frequency of Brunt-Vaisala, p(Z, ) is density of sea water depending only from an isopycnal coordinate, PO is average 
density of sea water, g is acceleration of gravity. From the equations (2) and (4) follows the conservation of an angular 

momentum in a particle P = rv + 1 fi- * 
2 

r 

and volume of fluid between two close located density surfaces = I r . zZo dr 
0 

(-$+u-$)(‘r .zZodr)=O. I 
0 

(2’) 

The initial conditions allow to establish functional connection between Q and /.J on everyone density surface and this 

relationship is an integral of motion valid for all times. Let’s assume now that the motion of fluid is absent initially, and 
density surfaces are rejected from an equilibrium (horizontal) position under the law 

1 / 
z =zo +a(.~,)~exp(-'j/~+~2). 

Then 

and 

Z (6) 

=rrz,odr=ir2 +~zoZ2(1--exp(-r2 I / 2 .p)). 
0 

The initial angular momentum does not depend on depth and is equal 

Therefore 

=E+azoZ2(l-exp(-r22.12)) 
f / (9) 

not only initially, but also during all consequent evolution of perturbation. The equation (9) together with the equation of a 
hydrostatics (3) and balance of a momentum 

2 

y+fi=$ (10) 

form the closed set of equations describing distribution of a velocity and a topography of density surfaces’ in a steady.-state 
equilibrium condition. The set of equations (3), (9), (10) is solved with the following boundary conditions: 

Z=OatZo=O, (11) 
z=H atZO=H (12) 
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in the assumption that a free surface and bottom of pool are density surfaces. This mathematical problem describes 
geostrophic adjustment due to radiation of inertia-gravity waves, i.e. the structure of the eddy just after the detachment of a 
meander. The following evolution of the eddy will happen due to radiation of Rossby waves and represents the shift of the 
eddy along the meridian. According to conservation of an angular momentum, equation () still is satisfied. However 

momentum equation should include the Coriolis force with current value of Coriolis parameter. Thus, if f u is value of a 

parameter of the Coriolis on a latitude of formation of an eddy, and j is current ITalue of a parameter of the Coriolis, the 
structure of an eddy is described by the equations 

(13) 

=If_+azo *z2 .(l-exp(-pf 
fo / 0 

*12)) 

(14) 

if to assume as well as earlier, that there are no currents and the shape of density surfaces is set by the formula (5). In the 
r 1 

equation(15)asweIlasearIier Q= I Y-z,~~Y and ,u=Tv+T~~~. The set of equations (13)-( 15) it is necessary to 
0 

solve with a boundary condition (11) on a free surface and with an additional boundary conditions 

at r =R(.Z,) v=o,z=zo. 

Two boundary conditions (16) allow to find the unknown boundary of an eddy. 
(16) 
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MATTER TRANSPORT IN MESO-SCALE OCEANIC FRONTS OF RIVER DISCHARGE 
TYPE 
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ABSTRACT 

A hybrid model based on the Random Walk approach and third-order turbulence modelling 
is developed to forecast transport processes of matter in coastal oceanic fronts of river 
discharge type. Diurnal variations in processes of cooling and heating as well as wind changes 
are considered as main reasons to govern conditions of the matter transport in the ocean 
surface layer. Numerical simulations are performed for the Rhine river discharge zone in the 
North Sea show a tremendous influence of convection on the vertical matter transport. 

1.0 Introduction 

A meso-scale oceanic front of the river discharge type is defined to be an interface between salty sea and 
fresh river water across which the fluid density changes abruptly. It can be observed in coastal waters and can 
affect the pollutant transport from rivers into the ocean and accumulation of nutrients and thus of fish and 
other biological populations [ 1,2]. 

Such fronts are exposed to weather conditions and often coupled with other coastal processes (i.e. tides, 
up- and downwelling, re-stratification, etc.) therefore it is difficult to isolated and investigated in the field. The 
main problem in a realistic prediction of matter transport processes is to estimate turbulent fluxes of buoyancy 
and momentum with much accuracy. In flow and transport models employed by a number of authors to 
simulate current velocity, temperature, and salinity distributions, vertical turbulent mixing based on a gradient 
hypothesis was input to depend on the bulk Richardson number Ri, the latter having been input in ‘damping’ 
functions F(E) and G(E). These functions have to account for effects of stratification when Ri>O. In the case 
of Ri<O instantaneous vertical mixing is proposed to simulate. This artificial manner is usually used in simple 
approaches to describe transport processes in unstable-state stratified flows including convective regime in 
diumaly varying surface boundary layer (SBL). However, a use of gradient expression for the vertical flux of 
eddy kinetic energy in the SBL in the case of convection, as is shown by experiments and theory [3,4], is not 
only unsuitable to describe the flux but it leads to underestimate the deepening of the mixed layer. An accurate 
models of the discharge regions must then describe precisely convection phenomenon as well as processes of 
stabilisation of the SBL under solar heating. Such models must account for buoyancy effects in the transport of 
energy and matter. 

The purpose of this paper is to present a methodology of incorporation a third-order closure turbulence 
model in a random particle technique to predict processes of turbulent transport of matter under strong diurnal 
changes of the surface heat flux with a special reference to the ocean coastal waters in river discharge regions. 
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Main effect to be lighted is an influence of solar heating and water surface cooling on a matter concentration I 
distribution in such region. 

In shallow frontal zones such as river discharge regions, the heating-cooling effects can play important 
role in evolution of hydrophysical fields and then, in turn, in transport processes of various additives which 
enter in water. We consider these effects and their role in the transport processes in the sea surface layer. 

Solar heating and wind forcing 
General features of an influence of solar heating and wind stress on matter transport processes in the 

ocean surface layer were investigated analytically in [5,6,7] and numerically in [S]. As it was clearly traced, 
there are some phases in the development of these processes in surface waters: 

1. Intensive heating and slight wind lead to the formation of a shallow quasi homogeneous surface layer, 
in which contaminant propagates. A vertical size of an admixture jet can be extremely shortened under 
intensive solar heating influence that leads to relatively high concentration level. 

2. Strengthening of the wind with sufficiently intense heating leads to a thickening of the turbulent layer 
and to a deepening of a mixed layer. The region occupied by the contaminant is also determined by the 
thickness of the mixed layer. 

3. With the beginning of cooling and for a sufficiently high wind velocity there is a rapid deepening of the 
surface layer. The contaminant propagation process into the sea depth at this stage proceeds rather intensively, 
and the depth of penetration for additives was restricted by the condition of the particle transport experiment. 

Convection 
The mixing in the sea surface layer is the mainly due the following mechanisms: wind shear generates 

turbulence very near the surface, which then diffuses downward; and the cooling of the surface occurring at 
night sets up an unstable stratification near the surface which again generates turbulence. The latter process is 
also called penetrative convection. Most of the energy provided by both wind and surface cooling to the 
turbulence is dissipated in the mixed layer, but some of it is used up to erode the lower part of the pycnocline 
by entraining colder water and thereby deepening the mixed layer. 

A number of turbulence models have been applied to the situation of penetrative convection of the mixed 
layer due to heat loss from the surface. Various laboratory studies of a similar situation were perfumed, in 
which a stable layer in a tank with initially a linear vertical temperature gradient was eroded from below by an 
unstable mixed layer generated by heating the bottom. A close inspection of numerical and experimental 
results reveals some detailed differences. In the experiments, the temperature gradient is positive over a 
sizeable region in the upper part of the mixed.layer; but the heat flux is still upward over most of this region so 
that the turbulent heat flux is therefore against the temperature gradient. As an eddy-diffusivity model such as 
the li-E model cannot cope with such a phenomenon, the temperature gradient is predicted to be negative until 
the heat flux changes sign, leading to the detailed differences near the inversion height. This “negative” 
turbulent viscosity phenomenon, reflects its non-local, countergradient character of turbulent transport in the 
convective layer. To describe this phenomenon there are a few numerical models of inhomogeneous turbulence 
based on high-order approximations to the statistical theory of turbulence where double correlation (turbulent 
fluxes) as well as triple (turbulent diffusion terms) are included [4,9,10]. Ideas of the triple correlations 
modelling are used in the hybrid model based on a random walk concept. 

2.0 Description of the hybrid model 

The Random Walk approach (or Monte-Carlo method) are flexible techniques for numerical investigation 
of complex problems associated with heat and mass transport in the ocean [ 111. Being free from well-known 
numerical problems and artefacts in numerical solutions of the transport equation which associa-ted with 
finite-differences methods, statistical methods, such as the Monte-Carlo methods, can be used for any 
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complex geometry, and biochemical effects can be accounted 
without much difficulty. They has been successfully employed 
to solve some general problems of matter transport in the 
coastal waters including the complex atmosphere-ocean 
interaction influence on the transport processes. In this method, 
it is proposed that during the j-th time step dt, , displacements 
(dwi )j,k of the k-th particle are determined as deterministic part 
of the motion due to mean velocity field VIJ and random one 
due to fluctuations of velocity with a certain statistical law (vJ,,~ 
. The following equation for the displacements of each particle 
moving in space are assessed as it is given by following 
expressions: 

(Axt)/,k = Y,j At, + (~,),,k (1) 

(i=l-3;j=1,2 ,..., N,; k=1,2 ,..., N) 
where xi is axis, Nt is a number of time step and N is a 
number of released particles. 

Besides knowledge on mean velocity components, 

Fig 1. Eddy velocity field structure in the 
S-Epart of the North Sea (121. 

calculations of each particle trajectory require to know about 
the law (vJ,,~ as a function of time and space. Type of this law 
is determined by statistical structure of deviations (fluctuations) 

of velocity from its mean value at time step df. Since these fluctuations prove to be independent, the law (v,)~,~ 
are believed to be Gaussian. In this case, the (dxi )j,k could be derived directly from Reynolds stresses (double 
correlations) u;u, , where brackets denote ensemble average values of the velocity fluctuation components. 

The Reynolds stresses, in turn, should be defined as a function of the triple correlations as it is required for the 
correct description of the non-local mechanism of transport under the penetrative convection. 

Note that in the proposed method, besides the particle distribution we can define a concentration of 
particles C(x,y,z,t,J in a given cell as a number of particles being in the cell related to the volume of the latter. 

2.1 Equations for the double and triple correlations 

Note, that particle distribution numerical simulations were performed for the S-E part of the North Sea at 
that the mean velocity field (Fig.1) was taken from numerical simulation made by De Kok [12]. A derivation 
and description of equations for the double and triple correlations turbulent quantities one can find in the work 
by Andre et al [4]. Here, we adduce of an instance oversimplified equations for these turbulence parameters 
and necessary initial and boundary conditions which were used in the model. 

Governing equations: 

(2) 

270 



d wk; -2k, I - =- 
at 

w2 x-agk,T; 

(10;lOa) 

d k;T’ ~ =- wT’ akh -- Wk’dT.. - 
at dZ * dz’ I I 

k;T’ <cT’21i2 (11,lla) 

(12;12a) 

(6) 

where k,f, = u2 + v2 12 is horizontal turbulent kinetic energy, I is turbulence scale to be equal to the convective ( I 

layer depth I=h(z). The empirical coefficients according to [4] are chosen to be as c, = 1.6; 5 = 2.5; 

c3 = -o.o04;c, = 4.50; c5 = 0; C6 = 4.85; c7 = 0.394. 

Initial and boundary conditions: 

An intergation of (2)-(12) was performed under the following conditions: all double correlation are 

assumed to be zero except the surface boundary (Fig.2): 
-- 
v,,w=u,@; wT=qo; u,w=ul; w,*=1.8u.z; T,” =1.8q, /U.> where u* = -(agq,z) 1’3, g is the 

gravity acceleration and a is the thermal expation coefficient. All triple car-relations are chosen initi-ally to be 
zero. An initial distribution of particles was taken as it is shown in Fig. 3, 

Following to [4], the third-order correlations appea-ring in eq. (7)-(12) are modelled with a use of the 
“clipping approximation” deduced from Schwartz’s inequality. In the quasi-normal approximation which is 
usually used to close of turbulence equations, the equations for second- and third-order correlations are 
expressed exactly, but fourth -order correlations are expressed in terms of those of the second order, as if the 
velocily were a Gaussian random variable. For homogeneous and isotropic turbulence, the quasi-normal 
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approxima-tion leads to 
the develop-ment of 
negative values of the 
energy density in the 
spectral range. This 
defiance can be traced to 
an excessive growth of 
third-order correlations, 
since one effect of exact 
fourth-order correlations 
is to limit the built-up of 

Fig.2. The initial and boundary conditions of the convective layer model (a) and triple correlations. This 

the surface heatflux SO(t) diurnal variation (b). effect is lost in the quasi- 
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normal approximation and must be thus be replaced by an damping mechanism in the equations for the rate of 
change of third-order correlations, The clipping approximation expressed by eq. (7a,Sa,9a, lOa, 1 la and 12a) is 
an example of such a dumping mechanism. 

3.0 Numerical experiments 

Numerical experiments with the Random Walk technique were performed to emphasise an influence of 
solar heating diurnal variations on spreading of an particle jet in the sea surface layer. A continues source 

0 65 X, km 130 
Fig.3. The particle distribution taken 
as an initial in numerical experiments. 

(1000 particles/min) was situated at the sea surface at the Rhine 
outflow area. 

Fig.4 depicts an evolution of the particle jet in the upper layer 
of the sea. One can notice a tremendous changes of particle 
concentration at different layers. Progressing of the convection to 
diminish of particles at the sea surface and their frontal-like 

transport to lower layers. Similar diurnal variations of the sea 
surface temperature and admixture concentrations have been 
observed by NOAA satellites [ 121. 

4.0 Conclusion 

Understanding the daily cycle influence on processes of 
turbulent transport of admixtures in the sea surface layer requires 
studies of daytime warming and nocturnal cooling and mixing. Both 

phases of the daily cycle are very important, as it is their net effects 
that controls average sea surface temperature. The density structure 

changed during daytime phase also affect the distribution of different additives. The proposed random particle 
method allows to investigate a complex problem associated with the matter transport in the coastal ocean. To 
effectively use this method one need to have information about both mean velocity and density fields and their 
turbulence characteristics. Despite a wide spectrum of flow and turbulence models being able to predict 
behaviour of the mean and fluctuation characteristics just a few of them can really be applied for such a 
phenomenon as the penetrative convection requires to calculate diffusion terms (triple correlations) in 
equations at turbulence modelling. Such a sort of approach was employed in the proposed hybrid model. 
Performance of the model is demonstrated by calculations of the particle transport in the coastal water river 
discharge type in period nocturnal convection. 
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Abstract. Main features of mixing zone between fresh and saline waters in the Northern Caspian sea are studied. 

It was found that mixing processes and spatial salinity distribution in this zone are influenced mainly by such 

factors as river runoff, water exchange and dynamics, as well as by sea level. These factors can significantly vary 

intensity of mixing processes, that are characterised by the well-pronounced seasonal variability. Interannual 

variations are also high; in spite of revealed stability of multi-year spatial location of the frontal zone, salinity 

values on its boundaries undergo sharp changes from year to year. 

Northern Caspian (NC) is a shallow (with average depths about 5 m) shelf part of the Caspian sea, 

where combination of big river runoff, small depths and big surface area results in existence of vast zones of 

fresh water transit and large-scale processes of mixing of fresh and saline water. Main features of the mixing zone 

explain high biological productivity of this region of the Caspian sea. According to the K. N. Fedorov 

classification, frontal zone of the NC is of climatic type with local impact, i.e. zone of interaction between 

various basins and aquatories. Here fresh waters of the Volga, Ural and Terek rivers (with Volga discharge being 

more than 90% of the total fresh water input in the NC) interact with salt water of the open regions of the NC and 

MC (11-13 ppt). 

Previous investigations show that three main water types can be discriminated in the NC: freshened 

water (l-6 ppt), proper sea water (lo- 12 ppt and higher) and water of the frontal zone (area of the most intensive 

mixing processes - 5-10 ppt). Absolute salinity values considered as boundary values for distinguishing between 

different water types differs in various publications [l-5], but typical zones revealed in the mixing zone are the 

same: a) fresh water transit, b) frontal zone and c) sea water influence zone. 
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Analysis of the seasonal and interannual variations of the mixing zone characteristics was based on the 

more than 30 years ( 196 I - 1993) of observations on five standard transects in the NC (fig. 1 .), mainly on salinity 

data as the most changing parameter [6, 71. It was found that in several regions of the aquatory two processes 

take place with similar possibility: (i) gradual mixing (diffusion) and (ii) ‘pushing’ (advection) of one type of 

water by the other. Both processes are strongly related with seasonal distribution of the river runoff, what 

necessitate separate analysis of salinity distribution for each season; otherwise averaged annual values may hide 

or misinterpret character of various natural processes taking place in the mixing zone. Besides, spatial and 

temporal salinity variations in the NC result in the need to use median (and not average) values as mean salinity 

values, because some extreme data may result in incorrect assessment of the mean salinity value. These facts 

should be taken into account when applying various models of river and salt water interaction and models of 

passive substance transport in the NC. 
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Fig. 1. Hydrological transects in the Northern Caspian. 

Analysis of maps of for water with specific salinity range occurrence (in %) during spring, summer and 

autumn (1961-l 993) revealed relation between spatial salinity distribution and processes of water mixing, 

circulation and exchange. In April main part of the aquatory is dominated by the MC water; salinity is mainly 

above 8 ppt, In June, when river discharge is maxima1 for the studied months, surface area and presence of 

freshened water increase. In August decrease of river runoff result in the intensification of water inflow from the 

MC, there is an increase of occurrence of water with salinity above 8 ppt (up to 80% on the boundary between 

NC and MC) and, especially, above 10-12.5 ppt (up to 85-90% in the southern part of the NC). In October an 
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intensification of water inflow from the MC is observed; water with salinity above 10 -12.5 ppt occupy all central 

part of the NC (with maximal occurrence 80-85%). 

Analysis of seasonal distribution of spatial salinity gradients on the sea surface shows that the north- 

western part of the NC, where main branch of the Volga discharge flows, is characterised by the constant 

presence (from April to October) of high gradients (up to 1.2 ppt/km). For most of the NC maximal salinity 

gradients (0.6-0.8 ppt/km) are typical mainly for April-June, they decrease in August, in October salinity is 

distributed most evenly. 

Spatial distribution of the mixing zone boundaries has seasonal and interannual variations, stipulated by 

changes of river discharge and intensity of the MC water inflow. The period of actual sea level rising is 

characterised by the increased influence of Volga runoff (what manifests in widening of the river waters transit 

area);and at the same time by decrease of the penetration of MC waters in the central part of the NC. Location of 

the frontal zone is stable (as compared with other mixing zone boundaries); it is mainly located at a 80-120 km 

distance from the Volga delta edge. In spite of the spatial stability of the frontal zone, there are significant 

salinity variations at the boundaries of this zone, related with the Volga water abundance. Therefore the seasonal 

salinity changes should be taken into account for the discrimination of the frontal zone in the NC. In the region of 

the main Volga stream (western part of the aquatory) the mixing of fresh and saline waters is the most intense, 

what is proven by (i) low probability of the observation of the boundary of the sea water influence and (ii) cases 

of simultaneous formation of several frontal zones at the same time (according to transects data). 

Interaction between river and sea waters in the boundary region between NC and MC is influenced by 

joint action of river discharge and sea level, that both have interannual variations. After 1997, when sea level was 

minimal for the last 400 years, occurrence of water with high salinity (12-13 ppt) decreased from more than 50% 

to 40%, while salinity variability in the western part of the boundary (area 20-30 km wide where influence of the 

Volga discharge is maximal) increased from 3-5% to lo-15%. These changes can be explained mainly by the 

increase of Volga discharge started after 1977; sea level variations have minor effect on water dynamics in this 

relatively deep (maximal depths up to 25 m) region. 

For the first time joint influence of the sea water level and amount of Volga discharge on the salinity 

distribution and water dynamics in the whole NC was studied (fig. 2). It was found that due to small depths of the 

aquatory, sea level changes on l-2 m form a background determining range of MC water penetration and 

character of interaction between NC and MC waters. On this background amount of the Volga discharge leads to 

different types of spatial salinity distribution (fig. 2). 

Under high sea level (above -28.4 m in absolute level scale) there is a possibility for the\ MC water to 

enter into the NC and there exist good relation between salinity and amount of Volga discharge - increase of fresh 

water input lead to salinity decrease, especially near the Volga delta. Decrease of Volga discharge result in the 

intensification of water inflow from the MC and domination of these waters in the central part of NC. 

Under low sea level conditions interaction between fresh and saline waters is more complicated and vary 

according to the amount of fresh water input. Under low sea level conditions morphology of the NC hinders 

inflow of water from the middle part of the sea, and, at the same time, contributes to formation of big fresh water 
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transit zone and large-scale mixing processes. However, in the years with high Volga discharge (Q > 7270 m3/s), 

main part of freshened waters pass by along the western shallow part of the NC directly into the MC, causing 

high compensation inflow of the saline MC waters. It results in freshening of the north-western part of the NC 

(though not so pronounced as under high sea level conditions) and in the increase of the presence of saline waters 

in the central part of the NC aquatory 

i: 
4,’ _ _ --_- 

48 so 52 
Longitude 

” 
i . 0 

I, I’/ I_i_ L.Z 

48 SO 52 
Longitude 

Fig. 2. Mean salinity @pi) d&rib&ion in the Northern Caspian under various 
hydrological conditiorts during the beginning of the Volga springflood. 

a) high sea level, low dkcharge 
b) high sea level, high discharge 
c) low sea level, low discharge 
d) low sea level, high discharge 
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Abstract. The analysis of a large set of IR satellite images has permitted to estimate the typical parameters of 
the upwelling in the Strait of Sicily, along with its interannual and seasonal variability. While the interammal 
variability shows during the period 1983.-88 a progressive weakness of the upwelling, which might be related to 
a corresponding decreasing of the wind intensity, the seasonal cycle exhibits its maximum surface evidence 
during September with a lack of evidence during the colder season. However, the results inferred from 
hydrological measurements and wind intensity seem to suggest a much more intense upwelling during the 
colder season than the warmer one. 

Introduction 

During the last 30 years our knowledge on the dynamics of the Mediterranean Sea circulation, especially of 
its western part, has substantially increased, while few attention has been focused on its wind-driven upwelling 
systems. One of the most important upwelling systems in the Mediterranean Sea is the Sicilian upwelling, 
which is governed by the strong southeastward wind stress in the Western Mediterranean caused by the 
characteristic Mistral. 

Fig. 1: The region ofthe Sicily Strait, 
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The Strait of Sicily (Fig. 1) has always been a region of special attention to oceanographers, because of its 
importance in controlling the water exchanges between the western and eastern basins of the Mediterranean 
Sea. Although much progress has been achieved in the understanding of the Modified Atlantic and Levantine 
Intermediate Water mass exchange [l-6], the three-dimensional thermohaline structure as well as the 
dynamics and seasonal variability of the Sicilian upwelling remains still somewhat poorly known. 

Philippe and Harang [7] were the first to show IR satellite images of the Sicily upwelling. What emerged 
from their study was that the upwelled waters could reach 150 km offshore. The general dynamics of the 
Sicilian upwelling is governed by the wind stress with a delay of three days between the N-NW wind and the 
appearance of upwelling phenomena. Usually, upwelling events begin south of Trapani and thereafter evolve 
eastward along the coast of Sicily [8]. 

This report focuses on the main spatial and thermal characteristics of the Sicilian upwelling, as derived 
from satellite AVHRR data from 1983 to 1988 [9]. The interannual and seasonal variability of its 
characteristics is investigated and related to the wind observations obtained from the ECMWF weather- 
prediction model. The results are based on a large set of Sea Surface Temperature (SST) maps, which represent 
a statistically consistent data set for the analysis of the seasonal variability. 

Upwelling characteristics 

The main characteristics and seasonal variability of the Sicilian upwelling were determined from a set of 
243 satellite IR weekly maps of sea surface temperature (SST) and of the thermal fronts located in the 
Mediterranean Sea, published by Le Centre de Meteorologie tpatiale (Lannion. France). The time period 
covered by these data spans from September 1983 to November 1988. The total distribution of data among 
seasons and years is quite uniform. These maps have been analysed in order to estimate the length of the 
upwelling zone along the southern coast of Sicily (L), the width (D), the minimal temperature of the upwelled 
water (Tm), the temperature contrast (dT) and the temperature gradient (grT) across the upwelling front. Fig. 2 
is a sample image showing the upwelling phenomena along the Sicily coast. 

Fig. 2: Sea surface temperature distribution relative to the 27 August 198.5. 
The lighter areas are colder radiated temperatures. 
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The descriptive statistics for the main parameters indicates that usually upwelling involves more than 213 
of the southern coast of Sicily with a uniform frequency distribution. In 2/3 of the cases, the width of the 
upwelling zone is about 20-40 km. The widths more than 100 km are rare, but do exist. Usually , the upwelling 
zone is irregular for what concerns the size because of a very complex bottom topography (see Fig. 1). The 
Adventure Bank and the Malta Platform are separated by the deep (500-1000m) Gela and Malta Basins. 
Accordingly, the width of the upwelling zone is greater over these banks (especially over the Adventure Bank) 
and smaller in the middle of the coast, where the shelf (depth < 200m) is only 20-30 km wide. It was also found 
that the upwelling first appears in the western part of the coastal zone and then propagates eastward. 
Sometimes, it was observed only over the Adventure Bank where the upwelling zone often looks like a very 
large meander. A mean value of the temperature contrast across the upwelling front is -1.4”C and the 
temperature gradient is of -- 0.23”CXm. 

Interannual and seasonal variability 

The interannual variability of the length of the Sicilian upwelling, inferred from the weekly SST maps, 
indicates that it seems to be uniform from one year to another one and its values are obviously limited to the 
length of the Sicilian coast. Its width is much more variable and a decreasing trend seems to exist from 1983184 
to 1988 (Fig. 3). 
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Fig. 3: Interannual (1983-1988) variability of the width (0) of the upwelling zone. 
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Fig. 4: Wind velocity along the southern coast of Sicily during 1986-1988. 
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During the same time period, a climatological decrease of the wind (favourable wind stress) over this 
region is observed (Fig. 4) and consequently a corresponding diminution of the upwelling intensity is expected. 
The interannual variability of the minimal temperatures indicates a seasonal variability, but with a notable 
increase of amplitude from year to year. This is due to the rise of late summer minimum from 21°C in 1983 to 
26°C in 1987. The late winter minima vary very little, i.e., between 13 and 14°C that correspond to the typical 
characteristic temperatures of the upper layer in winter. The rise in summer of Tm is consistent with the 
consequent decrease in the width of the upwelling zone, because the narrower the upwelling zone (less intense 
upwelling) the higher the temperatures observed at the surface. Consequently, the trend in temperature may be 
related to the general decrease of the upwelling intensity and could be explained by the climatic warming in the 
Mediterranean Sea [lo]. 

From the study of the seasonal variability of the Sicilian upwelling it appears a pronounced gap in the 
observation of the upwelling events during March-April, which is prevalently due to the thermal homogeneity 
of the upper layer during these months. This is absolutely consistent with the seasonal cycle of Tm. Conversely, 
there is a persistency (there are no interruptions) of the upwelling event during September over, at least, 6 years 
of observations. 
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Fig. 5: Seasonal variability of the width (0) of the upwelling zone during 1983-1988. 

With reference to the seasonal variability of the parameters, there are no pronounced cycles in the length 
(L) and width (D) of the upwelling zone (Fig. 5), but there is a well defined cycle in the minimal temperature 
Tm and a less defined one in the temperature contrast (dT) and gradient (grT) (Fig. 6). 
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Fig. 6: Seasonal variability of the temperature contrast (dTm) between coastal 
and offshore waters during 1983-1988. 

282 



Usually minimum temperatures (13-15OC) were observed during January-March and maximum 
temperatures (20-25°C) in August-October. As a rule, during August-October the temperature contrast and 
gradient across the upwelling front reach 3’C and 0.4’C/km, respectively. The absence of a seasonal cycle in 
the upwelling width is surprising, because the meteorological data indicate that the wind stress in winter in the 
Sicily Strait is three times greater than in summer. This should result in a significant increase of the upwelling 
intensity during winter leading to a noticeable enlargement offshore of the upwelling zone, which is not seen. 
This paradox may be explained by the principal difference in the vertical density field, which is strongly related 
to temperature in the upper layer of the sea, between winter and summer. During winter, there is a relatively 
homogeneous loo-150 m upper layer, and the pycnocline is located much deeper than in summer; in this case, 
much stronger favourable wind stress is required to lift the pycnocline, such that the signatures of upwelling are 
evident on the sea surface. 

Conclusions 

The previous results show that the upwelling is a persistent feature of the Sicily Strait during all the 
seasons. Due to a winter intensification of the wind over the region, a more intense upwelling should be 
expected in winter than in summer. However, the Sicilian upwelling is not a purely near-shore phenomenon: it 
often occupies a very large area (up to 50%) of the Strait of Sicily, thus influencing the large scale dynamics of 
the upper layer and has important consequences on the biological productivity and fishering activity. All the 
characteristics of the upwelling are obtained using only SST data. The investigation of the three-dimensional 
structure, by using in situ measurements, is certainly necessary for a better understanding of the seasonal cycle 
and also for evaluating the connection with the biological production. 
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Ahstract:A research project on development of observation systems for heat, momentum and substance 
circulation in the ocean and atmosphere was carried out in the Research Institute for Applied Mechanics, 
Kyushu University from 1992 to 1997. A pitch, roll and depth controllable towed vehicle called “Flying Fish” 
was developed, which houses an acoustic Doppler current profiler (ADCP), CO1 analyzer and sensors for 
measuring temperature, salinity, dissolved oxygen, pH, turbidity and chlorophyll. Length of the vehicle is 3.84m, 
breadth 2.26m, height 1.4m, weight in air 1400kg and weight in water about Okg. 

Flying Fish enables us to obtain space continuous data of physical and chemical properties efficiently in 
the upper mixed layer of the ocean. From 1994 to 1997, the vehicle was used to carry out observations in the 

northern, southern and central part of the Japan Sea in a collaborative study among Japan, Korea and Russia. 
Examples of data obtained are shown in this paper and the results of the current velocities are compared with 
those of other observation systems. 

INTRODUCTION 
In the ocean upper mixed layer where air-sea interaction is very active, variations in the physical and 

chemical properties require detailed research because they play an essential role in the so called greenhouse 
effect. Physical phenomena such as currents, wave motions, fronts and vortices of various time-space scales, 
transport, diffuse and sometimes condense dissolved substances in seawater. Observations of physical and 
chemical properties are therefore essential, but are diff:cult to implement with existing methods because the 
lengthy processing required for each one on board of the ship means that simultaneity of the results is lost. 

During the past thirty years the Research Institute for Applied Mechanics (RIAM) was engaged in a series 
of research projects [l] to develop ocean measurement systems: a cloverleaf buoy and a spar buoy for wave 
mechanism research, and submerged and surface buoy systems for research on ocean circulation and air sea 
interaction. Since 1992. the ocean engineering group in RIAM has been involved in developing an intelligent 
towed vehicle system, “Flying Fish”, to research momentum, heat flux and substance transport in the Japan Sea. 
In this paper we present the engineering features of Flying Fish aimed on space continuous measurements that 
complement data of spatial the mooring buoy systems as it will be shown in the observation results. 

BRIEF INTRODUCTION OF FLYING FISH 
While detailed description of the structure of Flying Fish has been given in paper [2], it is worth to outline 

the basic features here. See Table 1. The vehicle has large main wing and two horizontal wings driving depth, 
pitch and roll. The main wing is actuated by a rack-pinion mechanism and the horizontal wings are controlled 
by timing-belts. 
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Table 1 Principal features of Flying Fish 

] Operating depth I O-200m I 
Dimensions (LX 6 X H) 3.84m X2.26m X 1.40m 
Weight in air 1300kg 
Weight in water 
Instrumentation 

-2Okg 
ADCP, C02, CTD, DO 
Turbidity, PH, Chlorophyll 

Towing velocity 
Motion control 

1 O-12knot 
1 Heave. Pitch. Roll 

Press& hull I 
Gas cylinder for CO, Analyser 

Fig. 1. Vertical profile of Flying Fish. 

Figure1 is a vertical profile of Flying Fish, which houses an acoustic Doppler current profiler (ADCP), 
CTD sensor, COz analyzer. the chlorophyll. turbidity, and pH sensors, all for ocean observations, and the roll, 
pitch, and depth sensors for a motion control. The large pressure hull contains the COz analyzer, its support 
system and a telemeter system. The ADCP and other sensors such as those for CTD, dissolved oxygen, turbidity, 
chlorophyll and pH are accomodated in each pressure vessel. 

The ADCP can measure its own velocity relative to the Earth by bottom tracking ability in shallow water 
of less than 500m. In deeper water, the speed of tile mother ship is measured by a kinematic differential global 
positioning system (KGPS) and the average speed of the towing ship during 15 minutes is regarded to be the 
same as that of Flying Fish. Field experiments verified that the accuracy of the overall system in measuring the 
current velocity is almost the same in two cases. 

MATHEMATICAL MODEL FOR DESIGN OF MOTION CONTROL SYSTEM 
Motions of the towed vehicle are expressed by a 6degree freedom motion equation and those of the 

towing cable are described by a three dimensional lumped mass model [3]. 
We carried out model tests using a l/5 scale model in a water circulating tank to obtain hydrodynamic 

coefficients for the mathematical model. Two experiments were conducted, the first was a static experiment in 
a steady flow to obtain the drag and lift coefficients, the second was a forced oscillation test in a steady flow to 
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determine the damping and added mass coefficients for the surge, sway, heave, roll, pitch and yaw of the 
vehicle. To improve the performance of the controller designed using the hydrodynamic coefficients from the 
tank tests, a more accurate mathematical model is needed and field experiments are important. 

In this paper the hydrodynamic coefficients were obtained using regression analysis on the measured 
tension of the towing cable and motions measured in field experiments. We use- many hydrodynamic 
coefficients to describe the motions of the towed vehicle but a few of them are particularly important such as the 
drag and lift and damping coefficients for heave and pitching motions of the vehicle. The drag of the body and 
lift coefficients of the wings are estimated from the static balance under steady towing conditions. Induced 
moment coefficients by the wing action are calculated by using obtained lift coefficients. Damping coefficients 
of the heave and pitch are estimated from data during the change of deptli in field experiments. Generally 
speaking, these effective parameters for motions are obtained accurately from the regression analysis. 

FIELD EXPERMENTS 
During development of the hardware we used the PID control system because it is flexible and can easily 

cope with hardware troubles. The PID controller worked well throughout the field experiments. In steady 
towing, error in depth keeping was less than *O.O5m. and those of rolling and pitching angles were less than 
* 1.0 degree even when the mother ship moved in rough sea. In the depth changing mode, however the 
maximum error in pitching increased to 3 degrees [d] because it is basically single input and single output 
system. 

In 1997, to improve on this point we adopted, LQI (Linear Quadratic with Integral), controller in field 
experiments. In Fig.2 the sensor arrangement in field experiment is shown. The depth of Flying Fish was 
measured with a pressure sensor, and the roll and pitch angles by vibratory angular sensors. The ship motions 
were measured with a 6-component motion sensor fixed in an onboard laboratory and the cable tension was done 
with a strain gage type tension meter set at the towing point on the main deck of the mother ship. 

Base receiver ---+a7 1% “* ; ;.e;;:. .:“::..V;..~.:.‘. DGI?S _ 

( 1 Chlorodhyll 
- 

angle] g 
CO2 analyzer 

Acoustic Doppler current profiler 

Fig.2. Sensor arrangement in field experiments. 

Figure 3 shows comparisons of a time series of motions and wing angles obtained from a field experiment 
and numerical simulations for the LQI controller. The results of two numerical simulation are shown for 
comparison; one uses the hydrodynamic coefficients acquired by the model experiments and the other uses those 
from regression analysis of the field experiment data. The figure shows generally good agreement between two 
results, and the effect in difference of the hydrodynamic coefficients is observed only in the tail wing angle. 
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Fig.3. Comparison of numerical simulations and field experiments on motions 
in the case of the PJD controller. 

This assures the accuracy of the mathematical model tuned by using the field experiment data. The 
amplitude of the pitching angle is maintained within one degree throughout the depth change. It is presumed 
that the short period oscillation of the tail wing angle is caused by insullicient resolution of the depth sensor. 
The small amplitude vibration of the depth sensor affects the instruction value of the tail wing angle through the 
operation in the controller. This phenomenon might cause serious damage to the mechanics of the horizontal 
wings if they operate during long term observation. We will improve it by using a filter or other control system 
such as H, controller in the next field experiment. 

RESULTS OF OBSERVATION IN THE JAPAN SEA 
A wealth of new information on the upper Japan 

Sea was obtained by using Flying Fish during the six 
years project period from 1992 to 1997 in which Japan, QSN 
Korea and Russia collaborated. For example, demon- 
strates oceanographic data obtained along section B 
shown in Fig.4 is demonstrated briefly in Fig.5. In this 
case the submerged depth was 30m and towing speed 
was 9 knots. Letters A-E on the abscissa represent the 
location on the map in Fig.4. If necessary, the precise 
location and time can be defined for each data point 
because the GPS (Global Positioning System) data was 40’N 
recorded together with oceanographic data. Tempera- 
ture, salinity, depth, dissolved oxygen, pH, turbidity, 
chlorophyll, dissolved inorganic carbon dioxide and 
molecular carbon dioxide are shown. The CO* ana- 
lyzer of Flying Fish could not measure the molecular 
carbon dioxide directly: this was derived by applying an 
equilibrium state equation and processing collected data 
on dissolved inorganic carbon dioxide, water tempera- 

35’N 

ture, salinity and PH. The distance between points A 
and E was about 300km and Flying Fish was required to 
work without stopping. thus requiring high level of 
reliability. 

A rapid 5°C drop in temperature and decline of 
salinity, accompanied by an increase in dissolved oxy- 

Fig.4. Map showing the experimental field 
in the Japan Sea. 
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gen and turbidity can be seen between points D and E. This suggests that cold water mass originating from 
the north moved along the Russian coast. The data variability of chlorophyll was different from variations of 
other parameters in that it contained a period with high frequency signal due to photosynthesis activity, and 
day-by-day fluctuation. The dissolved inorganic carbon dioxide decreases near point D, and increases near point 
E, so that it might have some correlation with the chlorophyll. The time series in the bottom of Fig,5 is for 
molecular carbon dioxide calculated from data of dissolved inorganic carbon dioxide, water temperature, salinity, 
pH and equilibrium state equation. This parameter is very important because it indicates the exchange rate of the 
carbon dioxide between air and sea and therefore is believed to be a main factor in the greenhouse phenomenon. 
Designing the overall system, we worried about the accuracy of the measurement of molecular carbon dioxide 
because of limitation in accuracy of the pH-sensor. However as shown in Fig.5 the range of variation in pH is 
very narrow so that the total accuracy of the molecular carbon dioxide seems good. It is natural that the 
molecular carbon dioxide has correlation with the dissolved inorganic carbon dioxide, water temperature, 
salinity, and pH because of the form of the equilibrium state equation, but the figure suggests it has especially 
strong relation with water temperature. In these experiments we measured horizontal distributions, next we want 
to research vertical profiles. especially for, carbon dioxide. 

Fig.5 Observation results of temperature T,salin- 
ity S, depth D, dissolved oqgen DO, pH, 
turbidity, Chlorophyll, dissolved inorganic 
carbon dioxide CO2 and molecular carbon 
dioxide PC02 obtained from equilibrium 
equation with measured T, S, pH and C02. 

600 pC0; in Surface Sea Water (Depth = 5 m) 

In Fig.6 the values of molecular carbon dioxide 
measured by Flying Fish by so-called indirect method are 
compared with those of direct measurement [5] by Prof. 
Kim Kyung-Ryul. Prof. Kim’s group sampled the water 5m 
beneath the surface from the water intake of the observation 
ship throughout the cruise and carried out continuous 
chemical measurements of dissolved substances were car- 
ried out through gas-chromatography. The measurements 
by Flying Fish were restricted to times when the vehicle 
occasionally came up near the water surface, and therefore 
results of these two methods cannot be compared over many 
points; but such comparisons show very good agreement 
confirming the accuracy of the CO2 measurements of 
Flying Fish because the direct method is recognized from 
the view point of accuracy. 

Measured with Flying Fish 

1 : 
250 fId ,,,,,,,,,,,I 

10 15 20 
July, 1994 (days) 

Fig.6. Molecular carbon dioxide pCOZ ob- 
served by direct method and Flying 
Fish system. 
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The Flying Fish measurements give us a chance to study how the dissolved oxygen (DO) is related to 
chlorophyll, temperature, salinity and other parameters on a wide variety of spatial scales. This is an important 
problem because knowledge on redistribution of o.xygen by processes of different scales is needed for 
understanding the sea ventilation. To decompose the signals into elementary modes well localized both in space 
and wave number we use a wavelet analysis. The wavelet transform characterizes local regularity of signals and 
is particularly suitable in detecting secular changes. Here we analyze the Flying Fish data by means of the 
Harmonic wavelet transform that is known to be compact in the Fourier space [6]. The emphasis is placed on the 
fluctuations from the averages along the cruise tracks in the Japan Sea. 

An example of the wavelet decomposition of the DO signal measured along the section AD (Fig.4) is 
shown in Fig.7. The plots on the right panel of Fig.7 demonstrate wavelet modes of the original signal from the 
largest scale of about 24-48km (right top plot) to the smallest scale of about 50-1OOm (right bottom plot). The 
low level modes represent variability of the longer wavelengths while the high levels are associated with the 
shorter wevelengths. By using these modes, the original signal can be reconstructed as it is shown on the left 
panel of Fig.7. Notice that the final (left bottom) plot involves whole set of wavelet modes allowing erract 
reconstruction of the original signal and thereby proving robustness of the wavelet technique. 

Observations alone 
the section N94a 2 
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Level 0 
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Level 1 
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Level 2 
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Level 3 

Scale (3.0-1.5) 
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Scale (0.4-0.2) 
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Fig.7. The wavelet decomposition and reconstruction Of the DO variations. 
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To consider links between DO and other parameters 
on the individual scales we used conventional cross- 
correlation analysis. Perhaps, most interesting was link 
between DO and chlorophyll since the latter is regarded as 
proxy of phytoplankton. One could anticipate that DO and 
chlorophyll are negatively correlated at night time when 
oxygen is utilized by phytoplankton. DO and chlorophyll 
were found to be either negatively correlated or had no 
strong relationship at night time in the northern Japan Sea 
(Fig.8). New, however, is the fact that the correlation 
decreases with increasing scale so that the correlation 

phytoplankton during respiration was significant at the sea -0.4 - x x . 

mesoscale rather than locally. Y 
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ing the phytoplankton growth. Thus oxygen was produced Fig.8. Correlation between dissolved oxygen and 
by phytoplankton in the northern Japan Sea in July 1994. chlorophy’,’ at nigh: along the ptions 42’ 
The largest positive covariances were observed at the scales 51’N, 138 26lE-43 12’N, 138 12’E(.J 
of I-25km. It seems that phytoplankton was more intermit- and 40’25’N, 134°24’E-40001’N, 132 

tent at day time with patches of the various scales between 
24’E( X ) in the northern Japan Sea. 

1 and 25km. 
As to the southern Japan Sea, DO and chlorophyll there were always correlated negatively at the end of 

May 1995 (Fig.9). Thus there was no indication of the oxygen production at the depths of 20-30m. 
The relationships between chlorophyll on the one hand and temperature and turbidity on the other were 

particularly clear at nights. The chlorophyll was negatively correlated with temperature and positively correlated 
with turbidity. The cold waters were richer with chlorophyll and more muddy. Once again, the correlation 
coefficients grow in absohne values towards the scales of several kilometers. This implies that the variations 
tend to be more coherent at the larger scales. 
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Fig.9. Correlation between dissolved oxygen and chlorophyll at day time in the southern Japan Sea. 
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Hydrochemical observations (Kim et. al., 1994) showed that the vertical profiles of DO had a subsurface 
maximum at the depth of 20-50m, DG was 25%-40% higher than near the surface in the northern Japan Sea in 
summer. Since the vertical profile of chlorophyll a had a subsurface maximum at the same depth (Kim et. al., 
1994) the subsurface maximum of oxygen can be accounted to the production by phytoplankton. 

Some earlier studies of the covariability between temperature and chlorophyll suggested that at least some 
of variability of chlorophyll observed on wavelengths between lkm and 1OOm can be explained by vertical 
displacements of vertical microstructures by common mechanism such as internal waves, while the biochemical 
mechanisms are more important on the larger scales. Our study of the Flying Fish data indicate that the 
variations of DO are associated with those of phytoplankton at the scales larger than few kilometers. Our 
findings imply that the oxygen production by phytoplankton is important resource of DG in the subsurface Japan 
Sea in summer. It should be also important in October-December, because phytoplankton blooms in the northern 
Japan Sea in this season too. Therefore, due to vertical difhrsion from the sea subsurface into the sea interior the 
biologically produced oxygen can contribute substantially into the dissolved oxygen variation in the underlying 
layer of the Japan Sea Proper Water. 

Figure 10 shows the current velocity distribu- 
tion in the cross section between points B and F in 
Fig.4. This figure showing readings from 1995 
cruise and the results of 1994 are almost the same. 
The quality of 1995 data, however, is much better 
than that of 1994 due to use of the DGPS (Differen- 
tial Global Positioning System) for measuring ship 
speed. The cruising speed has been subtracted from 
the ADCP data to get the absolute velocity of the 
currents. Between B and D the northeast current is 
comparatively strong, and this suggests the effect of 
the Tsushima warm current and agrees with the re- 
sults of temperature and salinity measurements. 
Near point D a strong current was found between the 
depths of 200m and 340m. Near the Russian coast 
the current is very weak and is homogeneous from 
the surface to a depth of 340m. These data on the 
flow field show good correspondence to the other 
data in Fig.5. 

E 

Depth (m) 
N J 1 (mlsec) 

The Flying Fish measurements of currents are 
validated by comparing them with 1) the conven- 
tional estimates of geostrophic currents and 2) long- 
term direct measurements by moored current meters. 

f3 c 0 EF 

Fig. 10. Current distribution in the cross section 
along B line. 

In 1996 and 1997, observation cruises were carried out to research the Tsushima warm current, which has 
a great effect on the environment of the Japan Sea by transporting the heat and momentum from the West 
Pacific. Figure 11 is a map showing the observational lines. Flying Fish was towed on the A-line and the dots 
indicate the stations of CTD measurements. The total length of this section was 90km and between Stations 
A8 and Al3 bottom tracking with ADCP was possible. Between Al and A8 the KDGPS system determined the 
accurate ship speed. which was removed from the ADCP data to get the absolute current velocity. The reference 
station for the DGPS system was set in RIAM and the distance between this station and the research vessel was 
more than 500km. This distance was greater than usual use of the DGPS system, for which the error of speed 
measurement is estimated as less than lcm/sec. 

In Fig. 12, the ship speed measured with the KDGPS system and the relative velocity of Flying Fish to the 
earth measured using the bottom tracking system of the ADCP are compared along the section A8-A13. The 
maximum discrepancy between thse two systems was 4cm/sec. There are several reasons for this discrepancy: 
the vertical distributions of the water temperature and salinity might affect the speed of the ADCP acoustic beam 
and cause error, or the reference location of the KDGPS might be too far to keep the error within Icm/sec. The 
measurement error of the current velocity with the ADCP was assumed to be around 2cm/sec in the case of 
15minute average and the overall error of the Flying Fish current velocity measurement was sought to be less 
than 4cm/sec. In Fig. 12, the dotted line indicates the measured ship velocity with the single GPS system and the 
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Fig. Il. Map showing the experimental field.for the observation cruse of Tsushima Warm Current. 
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Fig. 12. Comparison of ship velocity measured with DGPS and bottom tracking of ADCP. 



maximum error in this case is 7cm/sec. The KDGPS system is thus 
better than the single GPS system. 0 30km 

To eliminate the tidal current, Flying Fish was towed eight Stn.A , 

times along the observation line at a towing speed of 9 knots. 
1 3 5 7 9 11 13 

n 
About 50 hours was required to carry out the observation on the 
A-line. A harmonic analysis was made to separate the mean 
current, the diurnal tidal current and the semi-diurnal tidal current. 
Three mooring systems were deployed on the A- line for two years 
to measure in situ current and temperature. Figure I3 shows the 
mooring locations and current meter arrangements. Circles 
indicate the rotor type current meter and triangles the ADCP. 

Figure 14 compares the vertical structure of the velocity 
normal to the cross section of the A-line measured with the ADCP 
of Flying Fish with the geostrophic calculation. Flying Fish was 
towed at the depth of 30m and the current data between the water 
surface and 30m depth could not be obtained. In general the two 
results agree broadly. The figure shows that the Tsushima Warm 
Current along the Japanese coast has two streams, a near shore 
stream and an offshore stream, which have been predicted by 
multi-level numerical model [7]. The observation with Flying Fish 
verified the numerical simulation. 
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Fig. 14. Comparison of velocity Distributions of Tsushima Warm Current in A-section obtained from 
geostrophic calculation (b) and direct measurement (a) with the Flying Fish system. 
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In Fig. I5 vertical profiles at Stns.5,6, 9 measured by the Flying Fish are compared with those ofmcm-hg 
systems. In these cases the moored ADCP emits the acoustic beam downward which makes it possible to 
compare the results with those of moored current meters. At Stn. A5 the data of the moored current meters, the 
moored ADCP and the ADCP of Flying Fish coincide very well, but at Stn.A6 the moored ADCP data is 
slightly lower than those of Flying Fish and the moored current meter. The current velocity measured with the 
ADCP of Flying Fish also agrees with those of the moored current meter at Stn.9. These figures clearly confirm 
the accuracy of the current measurement of the Flying Fish system. 
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Fig. 15. Vertical profiles at Stns.O5,06,09 measured with Flying Fish and with the mooring system. 

CONCLUDING REMARKS 
A series of field experiments verified superiority of Flying Fish which can measure the physical and 

chemical properties simultaneously. In order to understand the chemical parameters of the ocean we have to 
know its physical phenomena and the reverse is also true. The accuracy of the current measurement system 
using the towed vehicle Flying Fish with a Kinematic Differential Global Positioning System is confirmed in 
this paper by comparing with the traditional geostrophic estimates and the current meter mooring data. This is 
partly due to progress in the differential global positioning system but is mainly the result of the high accuracy 
motion control which prevented the oscillation of acoustic beams of the acoustic Doppler current profiler. The 
superiority of a towed vehicle is crucial for the spatially continuous measurements, because of its high reliability 
and real time data sampling, but ocean science still needs more accurate measurements for a mathematical 
modeling of sea environment. Ocean engineers are being counted on to play dominant role in this achievement. 
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Abstract. The numerical THREETOX code was used to simulate 3-D hydrodynamics fields, suspended 
sediment and the dispersion of the radionuclide released from the scuttled reactors and containers with the 
liquid radioactive wastes in the Novaya Zemlya bays and Kara Sea Trough. The code includes a set of 
submodels: hydrodynamics submodel, ice submodel, suspended sediment transport and radionuclide transport 
submodels. The seasonal dynamics of the Kara sea was considered. The simulation was done on the basis of the 
scenarios of the possible releases from the nuclear units. It was shown that the marine radionuclide concentration 
due to the releases will be increased on the values that are much less than the present day concentration. 

Introduction 

The consequences of the possible leakage from the nuclear reactors and containers with liquid wastes 
that have been scuttled in the Novaya Zemlya fjords and the Kara Sea Trough during the period 1960- 199 1 have 
been intensively studied last years by the international groups of the experts (e.g., [ 11). The recent study [2] was 
focused on the radiological consequences of the phenomenon for man. The radiological collective dose 
calculations were carrid out on the basis of the marine radionuclide concentration values simulated in the long- 
term projection by the box model [2]. The parameterisation of the water fluxes between the model 
compartments and radionuclide fluxes from the Novaya Zemlya bays as also parameterisation of the 
radionuclide dispersion in the box model required more detailed analyses of the hydrodynamic and radionuclide 
transport processes. Such analysis in a seasonal time scale could be done on the basis of the relevant 3-D model. 
The model should take into account that the Kara Sea circulation and consequently the radionuclide transport is 
governed by the strong seasonal freshwater inflow from the Ob and Enisey rivers and the water inflow from 
the Arctic ocean and Barents Sea. The wind and tides are important forcing of the sea circulation, especially in 
the shallow regions. The winter ice cover is the specific factor that influences on the radionuclide transport. All 
these processes were considered in the presented in this paper modelling study, that was provided as a part of the 
European Commission project [2]. Three-dimensional simulation of the Kara Sea circulation and radionuclide 
transport from the Novya Zemlya bays and in the whole sea was carried out with THREE-dimensional model 
of TOXicants transport (THREETOX) that was recently developed [3]. 

Model 

The THREETOX code includes a set of submodels. 
Hydrodynamics submodel. The hydrodynamics is simulated on the basis of the three-dimensional, time- 

dependent, free surface, primitive equation model. The prognostic variables of the hydrodynamics code are the 
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three components of the velocity, temperature, salinity and surface elevation. The water body is assumed to be 
hydrostatic and incompressible. The concept of eddy viscosity/diffusivity and Prandtl’s hypothesis, with the 
variable turbulence length scale, is used to define the turbulent stresses. At the free surface, all fluxes 
(momentum, heat, etc.) are prescribed. At the bottom and the land boundaries, the conditions of no diffusive 
fluxes of any property are used. The open lateral boundary conditions are modified radiation conditions. Sigma 
co-ordinates were used to reduce the difficulties in the numerical solution of problem for realistic bottom 
topography. To improve time characteristics of the submodel the barotropic and baroclinic modes split [4] was 
used in the code 

km 

Fig. l.Bathymetry of the Kara Sea “A” Abrosimov Fig.2. Scenario of “‘Cs release from the 
fjord, “S” Stepovogo fjord, “T” Tsivolki fjord. dump sites in the Novaya Zemlya fjords [2]. 
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Ice submodel. The submodel was developed to simulate a seasonal cycle of moving ice in the seas of 
temperate zone [5]. It is based on the dynamic-thermodynamic model of Hibler [6-71. The submodel describes 
I) the momentum balance that defines the ice drift induced by wind and currents; 2) the ice rheology, connecting 
stresses with deformations and strength; 3) the mass balance connecting ice thickness with its growth or loss due 
to freezing, melting and ice drift; and 4) the ice strength dependent on the size and thickness of floes. The ice 
thickness distribution is a two-level representation that considers the compactness and the mean ice thickness, 
averaged over an entire grid cell. 

Suspended sedimenf transport submodel. The suspended sediment transport is described by the advection- 
diffusion equation, taking into account the fall velocity of the sediment grains. The bottom boundary condition 
describing sediment resuspension or deposition depends on the ratio between equilibrium and actual near bottom 
suspended sediment concentrations. The van Rijn [S] approach is used to calculate equilibrium concentration. 
The thickness of upper (movable) layer of sediments is governed by the equation of the bottom deformation. 

Radionuclide transport submodel. The equations of radionuclide transport govern the radionuclide 
concentration in solute, in the suspended sediments and in the top layer of the bottom deposits [3]. The 
exchanges between these variables are described as adsorption-desorption and sedimentation-resuspension 
processes. Three - dimensional advection -diffusion equations are used to simulate the radionuclide transport in 
the water column and an ordinary differential equation is applied to simulate the concentration of a radionuclide 
averaged over the thickness of an upper, mobile layer of bottom deposits. The boundary condition at the water 
surface is no flux of dissolved and particulate radionuclides. At the bottom boundary the net flux is equal to the 
sum of fluxes of the particulate and dissolved radionuclides. 
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Model Geometry, Forcing and Release Scenario 

A schematic bottom topography of the Kara Sea and locations of the sites of the potential radionuclide 
sources in Novaya Zemlya are shown in Fig. 1. The area under consideration includes the Kara Sea and the 
eastern part of the Barents Sea. It is about 1240 km long and 1440 km wide. The model resolution was 
approximately 27 km in the along-basin direction, resulting in 46 grid points, and 27 km in the across-basin 
direction, providing 53 lateral points. The vertical direction was resolved by 15 levels with the logarithmic 
stretching of the upper layers. The monthly wind and air temperature fields from [9] were used as a forcing in 
the simulations. The river run-off of Ob and Yenisey was obtained from [lo]. At the open sea boundaries M2 
tide was prescribed. The boundary and initial values of the temperature and salinity fields were specified using 
the data [ 1 I]. The local scale modelling was performed by the THREETOX program, for dump sites in three 
fjords (Abrosimov, Stepovogo and Tsivolki). Two years of the radionuclide (13’Cs and 239Pu) dispersion were 
simulated for the potential releases. Information on the tjords has been obtained from the cruise reports [12]. 
The scenarios of the release of “‘Cs [2] are given in Fig. 2. Strong seasonal effects on the circulation in the 

4bo 660 10’00 liO0 
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km 

Fig.3.Simulated velocity at the surface (a) and bottom (b) of the Kara Sea averaged in August and September 
1131. 

298 

. . . . 1--- ..,. I.. 



fjords caused by summer run-off from a snow melting, and winter ice sheets, in addition to wind and 
semidiurnal tides were shown. The calculated flushing times ranged from 0.3 months (summer) to 3.4 months 
simulated for the potential releases. Information on the fjords has been obtained from the cruise reports [ 121. 
The scenarios of the release of “‘Cs [2] are given in Fig. 2. Strong seasonal effects on the circulation in the 
(winter) in the relatively small Stepovogo fjord, to 0.6 and 6.0 months for summer and winter, respectively, in 

the large Tsivolky fjord. Based on the THREETOX estimates of the flushing times, a simple box model for the 
fjords was developed to extrapolate the results of the 3-D simulation from a two years to the fifty years. The box 
model predicted that, after 50 years since the beginning of a release, the residual amount of the “‘Cs in the fjords 
is about 3 % from the total input and the average concentration of “‘Cs in the water of the fjords didn’t exceed 
80 Bq m’. 

Results 

The averaged over the August and September fields of the surface and bottom currents are given in Fig. 3. In 
August the Kara Sea is ice free (Fig.4). The influence of the river inflow on the circulation is clearly visible. 
The western and northern flows of the Ob and Enisey plume is transformed in the slope current that flows to 

a) 

b) 

Fig.QSimulated ice thickness distribution (m) for August and February (b) 

299 

--..- 



12 K-a 

6 

0 200 400 600 800 10 1200 

@I- 
1407 

km 

/ I i\ t 

2 

1.024 
0.512 
0.256 
0.128 
0.064 
0.032 
0.016 
0.008 
0.004 
0.002 
0.000 

600 

km 

Fig. 5. Simulated 13’Cs distribution (Bq m”) at the surface of the Kara Sea after (a) one year and (b) 8 year 
since the beginning of a release. 

the Severnaya Zemlya. Another current flows along the north coast of the Novaya Zemlya. It turns to north next 
to the Sevemaya Zemlya and merges with main flow from Yamal. The current pat&m in the south-west part of 
the Kara Sea is complicate. It consists system of weak gyres. The currents near the northern Novaya Zemlya 



coast are directed to the north-east whereas currents near the southern coast are directed to the Karskie Vorota 
strait. The residual tidal current is important in narrows (e.g. Karskie Vorota Strait and Ob and Enisey estuary 
mouths). The water exchange through the Karskie vorota is bi-directional. The strong bottom undercurrent exists 
along the slope Novaya and Severnaya Zemlya. The undercurrents are also visible along the south-east coast of 
the Novaya Zemlya. The calculations do not contradict as the general current pattern based on the historical data 
[lo] as the laboratory experiment [12]. At winter almost all area of the Kara Sea is covered by the ice sheet 
(Fig. 4). At winter the strong current flows from the Karskie Vorota and merges with the Ob-Enisey flow in the 
northern part of the sea. The current along the Novaya Zemlya coast flows to north. Other parts of the current 
system are qualitatively similar to the summer circulation. 

These peculiarities of the Kara Sea circulation strongly affected on the radionuclide transport. Weak and 
seasonally varied currents near Novaya Zemlya coast result in the long residence time for radionuclide dumped 
in the Novaya Zemlya fjords and the Novaya Zemlya Trough. In fig.5 the simulated 13’Cs distribution at the 
surface of the Kara Sea after one year and 8 year since the beginning of a release are given. The radionuclide 
flow is directed both the Barents Sea and the Arctic ocean. It should be noted here that the natural level of the 
Kara Sea water contamination is about 3 Bq m -3, while the simulated level of contamination due to the release 
of radionuclides from the dump sites is less than 0.2 Bq m -I. The simulated by THREETOX water fluxes and 
dispersion parameters were used after the integration to parameterise the water and radionuclide exchange in the 
long-term box model of the Kara Sea contamination [2]. 
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Abstract. We analyze analytically the problem of linear instability of 2D thermohaline 
baroclinic front taking into account vertical mass and momentum transfer caused by both 
double dieion and turbulent mixing Special at.tention is paid to a new type of baroclinic 
instability driven by coupled effect ol‘doubl~ dittfuion and baroclinicity. Being discovered 
by Kuzmina and Kodionov (1992) this instability in contrast to the McIntyre instability 
(1970) can exist with no limit on geostrophic Richardson number. A necessary condition 
for this new instability is nonzero Schmidt number, that is viscosity produced by double 
diffusion. We investigate the question of how the turbulence acts on this instability. 

Introduction 

It is known that m an ideal fluid the instability of a geostrophica.Ily balanced baroclinic 2D fi-ont with respect 
to a lateral intrusive-like motion cannot occur unless the geostrophic Richardson number is Ri<l [l]. The 
same criterion for inst.abiliv, Ri ‘: 1, is valid for the USC of ~ISCUUS fluid prol-idcd that PY -7 1, where Pr is the 
Prandtl number, i.e. the ratio of n~on~entun~ to mass transfer coefficients. However, if Pr f 1 the 
viscous/d.iEusive destabilization of the flow is possible [ 11, and the mstability criterion reduces to Ri < R&“, 
where Hi,’ = (1 + Pr12 I 4Pr. Since Ri,l 1 1 both for Pr < 1 and Pr > 1, the viscous/di&sive destabilization of 
geostrophic flow at 1 F Ri = Ri,w‘ 1~ rcfcned to as the McIntyre instability. 

Since the pioneering work by Stern [2] ? several models of double-diffusively driven interleaving have been 
developed for the purely thermohaline front of no baroclinicity, e.g[ 3-6 1. The first model treating the effects of 
baroclinicity and turbulent mixing on double-diffusive interleaving in the framework of a linear instability 
problem was suggested by Kuzmino and Rodionov [7] (hereafter referred to as KR92). The finther 
development oi’ the KR92 model leas been recently undertaken by May and Kefiey [8]. 

.lnalytical description and analysis 

In the wake of the KR92 model, let us consider the case of an infinitely wide, baroclinic, thermohaline frontal 
zo?e wi$ con&$ backgound gradients of temperature( z and T,>, salinity ( S, and SJ and density ( ix = - 

T, + S, and pz = - T, + S,> both in a cross frontal (X axis) and a vertical (z axis) direction. For the 
convenience ofnotation, under T, S and p we imply the product of the thermal expansion coefficient, a, by the 
temperature, the product of the salinity contraction coefficient, /3. by the salinity, and the ratio of density to 
reference density respectively. The 2 axis is directed upward. The x axis is directed across the front in such a 
manner that JL z 0 while TX and JX are allowed to be both positive and negative in sign. The background 
stratification is assumed to be hydrostatically stable (i.e., 6 I CC 0) and tivourable for salt fingering (0 *: ST C: a. 
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The base state is geostrophic, so 

where G is the +~component of background velocity, i is the pressure divided by the reference density, and g 
is the gravity acceleration. According to (1) and (2), the vertical shear, Gz, is related to the horizontal density 
gradient by the thermal wind relationship 

According to the KR!92 model, the linear&d governing equations for the two dimensional perturbations are 

;-jbs+Sckg+Prk’$, 

d2V 
$+fu+wi$=Sck- 

a22 
+Rk*g 7 

(3) 

(4) 

g+ 18~ + w& = k- d2S + k’ 3s 
&2 gp 

ap -p~x+w&=(l-n)k- a2s + k’ a2p 
&2 S’ 

(7) 

(8) 

where u, v, w, p, S, p are perturbations of velocity components, pressure, salinity and density, k is the apparent 
dithivity for salt due to salt tingering, k* is the apparent diEusivity for salt, heat, and mass due to the small 
scale turbulence, SC is the Scmidt number, n = a FT J j3Fs is the nondimensional flux ratio for salt fingering (n < 
1). Following [2], the momentum balance in the vertical direction is reduced to the hydrostatic relationship (5) 
implying that the slope of intrusions is small and intrusive motions are quasihorizontal. The first terms in the 
right side of (7) and (8) are the parameterization of salinity and mass fluxes owing to salt fingers suggested by 
Stern [2], while the second tems desaibe the action of small scale turbulence. Similarly, the terms in the right 
side of (3) and (4) describe the t?iction caused by salt tiering and wave/turbulence mixing. Following the 
KR92 model, the effect of baroclinicity is presented by the terms of w Gz in (4) and u in in (8). 

To perfbrm a linear instability analysis we have to seek harmonic solutions for the equations (3)-(8), namely 
. 

Y = Re(Y’ exp(ot + ilx + imz)) , (8’) 

where Y denotes any of variables to be found (u, v, w,p, S, or p), Y’ is the complex amplitude for Y, Re is the 
real part of { . ..). w is the growth rate (real or complex) and 1 and m are the real cross-front and vertical 
wavenmh respectively. 

The problem (l)-(8) is in the same way considered in the KW2 model except SC #PI-. 
When analy2ing the instability problem (l)-(8), for simplicity we will only consider a case of 
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SC = Pr. Substituting (8’) into (3)-(S) gives a system of linear. uniform, algebraic equations. Therefore, a 
solution of the form (8’) exists only if the determinant of this system vanishes. This yields the following 
equation for growth rate w : 

where C, , C, , Cz, C3 depend upon parameters of the model and wavenumbers. 
If C,, < 0, we are assured of at least one real root for which KI is greater than zero (e.g., [2] ), and a growing, 

non-oscillating intrusion exists. It is easy to obtain that 
CO/k2m4is 

(10) 

where 5 = k’ / k is the ratio of turbulent to salt fingering vertical difhrsivities, & =(I - n)/(R, - 1) is a 
nondimensional measure of contribution of the mean salinity gradient to the vertical density gradient scaled by 
the efficiency of density diffusion by salt tingem introduced by Tool and Georgi [4], and Rp ,the density ratio, 
is more than one when the stratification is favourable for salt fingers. The frontal zone is unstable if 

I 
~0. 

Introducing the following nondimensional variables and parameters 

where L and Hare typical horizontal and vertical scales of intrusion and rewrite (11) in a nondimensional form 

(11’) 

ys = - 3, I ,?, is the cross-front slope of isohalines, sign(ys %) =I, when the isopycnal and isohaline slopes 
have the same sign (i.e., in the temperature front [9] ) and sign(ys ?J= -I, when the isopycnal and isohaline 
slopes are of opposite sign (i.e. in the haline front). 

To start with, we will not consider the effect of wave/turbulent mixing. With < = 0, (11’) reduces to the simple 
form 

[%($l’ -$+(-g2 - sign(y,y,)xpi-“~5, < 0. 
L 

f ] (11”) 

The left side of (11”) consists of four terms. Two of them, the second and the fourth are allowed to be 
negative, so two types (mechanisms) of instability exist. The second term is responsible for thermohaline, 
double-diffusive instability which was discovered by Steno [2]. The fourth term is responsible for another type 
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ofinstability which can exist only in baroclinic fronts. The last type of instabihty has aheady been described by 
Kuzmina and Rodionov [7] and may be referred to as a form of baroclinic instability. However, in contrast to 
the classic +roclinic instability that works only ifRi < 1, and the McIntyre instability that cannot occur unless 1 
<Ri<Ri,, the double-diffusive destabilization of the baroclinic front can occur with no limitation on Ri ( if 
wave/turbulent mixing is absent ), as in accordance with (11”). The causes of this instability are the di@rence 
of px from zero, and viscosity owing to salt lingers. 

According to (1 l”), at x Ri - ’ 5 CC 1, x Ri - ‘.* >> 1, and x Ri - ’ ’ - 1, the instability is determined by 
thermohaline, baroclinic, and both effects or factors ( this terminology was accepted in KR92) respectively. 
Therefore. being first introduced in KK92, the x Ri - o.5 - criterion makes it possible to recognize which factor, 
thermohahne or baroclinic, dominates to generate double-diffusive interleaving in an oceanic front ( see also the 
discussion of the double-diffusive and baroclinic wedges of instability in [ 8 D. 

We will now assume that 5, the ratio of turbulent to double-diffusive salt diEusivities, decreases with the 
Richardson number, and following [7], take 

w 

where q 2 0 and A are constants. To understand the infl~nce of wave/turbulent mixing on double d.if%sive 
interleaving let us consider the case only if @I -’ 5 <z: 1, q <=z 1. 

In this limit, (11’) reduces to 

(13) 

The thst and second items in the left part of (13) describe the double-diffusive instability controlled by the 
thermohaline fhctor, they do not depend on Ri, and their sum is negative in the event of instability. The last item 
in the left side of (13) describes the effect of turbulent mixing, is positive and depends upon Ri. Therefore, 
owing to the effect of turbulent mixing, the maximum growth rate of double-diffusive intrusions controhed by 
the thermohaline factor is expected to decrease and even vanish on some occasions. 

Detailed analytical consideration of the instability problem (l)-(8) and new criteria for different types of 
instability may be found by the reader in [ lo]. 

Numerical examples 

To ilhrstrate the above theory we calculate numericahy the maximum growth rate of intrusions, o’,,, versus 
Ri for different sets of input parameters Pr, x, in A, (I. Following [7], we will use a parameter S = Ri - ’ 5 instead 
of Ri. Being proportional to the isopycnal slope y,,, this S is referred as the parameter of baroclinicity [ 111. 
Calculating S-dependencies of o’- has been done only for S 5 1 (or Ri 2 1) to avoid treating the case of the 
classical instability dominating at Ri < 1. The problem has too many nondimensional parameters and instability 
criteria, and we are not able to demonstrate ah the possibilities in the framework of a single paper. For this 
reason we restrict our consideration to the case ar = 0.5, x 2 1, Pr 2 1. 

Figure 1 is o’, versus S with the following input parameters: Pr = 1,x = 10, A = 0, c& = 0.5. The only 
difference in parameters is in the sign of isohaline and isopycnal slopes: sign(yPys) = 1 (the top curve) and 
sign(ypys) = -1 (the bottom curve). If isohahnes and isopycnals are of the same sign and the turbulence is 
dm-=d, a’, approaches some positive constant when S-0 (double-diffusive interleaving controlled by 
thermohahne factor) and is growing monotonically with S due to the barochnicity. If isohaline slope opposes 
isopycnaI slope, o’, approaches the same value at S-+0, decreases with S as long as it vanishes at $5 = 1, and 
than increases with S at XS > 1. 

Figure 2 shows the effect of turbulence on double-diffusive interleaving for q = I. In this case, owing to the 
effect of turbulent mixing, the maximum growth rate of double-diffusive interleaving controlled by the 
thermohaline tactor is expected to decrease and even vanish on some occasions. 
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Figure 1. Maximum growth rate, a’,,,,,=, versus S = Ri _ ’ ’ atPr=l,~=lO,A=0,~=0.5,andsign(y,y,)=l 
(top curve) and signCr,rs) = -1 lbottom curve). 
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Figure 2. The same as in Figure 1 but for the following input parameterx q= 1, x = 10, E, = 0.5, sign(y,r,) = 1 
(all the curves), and Pr = 1, A = 1 (bold solid), Pr = 1, A = 0.1 (solid), Pr = 2, A = 1 {dashed). 
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Conclusions 

In this paper, we have examined the effects of double difhlsion and turbulent mixing on interleaving in 
baroclinic oceanic fronts in the tiework of linear instability approach. An important result of this study is the 
conclusion that the viscous/diffusive destabihzation of geostrophic flow is possible at any (large) value of Ri 
provided that the momentum/mass transfer is governed by double dit%rsion. This differs essentially from the 
case of non-double-diffusive interleaving in the baroclinic front which cannot occur unless Ri c: (l+pV) ’ /4 Pr. 
(i.e., the McIntyre instability). 

The situation is complicated largely if one takes into account turbulent mixing. In general, turbulent mixing 
works to suppress the double diffusive interleaving, whether it be controlled by the thermohaline or baroclinic 
factors. However the abrupt decrease of a maximum growth rate is more likely if Xpi -” ’ < 1 (double-diffusive 
interleaving controlled by the thermohaline factor). 
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Abstract. A mathematical model of density flow down a sloping floor which 
takes into account the entrainment of ambient fluid into a thin turbulent layer 
of the heavier fluid is developed. The structure of steady flows and travelling 
waves is investigated. It is shown that in a steady flow the entrainment rate 
may be found in the frame of the model as a function of the angle of inclination 
only. The travelling wave and the steady flow may be matched and it gives 
the simple solution which describes the nonstationary evolution of the head of 
a gravity current. 

Introduction 

Gravity or density currents are types of stratified flows, which have a very complicated 
structure. They are usually realized as either top or bottom currents, and entrainment 
and mixing processes play an important role in the dynamics of the flows. 

At the front of a gravity current a specific “head’‘-structure with a zone of breaking 
waves and intense mixing behind it is formed. The behavior of the head is different for 
horizontal and sloping bottoms. In a gravity current flowing horizontally the structure of 
the head is quasi-stationary, but in a current down an incline the head is linearly growing 
in size with the distance from a source of constant intensity. 

The structure of the head of a gravity current flowing along of horizontal surface 
have been investigated in [l - 21. The mathematical model of gravity flow in a horizontal 
channel of finite depth have been developed in [3]. It is based on the two-layer flow model 
taking into account mixing and short wave generation at the interface. An intermediate 
layer where mixing between homogeneous layers occurs is taken in the model as the third 
one. The conservation law of the total energy of the flow is added to the system to find 
the entrainment rate into the intermediate layer together with other unknown variables. 
This makes it possible to describe a fine structure of the head and, in particular, to 
explain the strong dependence of a gravity flow on the total depth of a channel. 

The aim of this paper is to derive the simplest mathematical model of gravity current 
down an incline, which can be used for simulation of entrainment processes in unsteady 
flows. 
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The density flows on an incline have been studied experimentally in [4 ~ 71. It was 
shown that a gravity current consists of a jet-like flow region where the density of the 
jet decreases rapidly due to the entrainment of the ambient fluid and the boundary layer 
of almost unmixed dense fluid (Fig. 1). The interaction between the layers have been 
investigated in [6]. The steady density currents have been studied in [4] and the structure 
of the head has been investigated in [5]. 

Figure 1: Sketch of the density flow on an incline 

A distinguishing feature of the mathematical model of density current given below 
is the possibility to derive the entrainment rate into turbulent jet from the model itself 
instead of using an empirical function as suggested in previous investigations. In the study 
we consider only two-dimensional flows. The effect of the earth’s rotation is neglected. 

Governing equations 
In Boussinesq approximation the evolution of the thin turbulent layer of mixible fluid 

flowing down an incline in the ambient lighter fluid may be described by the system [3, 
81: 

(b)t + (brll.‘)z = 0 

(qv)t + (qv2 + +))z = abrl 

(q(v2 + q2 + bq))t + (qv(v2 + q”) + 2b724z = 2abrp - pq3 
(1) 

59 + (v)z = aq. 

Here h is the layer depth, v is the mean velocity, q is the mean-square velocity, p, p. 
are the densities in a turbulent layer and an ambient fluid, g is the gravity acceleration, 
b = (P - Po)9lPo is the buoyancy of the turbulent layer, cy = tgy, y is the angle of 
bottom inclination. 

The system (1) is a version of the shallow water equations taking into account the 
entrainment from the ambient fluid. It consists of the mass, momentum and energy 
conservation laws. The energy equation is necessary to find the entrainment rate of the 
ambient fluid into the turbulent layer. The empirical coefficient (7 = 0.15 is responsible 
for scaling horizontal and vertical motions and may be eliminated from the system by 
replacing independent variables. Therefore, there is only one empirical coefficient 6 = 

Pb in the model, which presents the rate of dissipation of turbulent energy in the 
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layer. Note that the shallow water approximation is reasonable for moderate angles of 
inclination. 

Boundary layer 
Experiments [4, 6, 71 h s ow that near the bottom there is a boundary layer characterized 

by the mean velocity Ub, the depth hb and the density pl. The entrainment from the 
boundary layer into the turbulent layer is neglible as compared with the entrainment 
from the ambient fluid. For the sake of simplicity, let pi z const (pi > p) and there 
be no interaction between the layers. In this case, the Reynolds stress vanishes at the 
interface and the equations of motion for the turbulent and boundary layers are splitted. 
In (1) there is no bottom friction terms, but the bottom friction governs the flow in the 
bottom layer, i.e. the flow is steady and gravity and friction forces are in equilibrium: 

cvblhb = c&f. (2) 

Here bl = (pr - Po)g/Po is the buoyancy of the unmixed dense fluid, cb is the friction 
coefficient (Cb = con&). The normal depth hb and the velocity Ub may be found from 
(2), if the buoyancy fl ux in the boundary layer & = bl . hb . Ub is given. Although the 
boundary layer doesn’t influence the motion of the turbulent layer, it is the source of 
mass input into the head of a gravity flow in the nonstationary problem. 

Self-similar solutions 
For the solutions of the form 

‘u = v(t), m = 4 = m(t), q = q(E), rl = x,%-L E = x/t. 

Eqs. (1) transform into the system of ordinary differential equations 

(3) 

[(v - r$f’ + &w’ = fTq - xv, 

(w-[)m’+mv’=O, 

( [(v - [)(Xv)’ + XVV + $(mx)q = am - xv2 - fxm, 
(4) 

E(w - [)q’ = %(?I” - m - (1 + S)q2), 

It is shown in [4, 57 that (3) d escribes a gravity flow down an incline generated by 
the dense fluid source of constant intensity which starts at the origin of the coordinate 
system at t = 0. Eqs. (4) are rather complicated, but we consider a class of solutions 
having a very simple structure to construct the nonstationary flow configuration. 

Steady flow 
Consider a steady flow. The flow with v = v,, m = m,, q = qs, X = X0 is the solution 

of (1) when the following relations are fulfilled: 

xovs = aqs ) 

x0 (v: + ;m,) = am, ) (5) 

v,2 - m, - (1 + S)q,2 = 0. 

The flow constants v,, m,, qs, X0 may be found from (5), if the buoyancy flux A, is 
given, i.e. 

m,v, = A,. (6) 
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In dimensionless variables vo = vs/Aki3, m. = ms/Af/“, q. = qs/Aj/3 we can reduce 
(5), (6) to the equation 

2cUv3/2 
0 = 

CY (7) 
For every cr/a > 0 there is a unique solution of (7) (~0 > l), corresponding to the 

case of supercritical flow (v,2 > m,). From (4), (5) the flow parameters X0, mo, qo may 
be derived as functions of the variable vg and, as consequence, as functions of the angle 
of inclination ‘p. Notice that for steady flows the entrainment rate 

1 drp 
E=---=X0 

may be found by the model itself, without invoking any empirical functions. The depen- 
dence E on 9 for 6 = 0,2,4 is shown in Fig. 2 (solid lines) together with experimental 
data from [4], Fig. 8. 

0.15 
t 

0 loo 2o” 30” 40” 50” cp 

Figure 2: Entrainment as a function of slope: the mathematical model (1) with 6 = 0,2,4 (solid curves)) 
data from [4], Fig. 8 (dots). 

Travelling waves 
The motion of the head of a density current has been investigated in [5]. It has been 

shown experimentally that nonstationary problem may be described by self-similar flows 
of the type (3). Th erefore, Eqs. (4) may be used for simulation of a density flow evolution 
for large time. 

Consider a special class of solutions of (4), and, consequently, of (1). Let a solution 
of (1) depend on the variable < = 2 - Dt in the following way: v z uJ, m s rnf, q z 
Qf, rj = X,(Di - cc), x1 > 0 . Here D > 0 is the travelling wave velocity. In this case 
(1) reduces to the relations 

X1 ((I) - vf)vj - $rn,) = amf, 

XI ((D - vj)($ + q; + mf) + v/m,) = 2amfvuf - 0Sqy. 
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Now we can construct a solution of nonstationary problem by matching a steady flow 
with a travelling wave through a contact discontinuity. Let OEB in Fig. 1 be the region 
of steady flow, ABC be the region of travelling wave, AB be the contact discontinuity. 
The relations at AB may be derived from conservation laws (1): 

Here q- = Xov,t and qf = Xr(D - uJ)t are depthes at the left and at the right of the 
discontinuity AB. 

For given buoyancy flux A, all parameters of the steady flow are known. Therefore, 
we can obtain flow parameters D, vJ, rnf, qf from (8), (9). we look for a flow with 
D > uf, wherein the head ABC grows linearly in size with time, as this has been shown 
in [5]. Eqs. (8), (9) may be reduced to one equation 

s; + 

x 0w-k 
=v 

2 

aqJ 
s’ (10) 

Note that qf = qs is the solution of (lo), but it corresponds to the case D = 0, X1 = 
--X0 < 0, so it describes the steady flow (5). Th e only admissible solution (qJ > 0) may 
be found from (10) in the following way: 

qJ = d( 1 + SJ2qs2 + 4( 1 + Wb - (1 + J)qs 

2(1 + 6) 

The solution (11) satisfies the condition D > v, for Xr > 0, i.e. 

(11) 

cqJvf > cY?nJ. 

The dimensionless variables ml = mj/Az/3, q1 = qf/Aij3, v1 = vJ/Af’” and X1 may 
be found by (8), (9), (11) as functions of the angle 9. Therefore, for given buoyancy flux 
AS we may find all flow parameters of the nonstationary problem, but the solution for 
the head ABC is meaningful only when there exists a mass input source at the “nose” of 
the head . 

Remember now that in the boundary layer we have the steady flow with the density 
pl, the buoyancy flux A6 and the velocity Ub. If Ub > D and there is no interaction 
between layers, from the continuity equation we have 

blhb(ub - D) = (D - vJ)mJ. (12) 

From (12) we can derive the buoyancy flux Ab in the boundary layer as a function 
of the buoyancy flux A,. Therefore, for given total intensity of the source 

A = A, + Ab 

we can find from (12) the buoyancy fluxes A, and Ab, and then all flow parameters in 
the turbulent layer and the boundary layer. 
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Conclusions 
The mathematical model (1) is shown to be appropriate for entrainment simulating in 

density flows down an incline. For steady flows it gives the entrainment rate of ambient 
fluid into turbulent layer as a function of the angle of inclination. For description of 
nonstationary head evolution the simple solution of (1) which consists of a steady flow 
and a travelling wave is constructed. Mass and momentum transfer between layers is 
not taken into account in (l), nevertheless, the model gives the limiting values of flow 
parameters in the nonstationary problem, which may be used in more complicated models. 

The work was supported in part by the Russian Foundation of Basic Research under 
grant No. 98-01-00750 and by Russian Academy of Sciences, Siberian Division under 
grant No. 43. 
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Abstract. Successive measurements of temperature, conductivity and small-scale shear profiles at the Black Sea 
shelf revealed the existence of several microstructure patches (layers). The layers evolve in time, and some of 
them appear to be energized by the local shear associated with a low-saline intrusion in the measurement area. 
The measurements were used to calculate the turbulent kinetic energy dissipation rate, buoyancy diffusivity, 
activity parameter, mixing efficiency and buoyancy and mixing Reynolds numbers. Some findings of the field 
data analysis were compared with available laboratory data on stratified turbulent patches. 

1. Introduction 

The aim of this paper is to present certain observations made in the shallow shelf waters of Black Sea that 
appear to be useful in the studies of stratified turbulence. During the observations, several layers rich in 
microstructure exhibited interesting evolutionary patterns. The observational region was essentially free of tidal 
forcing and strongly-sheared currents, and hence it is anticipated that turbulent layers observed may have some 
resemblance to laboratory experiments that have been carried out under idealized conditions (with only a few 
energy input mechanisms), thus making comparisons between laboratory and field data feasible. In addition, the 
measurements could be compared with available theoretical predictions or used to test underlying assumptions 
of various theories. 

2. Data 

The measurements were carried out as a part of a special microstructure field experiment [ 1] on October 11, 
1989, from an anchored ship, so that the problems associated with ship drift could be minimized. The distance 
from the shore line to the measurement location was about 3 miles and the corresponding water depth was z = 25 
m. A free fall “BAKLAN” profiler [2] was used to measure the vertical profiles of temperature, conductivity, 
and small-scale shear from the sea surface down to the bottom. Technical characteristics of the “BAKLAN” 
sensors and details of data processing are given in [2]. 

A series of twelve consecutive casts was implemented from 17:26 until 17:5 1 (local time). The cycle time 
was 2 minutes. Meteorological conditions during the observational period and the background hydrology on the 
shallow part of the Black Sea shelf off the Bulgarian port of Vama are given in [3]. 

Density stratification at the site of measurements showed well-mixed upper and near-bottom boundary 
layers, each is about 5 m in thickness; a daytime pycnocline (4 < z < 7 m) and a sharp narrow thermocline, 
which was found in the depth range of 18-20 m. A weakly stratified layer with low turbulence (15 < z < 18 m) 
and a layer with substantial patchiness of microstructure activity (7 < z < 1.5 m) were identified between the 
upper and lower pycnoclines. The present study will be focused only on the last region where the buoyancy 
frequency varied from 0.04 to 0.016 s-’ and the mean shear was much less than those in surface and bottom 
boundary layers [3]. To analyze microstructure activity in different patches, we calculated the kinetic energy 

dissipation rate E(Z) = 7.5 v(du’/dz)2, the buoyancy diffusivity K ,” = 0.2~ / N’ , and the activity parameter [4] 
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A, = (E / 13Dc0N~)“* based on the conductivity Cox number Co = (VC’)~/(V~)* ; v is the molecular 

viscosity, D is the molecular diffusivity of the scalar. All variables were averaged over AZ = 0.2 m. 

3. General Characteristics of Microstructure Patches 

Several types of microstructure patches in the pycnocline were distinguished in the depth range 7 < z < 15 m. 
These were: quasi homogeneous patch (QHP) -- region with NZ < 10v4 s-*; active turbulent patch (ATP) - 
region with E / vN2 > 25 , active patch (AP) - region with E > 1.25~ 10m9 W/kg; stratified dissipative patch (SDP) 
- region with E> 10e9 W/kg but N2 > lOA s2; microstructure displacement patch (MDP) - regions with the r.m.s 
Thorpe scale LT~ > 0. The boundaries of these patches, identified by careful inspection of individual profiles 
showed very little overlap between these different types of patches, with the exception that the boundaries of 
ATP approximately encompass both QHP and AP. 

The presence of three-dimensional turbulent motions in a non-sheared stratified layer can be identified by 
using the parameter G = E / VN * . When G is greater than some critical value, G, , the three-dimensional 

turbulent motions are expected. Various laboratory experiments show marked variability, 10 < G, <: 33, and 
the commonly used value is G,, = 25 [4]. 

3.1. Quasi-homogeneous patch. QHP was observed between 8.2 and 10.1 m (Fig. l), with a mean thickness of 
h eHp J 0.85 m. During the fast ten minutes of observations, h, continuously decreased from 0.95 to 0.58 m 

and a best fit lines indicates that this decrease can be expressed as h, = 1.06 x e-0.06N0d’ , where No = 0.016 s“ 

is the background buoyancy frequency of QHP, dt is the time elapsed from 17:27, at which time the patch is 
assumed to have been generated (see corresponding discussion below). Five minutes later, however, the 
thickness of QHP rapidly increased to a maximum of h,, = 1.6 m, and then reduced by a factor of two during 
the next two minutes. The rapid increase of the thickness can be attributed to several reasons: 
(a) A quasi-homogeneous turbulent patch generated elsewhere may have advected to the measurement location 
while a part of the patch was still active (note that the upper part of QHP has a local increase of A, ). 
(b) The edge of QHP, i.e., the interface ‘between the QHP and the adjoining stratified region, may have 
become locally unstable and broken down into a secondary patch, thus increasing the vertical size of QHP at the 
measurement location. The local increase of A, at the upper edge of QHP, together with the appearance of 
Thorpe displacements in this area and increases in E and G support this notion. Laboratory experiments of [5] 
provide clear evidence for the possibility of such sporadic local instabilities at the edges of turbulent patches (see 
Fig. 6 in [S]). The observations collectively show that the turbulence in QHP has been mostly affected by the 
buoyancy forces, albeit the patch is a quasi-homogeneous relatively ambient stratification. This situation has 
similarities to certain laboratory experiments dealing with continuously agitated or decaying isolated turbulent 
regions in stratified fluids [5]. 

I _.-.. 

Fig. 1. A contour plot of the mixedness parameter M in the QHP (a). This shows that only the narrow core of the patch was 
well-mixed. High values of m, which were observed in the second and third profilescoincide with the highest estimates of 
the mean diffusivity K, at the right panel. The solid line is the exponential approximation (1). The error bars show 90% 
bootstrap confident intervals of the mean for each cast. Time elapses from right to left. 
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The mixed nature of a stratified patch can be parameterized using the mixedness parameter defined in [5] as 

m=l-(N2/N$ where No is a background buoyancy frequency. Fig. I(a) shows the variation of m in QHP. 

Note that at least a narrow region at the center of the patch is well-mixed, except at around 17:32. The latter 
anomaly suggests that our measurements may have been carried out close to an irregular lateral boundary of the 
patch, so that the fourth cast has probably been obtained out of the patch, in a more stratified region. The patch 
was almost completely mixed (m > 0.9) at 17:28 and 17:30, while at 17:26 the mixedness was lower (m = 0.4 - 
0.8). Based on these observations, it is reasonable to conjecture that there has been turbulent energy generation 
within the quasi-homogeneous patch just before the cast at 17:28. The time variation of the mass diffusivity 
K, shown in Fig. l(b) supports this assumption. A maximum value of K, was observed during the time 
period of 17:28 to 17:30. Two minutes before and after, values of K, were about 5 - 7 times lower. 

The activity parameter A, also significantly rose during this time, further corroborating the notion of a rapid, 
turbulence-generating event at to = 17:27. The evolution of turbulence following this event can be described by 
using the time elapsed after the onset of the event, by assigning 17:27 as t = to. If so, we can present the 
variations of the buoyancy diffusivity in the patch as a function of non-dimensional time N,(t-to), where N, = 
0.016 s-’ is a background buoyancy frequency. Fig. l(b) exhibits an evident decay of K, with time. This trend 
was approximated by an exponential function 

K, = K,; x e-““N”(r-r,) , 
(1) 

where Ki = 5 x 10e5 m2/s is the diffusivity at the onset of turbulent mixing in the patch. The result of the least- 
squared fit of (1) is shown in Fig. l(b) by a straight line. Despite two samples in Fig. l(b) considerably depart 
from (I), an exponential decay of the buoyancy diffusivity in QHP seems to be proven. 

3.2. Strongly-stratified patches. It is expected that SDP and MDP may have similarities as both these patches 
were produced in a background of strong ambient stratification, perhaps by the same generation process. Note, 
that the difference between SDP and MDP is mainly relates to our definition of the primary variable to bound a 
microstructure or turbulent patch (enhanced turbulent dissipation for SDP versus the vertical microstructure 
displacements for MDP). Time variability of the vertically averaged (over the whole patch thickness) mixedness 
parameter <rn> in SDP and MDP is similar indeed. During this initial period (17:26 - 17:39), the rate of 
turbulent dissipation ,$z, t) and the buoyancy frequency N(z, t) gradually decreased with time, enhancing 
<m,yDp> from 0.6 to 0.84. At 17:39, the SDP began to sink across the isopycnal surfaces, leading to a sharp 
reduction of <rnSDp> to 0.4 at the end of the observations. MDP was even less mixed than SDP, the highest 
<rnMDp> = 0.64, the lowest was 0.12, but the mixedness parameter in MDP lowered in time more gradually 
compared to those in SDP. Strong ambient stratification may have quickly suppressed mixing in both patches. 
Some active turbulence (Reb > 1, which is equivalent to G > 25) survived only in the narrow core of MDP. 
Based on the parameter G, SDP is completely non-turbulent region at the time of observation (G < 15 always). 
It might be transformed from active to a fossil state or represents a region of random dissipating small-scale 
internal waves. As such, no new overturning or strong mixing activity is expected in SDP. Relatively high 
dissipation in SDP appears to simply reflect that random internal wave activity is pronounced and small-scale 
internal waves are dissipating energy to heat. In this case, weakly-turbulent small-scale velocity fluctuations 
might be highly anisotropic and did not produce vertical mixing. 

3.3. Patch generation. It is of interest that the enhancement of E was found above and below QHP, but not 
inside the patch. The upper layer of high-&, the active patch, was relatively thin but energetically active. The 
mean thickness of AP was equal to 0.67 m, with a standard deviation of 0.18 m, whereas the thickness of the 
lower layer, SDP, was twice as much, <h,yDp> = 1.68 m with r.m.s. of 0.3 m. Insights into the genesis of AP 
and SDP can be obtained by scrutinizing the salinity section of the area under investigation, shown in Fig. 2. A 
local salinity minimum in the depth range 8 < z < 10 m likely identifies a low-saline intrusion with possible local 
shears at its upper and lower boundaries, which cause enhance the kinetic energy dissipation rate. The fact that 
the lower boundary of the intrusion coincides with SDP and the upper boundary is in the proximity of AP 
suggest that indeed this scenario is plausible. A local minimum of E is seen in the central part of the inversion 
between 8.6 m and 9.4 m. At the same time, the density profile shows the almost homogeneous, well-mixed 
layer at the depths of the salinity inversion. Inspection of Fig. 2 indicates that the fluid in the intrusion was 
stably stratified with respect to temperature and unstably stratified with respect to salinity, thus raising the 
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possibility of salt-finger convection. Double-diffusive processes are usually characterized by the density ratio 
R, = aAT/pds, where a and /3 are the thermal expansion and salinity contraction coefficients, respectively, and 
AT and AS are the temperature and salinity differences across the layer. Salt-finger mixing occurs if R, < 1.6. 
Calculation of AT = 0.041 C and AS = 0.009 psu between 8.4 and 9.2 m, leads to R, = 1.2 for cu’p = 0.23, 
indicating the possibility of salt-fmger convection. This produces effective mixing of intrusion waters, which 
may account for the weakly stratified core of the intrusion. Owing to the low shear in that region, the turbulent 
kinetic energy production and dissipation rates, however, are expected to be small in the core. 

-0 4. Patch Energetics 
12.05 12.10 12.1s 12.20 12.2: 

I .5 4.1. Activity parameter. If turbulence exists (i.e., 

8.0 E/vN' >25), then A, >l implies active 

8.5 turbulence, and A, <l implies active-fossil 

9.0 turbulence. On the other hand, E / 25vN’ < 1 implies 

; 9.5 that the turbulence is in a full fossil state. The 

10.0 
parameter E / 2.5 vN2 can be called the buoyancy 
Reynolds number, Rb, albeit several physical 

I 0.5 meanings can be given to it. Although the numerical 
11 .o constants appearing in these identities are 
1 1 .5 controversial and have not been rigorously 

-0.02 0.00 0.02 0.04 0.06 0.08 established, we will use them as “canonical” values 
dS/dz (psu/m) for comparison purposes. For an impulsive-generated 

, -7r-p, turbulent patch, initially A, > 1 The locus described 
-9.5 -9 .o -8.5 -8.0 -7.5 

log E w w 
by activity parameter in the A, - R, plane for 

’ - / 1 stratified decaying turbulence was derived by Gibson 
15.6 15.7 15.8 15.9 16.0 16.1 16.2 16.Z [4] by assuming that E decays monotonically from the 

T PC ) “dissipation at the onset of fossilization” +, viz., 
Fig. 2. The profiles of the logarithm of the kinetic energy A, = cA R;‘, (2) 
dissipation rate (bars), temperature (line with crosses) specific 
potential density crO and salinity gradient (line with circles) 

where cA is a constant. It should be borne in mind 

for the third cast, 17:30. that (2) have been derived for a patch that falls into 
the framework of fossil turbulence theory, and may 

not be applicable to sustained turbulent patches. 
As the activity parameter A, can be used to describe the hydrodynamic state of turbulence in a stratified 

non-sheared patch, we plotted A, data on a A, - R, plane, which is called a hydrodynamics phase diagram. 
Such a diagram is shown in Fig. 3 and the following can be identified: 
(i) 3-D turbulence unaffected by buoyancy and viscosity at scales of the order of maximum Thorpe 

displacements , A, > 1, R, > 1 (active turbulence). 
(ii) Large-scale turbulent fluctuations (larger than L,, ) affected by buoyancy but the smaller scales are actively 

overturning A, < 1, R, > 1 (active-fossil turbulence). 

(iii) All scales of the motion field are affected by the stratification and viscosity A, < 1, R, < 1 (fossil 
turbulence). 

Most of the data taken lie in the range log(AG) < 0, indicating at first glance fossil or active-fossil turbulence. 
There is a cloud of samples in the quadrant 0 > fog(Rb) > - 2 and 0 > log(AC) > - 2. The line 1 shown 
corresponds to (2) with cA z 1, introduced by Gibson [4] to describe the locus of A, (Rh) , when the patch 

decays from an active to a fossil state. This derivation assumes that E decreases monotonically and Ed, based on 
the microstructure overturn scale, E, - L$,N3 or the Cox number, E, = 13DCoN2, is a constant. These 

assumptions imply a constant scalar eddy diffusivity of K,, =R,v, where R,rKI, /v=25/13cj is the 

mixing Reynolds number. If cA = 1, then R, = 2 and K, = 2v. Note that only the data from SDP lie 
surrounding the line 1,. Almost all other data are overpredicted by (2), indicating that the decaying patches may 
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not follow the proposed relationship between R, and A, . Inspection of Fig. 3 also shows that the active quasi- 
homogeneous regions tend to follow a decay curve with a smaller c,~ . For QHP, AP and for the central part of 

MDP the dependence A, ( Rb) can be represented by line 2, having cA = 0.3 . This indicate that AP and the active 
turbulent segments Corn QHP and MDP are stamped by the mixing Reynolds numbers approximately equal to 20, 
which is ten times higher than for SDP. 

2, 

.2 I,, 
I 
I, I 

.2 .l 1 2 

Fig. 3. Hydrodynamic phase diagram for different patches. 
Line 1 shows (2) for CA = 1, line 2 - CA = 0.3. 

At this juncture, it should be noted that the 
disagreement between (2) and the present data may 
well be due to the absence of conditions necessary 
to satisfy the underlying assumptions for (2). The 
presence of even small shear in the regions under 
consideration makes the assumption of monotonic 
decay of E and instantaneous generation of a 
turbulent patch specified by .zo invalid. Further, the 
patches do not grow instantly and hence some of the 
observations might have been taken during the 
growth phase of the patches; if E < go for the growth 
phase, then A, < 1 although the patches are not in a 
decaying state. 

4.2. Mixing efficiency. Mixing efficiency y is related to the activity parameter (2) as y = 1 / 13Ak . It is 
another commonly used measure defming the ratio of buoyancy flux to the kinetic energy dissipation during a 
mixing event. It shows the capability increasing the potential energy of a stratified layer at the expense of 
kinetic energy owing to vertical mixing. Thus, it can be used to distinguish the phases of mixing inside a patch 
and characterize the evolution of mixing state for a whole patch.. 

The wide variability of individual y samples in the patches under consideration, which spans one and a half 
decades of magnitude, suggests an analysis of the probability distribution functions to describe the stages of 
mixing within the different patches. The histograms Ay) and the cumulative functions F(y) in Fig. 4 show a 
substantial differences in the distribution of mixing efficiency for weakly (AP and QHP) and strongly (SDP and 
MDP) stratified patches. Note that, for AP and QHP, the discrepancy between respective distributions of ywere 
statistically insignificant. Thus we show united functionsfly) and F(y) for these two patches calculated using 32 
AP samples and 47 QHP samples (Fig. 4a). It means, we examine ATP, where G = E / vN2 > 15 , which 
entirely incorporates AP and QHP. The y-distributions for SDP and MDP contain 98 and 68 samples 
respectively. The histograms were obtained using non-equal bins (d y = 1, if 0 < y < 10; d y = 5, if 10 < y < 20; 
Ay= 10, if 0 y> 20). Moreover, the detailed distributions of ywithin the bin 0 < y< 1 are shown by dark narrow 
bars in all three panels (Ay= 0.2 at this case) to highlight the low yrelated to the turbulent mixing. 

0 2 4 6 0 10 20 30 40 0 IO 20 30 40 50 60 
Y Y Y 

Fig. 4. Histogramsfly) and distribution functions F(y) of the mixing efficiency yin ATP (a), SDP (b) and MDP (c), 



As noted, turbulent mixing in highly stratified layers was low, in spite of relatively high values of the 
dissipation rate E. The probability plots for these patches exhibit long tails of the pdfs’ with approximately equal 
probabilities at the high y (particularly for y> 10). The observations can be attributed to the existence of two 
different mixing regimes in highly-stratified patches. In SDP, for example, about 40% of all y samples 
corresponding to the initial period of our measurements gave <p = 2.5. The samples taken after 17:35 showed 
very low turbulence activity in SDP and extremely high values of <p = 9.3. 

It can be seen that more than 30 % of all ysamples from ATP did not exceed 0.2, which is the typical value 
used for calculation the buoyancy diffusivity K, . The lowest y were confined to the central part of the patches, 
indicating high turbulence activity in these regions. As mentioned above, the mixedness parameter m was also 
relatively high in the same regions of AP and QHP. For ATP, the median of the distribution, md( y), was close to 
0.4. The total percentage of y< 1 in ATP was over 65% compared to F,,,(y < 1) = 34% and F,,,(y < 1) = 

21%. The SDP and MDP were so weakly mixed that less than 4% of y samples were smaller than 0.2 in the first 
case and 6% in the second. The modes of distributions in stratified patches are shifted from the smallest y 
(which is the feature for ATP) toward y = 1. Lacking of a well-grounded theoretical model of probability 
distribution for the mixing efficiency, a bootstrap method was used to calculate means of y and their 90% 
confidence limits. The data were resampled 1000 times for each particular patch. This gave the following 
bootstrap estimates of the mean: AP: 0.6 <r,, = 0.8 < 1.0, QHP: 0.8 < reHP = 1.2 < 1.6, SDP: 

4.5 -CT,, = 6.3 < 8.5 , MIX 11.1 <r,,, = 14.3 < 17.8. 

5. Summary 

Microstructure patches of l-3 meters in thickness occupied the central part of the water column at .the 
shallow, 25 meters depth, shelf of the Black Sea. It was shown that these patches could have been generated by 
the local,shear at the edges of low saline intrusions. This shear can be caused by small-scale internal waves, and 
this notion agrees well with the laboratory findings reported in [5]. At the time of generation, the typical 
turbulent buoyancy diffusivity K,v was about 5 x lo-’ m2/s. Variations of the ambient buoyancy frequency No 
influenced the evolution of turbulence inside the patches. The characteristic time scale for the exponential decay 
of K, in a quasi-homogeneous patch was close to 1 / lON, Mixing activity A, in the decaying patches may 
follow the Gibson’s law (2) but with a lower c, , which is correspondent to the mixing Reynolds number of 

&n z 20. Mixing efficiency ywas less than 1 only in so-called active patches corresponding to the initial stage 
of turbulence evolution. 
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Abstract 

A brief summary is presented of what has been learnt about the greater Agulhas Current system and its 
dynamics during the last ten years or so. In conclusion I attempt to identify the key scientific problems 

that currently present themselves and that need to be addressed if we want to progress in our 
understanding of the way in which this unusual system works. 

Introduction 

During the past decade there has been remarkable international interest in the greater Agulhas Current 
system. The reasons for this intense interest are probably threefold. First, this was arguably the least 
studied western boundary current in the 1980s. Second, the horizontal thermal gradients as well as the 
sea height anomalies are so extreme in this system that it lends itself particularly well to investigations 
by thermal infrared and by altimetric observations, thus making it an attractive region for specialists 
using these observational techniques. Thirdly, it has become apparent that the Agulhas Current may be 
a key element in the global thermohaline circulation, thus lending additional importance to a better 
understanding of the dynamics of this current. This international, as well as local, interest has lead to a 
period of concentrated research effort on the greater Agulhas Current system from which has come 
remarkable increases in our knowledge and understanding of the system. It has also lead to the 
identification of a substantial number of new questions on the workings of the system that now need to 
be addressed. 

The greater Agulhas system 

The greater Agulhas system may be considered to consist, first, of an inflow to the Agulhas Current 
proper from the north and from the east; then the Agulhas Current itself, extending to its south-western 
termination in the South-east Atlantic Ocean; the return flow eastwards and, last, a recirculation in the 
South-west Indian Ocean by which the cycle is completed. An additional, and very important, 
component of the system consists of a uni-directional leakage from the Agulhas termination into the 
South Atlantic. The system is shown diagramatically in figure 1. On a global scale the mesoscale 
turbulence in this system is intense [e.g. 21. This is the result of the creation of a range of vortices and 
of extensive frontal meandering in the various components of the system. The first of these 
components is the inflow. 

The dominant inflow to the Agulhas Current is from recirculation in a wind-driven subtropical gyre 
that is largely restricted to the western part of the South Indian Ocean [3]. Inflow is therefore mostly 
from the regions south and east of Madagascar (viz. figure I), the latter not necessarily by way of the 
East Madagascar Current [4]. The contribution through the Mozambique Current is small. Both these 
tributaries seem to be highly turbulent [e.g. 51 exhibiting high mesoscale variability. The fully 
constituted Agulhas Current at about 32” S extends to a depth of at least 2 000 m [6] and has a volume 
flux of 6.5 x IO” m3s-’ to a depth of I 000 m, making it the largest western boundary current in the 
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Figure 1. Elements of the circulation in the greater Agulhas Current system, including A a 
recently shed Agulhas ring, Bs Agulhas rings moving off into the South Atlantic, C a Natal 
Pulse, D an upstream retroflection and E a normal retroflection. Open arrows show the 
general motion of the subtropical gyres and the Antarctic Circumpolar Current south of the 
Subtropical Convergence [after 1). 

southern hemisphere. By contrast to most western boundary currents, the trajectory of the northern 
Agulhas is remarkably stable. 

Grtindlingh [7] has shown that the meandering of this northern part of the Agulhas Current is in fact 
less than I5 km to either side. This unusual stability is interrupted 4 to 9 times a year by a soliton 
meander. the Natal Pulse, that has its origin in a region along the South African east coast just north of 
30” S [S]. Natal Pulses travel downstream (viz. figure I) at a steady rate of about 20 km/day. In their 
south-westward progression they grow in amplitude and may in extreme cases even lead to an early 
retrotlection at the Agulhas Plateau (viz. figure I), a relatively shallow region south of the African 
continent [9], thus briefly deprivin g the interbasin leakage south-west of Africa of a supply of water. 
Under normal circumstances the current behaviour is more conventional. 

Once the waters in the Agulhas Current reach the widening shelf and the weaker continental slope 
south of the continent, the current starts to exhibit the meanders, shear edge eddies and plumes 
normally associated with western boundary currents [IO]. None of these eddies generated at the 
landward border have been observed to detach themselves from the current, although occasionally 
eddies at the seaward side have been observed to do this [I I]. On moving past the southern tip of the 
African continental shelf, the Agulhas Current retroflects sharply [12,13, figure 11, with all its water 
flowing eastward as the Agulhas Return Current. This process of retroflection consists of a continuous 
westward progradation of the retroflection loop until a ring is occluded 1141, causing the subsequent 
retroflection to lie farther to the east, after which the whole sequence of events is repeated. 

These rings are the largest to have been observed in the ocean to date [IS] and drift off into the 
South Atlantic (viz. figure 1) carrying their extra burden of heat and salt with them. Their trajectories 
take them in a north-westerly direction [16], across the Walvis ridge and towards the Brazilian coast. 
They are estimated to have lifetimes of 3 to 4 years, but by that age they will have lost most of their 
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angular momentum, excess heat and characteristic salt content. Van Ballegooyen et al. [ 171 have 
estimated a net heat flux of 0.05 PWlyear and a salt flux of 78 x 1Or2 kg/year by way of these Agulhas 
rings. This is probably an overestimate since it does not take into account the substantial changes that 
take place in the rings at the retroflection. It has been shown [e.g. 18,191 that in this region the warm 
surface waters of the Agulhas Current and its offshoots experience enormous losses of heat and 
moisture to the atmosphere. As a result there also is significant salinity enhancement in the surface 
layers of Agulhas rings here. Depending on how long the rings remain in this region and on the time of 
year, there may thus be substantial changes to the heat and salt content of the rings as well as their 
internal structure [20]. Interbasin leakage also occurs due to Agulhas filaments [2l] but it is estimated 
that these features contribute only 6% of the total net salt flux from the Indian to the Atlantic Ocean. 
As in the Agulhas retroflection region, the eastward continuation of the Agulhas Current is also beset 
by high mesoscale variability. 

The Agulhas Return Current flows along the Subtropical Convergence (viz. figure I), creating a 
strong meridional shear. This leads to substantial meandering and eddy shedding to both sides of the 
front [e.g. 221. The Agulhas Return Current leaks water equatorward into the South West Indian Ocean 
subgyre along its full path, up to 60” E [23]. The tongue of high mesoscale variability associated with 
this current and evident particularly in satellite altimetry, also ends about here. Based on what has been 
described above, it seems evident that mesoscale eddies play an important part in the dynamics of most 
parts of the Agulhas Current system. 

Dynamics of the system 

Many aspects of the dynamics of the Agulhas Current remain poorly understood. The remarkable 
westward intensification of the subtropical gyre, when related to comparable gyres, has not been 
adequately explained. Modellin g studies with and without bottom topography have to date not 
indicated that the meridional ridges in the South Indian Ocean play a role in the gyre structure. Perhaps 
it is even more important to understand the unusual stability of the northern Agulhas Current. 

De Ruijter et al. [24] have demonstrated that this stability is a function of the sharp gradient in the 
continental slope along the east coast of South Africa. This gradient severely limits any baroclinic or 
barotropic instability in the current path. However, the solitary meanders, the Natal Pulses, still need to 
be explained in terms of this concept. They seem to originate only from one region along the coast, an 
offset in the coastline called the Natal Bight. De Ruijter et al. [24] have shown that the slope gradient 
here is so much lower that it allows the current jet to reach values close to the baroclinic instability 
threshold where the path can become unstable. To reach such values the current needs some 
perturbation. Deep-sea eddies coming from the east [25, viz. figure l] are known to get adsorbed onto 
the seaward front of the current and have therefore been proposed as the triggering factors, but only if 
they reach the current in the Natal Bight. The resulting Natal Pulses evidently have a marked influence 
on coastal circulation. The remaining question is what their impact on the highly unstable retroflection 
configuration might be. 

Van Leeuwen et al. [26] have shown that, with very few exceptions, every single Natal Pulse leads 
to a ring shedding event at the Agulhas Current retroflection far downstream. This makes these 
meanders sufficient but not necessary conditions for ring spawning. In the absence of a Natal Pulse for 
a sufficiently long period, it would seem that the current loop would reach a degree of deformation that 
would induce a loop occlusion in the absence of a major perturbation such as a Natal Pulse. To date the 
record of the occurrence of Natal Pulses shows no evidence of any seasonality. However, there may be 
other seasonal variations in the system. 

Ffield et al. [27] have, for instance, suggested a seasonal pattern in the flow of the system as a 
whole related to wind stress and observations of the volume flux [28] have hinted at similar variations, 
but these tantalising results have to date lacked statistical rigour due to the shortness of the records 
used. Other analyses [e.g. 291 have not shown any seasonal variations in the speed of the Agulhas 
Current. The influence of varying wind stress over the South Indian Ocean and its influence on the 
Agulhas Current is starting to receive increased attention [e.g. 30,3 l] but much more is required. Not 
only this, but a number of other key questions need to be studied further. 
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Key scientific problems 

One of the major problems that remains to be solved is a solid quantification of the various tributaries 
to the Agulhas Current. This could conceivably be achieved by utilising the collection of high-quality 
hydrographic data collected over the past few years in the region, but there remain a number of glaring 
gaps in the geographic coverage of hydrographic stations such as in the Mozambique Channel and the 
region south of Madagascar. This can only be resolved by extensive and well-planned hydrographic 
cruises in these regions. This is particularly important because the information derived from satellite 
altimetry [e.g. 21 show high levels of mesoscale variability in the Mozambique Channel while some 
numerical models focused on this region [32] as well as some other Global Circulation Models [e.g. 
331 exhibit no such enhanced levels of variability in the region. A much better understanding of the 
currents in the Mozambique Channel as well as south-east of Madagascar is furthermore required if the 
origin of the deep-sea eddies described by Grtindlingh [25] are to be identified. This is particularly 
important since these eddies seem to play such a critical triggering role in the overall dynamics of the 
system. 

Much has been learnt about the surface flow and behaviour of the greater Agulhas Current system, 
but in certain cases the vertical extent of some of this behaviour is not know. Previously this was true 
of ring shedding at the Agulhas retroflection also. This process had been evident in thermal infrared 
imagery [34] but was only verified as involving the greater vertical part of the current once a properly 
dedicated cruise was able to intercept a ring spawning event [l4]. A remaining case in which similar 
studies need to be carried out is the early retroflection brought about by large Natal Pulses [9]. To date 
we have no information about the depth to which this process extends and how much Agulhas water is 
siphoned off in this way. Deeper water movement in the Agulhas Currrent system, particularly at 
intermediate depths, is currently the subject of a multi-national research endeavour using Rafos floats 
[35]. The results are being awaited with keen anticipation, but they may not solve all the problems of 
deeper movement that have been identified. 

Of even greater importance is a better understanding of how the Agulhas rings mix out and 
distribute their excess heat and salt over the South Atlantic Ocean. This is required for a better 
understanding of the South Atlantic heat and salt budget and also for an estimation of how these rings 
affect South African climate and, in particular, rainfall [36; 371. A recent modeling study [38] has 
demonstrated how a significant anomaly in the sea surface temperatures at the Agulhas retroflection 
may noticeably affect the atmospheric tropical-temperate trough that is the major system bringing 
precipitation to the summer rainfall regions of southern Africa. 

Last, but not least, the effect that the many eddies, both warm and cold, that are spun off the 
Subtropical Convergence south of Africa [e.g. 39, viz. figure I] have on the configuration of that front 
needs to be investigated. Evidence from biogeography suggests that these eddies return to the front and 
in effect continuously strengthen it. This has not yet been shown from the physics of the system and 
should be an important study topic. 

Notwithstanding the many important parts of the dynamics of the greater Agulhas Current system 
about which our ignorance remains, the progress in our understanding over the past decade, and 
described above, has been gratifying and our increased understanding has made it possible for more 
relevant and pertinent research questions to be asked. 
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TWO-LAYER EXCHANGE FLOWS THROUGH LONG 
STRAITS WITH SILL 
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Abstract. \iVat,er exchange through the narrow strait with two-layer flow structure and net barotropic 
transport was investigat#ed both experimentally and theoretically. The experimental facility consisted of 
the tank that was divided on two basins, connected by a shallow and narrow rectangular channel. One 
basin was heated at t.he bot,tom. Anot.her basin was cooled at the top. The velocity and temperat,ure 
measurements were made using the hydrogen-bubble technique and the temperature probes, respectively. 
The measured dept,hs of interface and volumetric flow rate in the laboratory analogue agree reasonably 
well with a laminar hydraulic model based on the principle of maximal exchange. The influence of the 
sills, that were placed inside df the long strait, on the exchange was studied. The results showed st,rong 
influence of the position of sill OII the exchange in the long straits. 

Introduction 

The internal hydraulics of a steady two-layer exchange flow through the channel was extensively studied 
in the last decades [l]. A complexity of the real straits geometry, uncontrollable time-dependent effects 
caused by tides and wind surges, the turbulent mixing between layers make verification of the theoretical 
predictions difficult [‘2]. Thus the laboratory modelling with close control of experimental conditions is 
important but these studies still few [3]. 

Two-layer exchange in the long frictional straits of constant depth and width was studied in the 
laboratory experiments [4-61. The present paper concentrates on the effects of position and shape of the 
sills on t,he water-exchange through the long strait. The simple model of the laminar laboratory strait is 
considered in Sect.2. The experimental arrangement is described in Sect.3. The results of the laboratory 
experiments and computations are given in Sect.4. 

Theory 

Let us consider a simple model for the two-layer stationary water exchange through the laboratory 
analogue of the sea strait. Two deep basins are connected by the shallow and narrow channel. The 
coordinate t is taken along the strait, y is the transverse coordinate. The vertical axis, z, is directed 
upward from the equilibrium level of the free surface. The basins are maintained at the different density 
p1 and pz respectively (pl 5 ~2). The net barotropic flow Q is directed from the basin with lighter water 
(Q 2 0). The strait is rectangular with length L, depth H(z) and constant width A. The ratio A/H << 1 
and only laminar side friction can be important. The averaged along strait depths of upper layer and 
bottom layer are Dr, D2, respectively, and 

D=Dl+Dz. (1) 

‘Present address: Institute of Mathematical Machine and System Problems NASU, Glushkova pr. 42, Kiev 252187, The 
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The instantaneous thicknesses of the upper and bottom layers are 

H1=R-q+(‘, H2=D2+q-HS (2) 

and H = HI + Hz. Here 6 is the free surface elevation, n is the interface deviation and H, is the bottom 
level deviation from the averaged value D. Invoking the hydrostatic and Boussinesq approximations, the 
governing equations of the two-layer model of the strait can then be written as 

a a 
--ulHl -I- -2rl HI = 0, 
aX aY 
a a 

-uzH2 + -vZH2 = 0, 
8X ay 

a a a CY2Ul 
-&HI + --.ILIVIHI = -Hl~gC + uH1--- 

ay ay2 ’ 

(3) 

(4) 

(5) 

(6) 

Here ~1, 112 and 01, 212 are the longitudional and transversal velocity components in the upper and bottom 
layer, respectively, v is the kinematic viscosity. The nonslip conditions are used on side walls. 

These equations can be reduced to the system of the one-dimensional equations after replacement of 
left sides of eqns. (5)-(6) on averaged across channel values. Integrating eqns.(3) - (6) across the strait 
leads to the momentum equations 

(7) 

(8) 

and balance mass equation 
Ql+Qz=Q=Qj. (9) 

The volumetric flow rates in the upper (Qr) and bottom (Q2) layers relate to the velocity ul, u2 by 
&I = AHlul and Qz = AHzu2, QJ is the volumetric inflow rate in the basin with lighter water. 

It is a common practice in the internal hydraulics to use models based on a so called “hydraulic 
control” principle, which requires that the internal composite Froude number G = 1 at some critical 
sections of strait. Maximal exchange occurs when the two locations of control are linked by a region of 
subcritical flow [7-81. In the general case the locations of control x,1 and z,z depend on the geometry, 
barotropic flow and friction. At a small density difference ((p:! - pr)/pz << 1) the control condition is 

G2=F;+F;=1. (10) 

Here 

F; = Qf 622, 
SIH13A”j F,2 = ~ 

g’H;A” . 

The system of equations (7)-(8) can be reduced to a single equation for the height of bottom layer 
with assumption that H1 >> (, i.e. HI w D - H, - Hz. This equation in the nondimensional form is 

(1 - cz)-&(fi, + H,) = -FT:% + y(l -H;q I F)A , 
s 2 2 

(11) 

Here Z = x/L, fi1 = HI/D, fi2 = Ha/D, h, = H,/D, 01 = &l/Q,,,, &z = &z/Q,,,, q = 
Qj /Qm , Q,,, = AD@-il Th e p arameter y = 12vL/(A2m describes the influence of the side wall 
laminar friction. The laboratory straits are short when y < 1, intermediate when y - 1 and long when 
y >> l.The ratio between barotropic and baroclinic flows p = 1(&r + Qz)/(Qr - Qz)\ is also important 
parameter. 
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The first order equation (11) contains the unknown variable Hz(S) and parameter 02. When barotropic 
flow is moderate (/3 < 1) eqn. (11) is completed by the two control conditions (10) at the locations of 
control Zei and gCz. Below is considered strait with single sill. In the strait without sills and contractions 
two control sections exist at the ends of strait 2,r = 0,5,2 = 1. When friction is not significant, the 
controls at q 2 0 are positioned with one at the crest of sill and one at the exit on the side of dense reser- 
voir[8]. In the long strait position of controls depend on the location of sill and barotropic component. If 
flow over the sill is subcritical or the sill crest coinside with the end of strait then the controls located at 
both ends. Otherwise one control (ZC2) is located at the right end of the strait. The position of the other 
control (iei) is evaluated from (11) with G = 1. For considered configuration of the strait and q > 0 the 
control points shifted to the left end of strait relatively to the non-frictional case. The eqn.(ll) together 
with control conditions was solved numerically combining the Pickard method and the bisection. 

In the case of strong barotropic component (p = 1) the exchange is one-way. The bottom layer is 
transformed in the arrested salt wedge. With q = f& > 0, f& = 0 and G2 = Ff eqn. (11) can be 
rewritten a.9 

(ii,3 - 9,s -t yqfT,2 = 0. 

Solution of (12) with control condition on the downstream side J’f = 1 at 2 = 1 gives us shape of the 
arrested density wedge 

(H - fi2)3 + [2yq(Z - 1) - 3q”‘3)@ - a,) + 2q2 = 0. (13) 

Experimental arrangement 

The experiments were conducted in a rectangular Plexiglass tank, 200 cm long, 17 cm wide and 40 
cm deep. The tank was divided on two basins. These basins were connected by a shallow and narrow 
rectangular strait placed along the front wall. A two-layer water exchange was maintained by the heating 
of the small basin (length 33 cm) using an electric heater placed near the bottom and by the cooling of 
the large basin using a tap water cooler. The cooling box was situated at the surface of the large basin. 
The strait and small basin were insulated. 

A series of experiments was carried out to study the influence of the sill on the exchange in the long 
st,rait. The sill was shaped as 

H, = H,csin’( 7(x - 1, + L/2) 
LS 1, 0 F (x - 1, + L,/2)/L, 5 1 

where H,~J,L,,I, are the height, length and position of the sill crest, respectively. Two sills with the same 
length (L, = 20 cm) and different height (H, = 2 and 4 cm) were used. The strait parameters are given 
in Table 1. The barotropic flow was directed from the heated basin to cooled one. The constant flow rate 
was provided by using of the Marriotte vessel. The outflow from the large basin was through the fumiel 
at the surface. The rate of the outflow from the tank was determined by use of measuring vessel. The 
temperature distribution in the strait was measured by the vertical profiling in the ten sections with a 
thermistor probe attached to the traversing platform. The platform can be moved along the strait. The 
velocity measurements were made by hydrogen-bubble technique in the ten vertical sections along the 
strait halfway between the side walls. Details of the experimental arrangement are given in [4]. 

Results 

The results of measurements for the short, intermediate and long straits of constant depth in dependence 
on the magnitude of the net barotropic transport are given in [4] ( series l-3). To analyse the role of 
position of the obstructions on the exchange in the long strait the four further series of the experiments 
were carried out with the sills located in the long strait. 

In the series 4-6 the influence of the position of the sill was studied. In the Fig. l-3 are shown the 
measured and computed thickhess of bottom layer Ha, composite Froude number G2 and the interface 
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Table 1: Long laboratory strait with sill 

1, 
cm 

52.0 

52.0 

52.0 

52.0 

30.0 

30.0 

30.0 

30.0 

8.7 

8.7 

8.7 

8.7 

30.0 

30.0 

d Qr &I Qz 
cm cb2 cm3cm1 cm3s- l cm3s-r 

1.50 0.0 1.37 -1.37 

1.27 1.50 2.31 -0.82 

1.29 2.91 3.11 -0.20 

1.32 0.76 1.72 -0.96 

1.17 1.47 1.84 -0.37 

1.48 0.0 0.93 -0.93 

1.78 2.18 2.18 0. 

1.18 0.78 1.29 -0.51 

1.61 0.0 0.95 -0.95 

1.54 1.57 1.92 -0.35 

1.13 2.90 2.90 0 

1.46 0.70 1.35 -0.65 

1.48 0.0 0.97 -0.97 

1.38 1.26 1.41 -0.14 

Exp. 

401 

402 

403 

404 

501 

502 

503 

504 

601 

602 

603 

604 

701 

702 

H.3 
cm 

2.0 

2.0 

2.0 

2.0 

2.0 

2.0 

2.0 

2.0 

2.0 

2.0 

2.0 

2.0 

4.0 

4.0 

B 7 

0 2.59 

0.48 2.81 

0.88 2.79 

0.28 2.76 

0.67 2.93 

0 2.60 

1.0 2.38 

0.43 2.92 

0 2.50 

0.69 2.55 

1.0 2.98 

0.35 2.62 

0 2.60 

0.81 2.70 

deviation 77 along the strait with the same sill. The sill with H,/D = 0.25 was placed at the right end, 
centre and left end, respectively. As seen from figures, the sill at the right end has no effect on the 
interface position and exchange whereas the sill at the left end controls the exchange (exp. 602). Given 
enough large barotropic flow (exp. 603) the bottom undercurrent is arrested. When the sill is placed in 
the centre of the strait (Fig. 2) the influence of the sill on the interface is local with zero (exp.502) and 
moderate (exp.504) values of the net barotropic flow for aa long as the local Froude number is subcritical. 
With enough strong barotropic flow (exp. 503) the bottom undercurrent is so much weak that it cannot 
be measured. An existence of the bottom flow was established from photo. It is notable that the interface 
deviation 17 along the strait is close to the self-similar even with the sill location at left end of the strait. 
The calculations are in a good agreement with the experiments, including case of the lower layer blocking 
(Fig. 3). 

In Fig. 4-5 the measured and computed thickness of bottom layer, the composite Froude number and 
the temperature profiles along the long strait with the large sill (H,/D = 0.5) at the centre of the strait 
are presented. This sill together with the right end of strait controls the exchange under any barotropic 
flow. The lower flow is supercritical on the left side of the sill. At the foot of the sill the large vortex 
structures are seen in photo. They are connected with the instability. These effects show up as the 
thermocline thickness growth at the left side and foot of the sill in Fig. 5. On further moving to the left 
the flow is back to the subcritical state through the hydraulic jump. The flow reach the critical state at 
the left end. However, dynamically this point is not essential. It fixes the position of interface between 
right end point of the flow transition to the supercritical state. Measurements show that temperature in 
the layers is not changed markedly because of local mixing is not strong enough. Therefore the hydraulic 
model can be applied to the strait between right end and sill. As seen from Fig. 4 the model predict the 
interface position quite well. 

These results can be compared with flow pattern in the Bosphorus, where flows are controlled by 
the sill at the north end of the strait and the constriction inside of the strait. The southern sill is 
also dynamically insignificant [9]. One important distinction in the Bosphorus case from the simple 
laboratory model is that the sill primary affects on the lower layer, whereas constriction affects both 
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Fig.1. The measured and computed thickness of the 
bottom layer H2 (a), composite Froude number G2 (‘6) 

Ag.2. The measured and computed thickness of the 
bottom layer HZ (a), composite Frou& number Gz (6) 

and the interface deviation q along the long strait with and the interface deviation q along the long strait with 
sill at the right end. sill at the centre of strait. 
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Fig.3. The measured and computed thickness of the 
bottom layer H2 (a), composite Froude number G* (b) 
and the interface deviation r) along the long strait with 
sill at the left end. 
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Rg.4. The measured and computed thickness of the 
bottom layer Hz (a)and composite Froude number G2 
(b) along the long strait with large sill at the centre of 
the strait. 
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Fig.S.The temperature profiles along the long strait with large sill at the Centre of the strait(exp.702). 

layers [7-81. Therefore in the Bosphorus the supercrictical flow and mixing zone placed at south side of 
constriction whereas flow is subcritical between the north sili and the constriction. Other distinction is 
that the dynamics of the Bosphorus is essentially nonstationary, whereas this laboratory model describes 
steady response of strait on the forcing. The further experimental study of these effects is necessary t,o 
understand a complicated nature of exchange between the Black and Mediterranean seas. 
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Abstract. Mean circulation in the North Western Pacific is studied from WOCE/TOGA SVP drifter data 

both to derive mean velocity field and figure out peculiarities in kinematics of some groups of trajectories. 

Along with detection of main oceanic currents revealed are the lack of meridional water exchange across the 

Kuroshio Extension (KE) and signature of westward countercurrent between KE and Subarctic Front (SF) 

eastward jets. Velocity field is optimized with original variational scheme. 

Data 

To obtain mean velocities in the upper mixed layer of the North Western Pacific (20-60°N, 120-180”E) 

we analyzed data of 296 WOCE/TOGA Surface Velocity Programme [l] Lagrangian drifters (106.8 drifter 

years in total), deployed in 1987-96 , with a drogue centered at 15 m depth. The data were quality-controlled 

and krigged for 6-hour intervals [2] by NOAA Atlantic Oceanographic and Meteorological Laboratory. 

Complete set of trajectories can be got by combining Figs. la and b. 
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Horizorrtal water exchange across KE 

Behavior of two groups of drifters, separated artificially by their deployment north or south of 35% 

(Figs. 1 and b, respectively) revealed the lack of drifters having visited both Subtropical and Subarctic Gyres. 

Mixing zone, defined by the southern edge of area covered with “northern” drifters and the northern limit of 

the “southern” ones is located in the northern part of KE and remains as narrow as 2-3”N at 140-180°E that 

contradicts to traditional ideas of large-scale mixing. Indeed, drifters ensemble, composed of buoys, having 

penetrated into the mixing zone (Fig. lc) does behave typically for turbulent jet. One may estimate diffusion and 

fluxes with statistical methods and miss their actual vanishing contribution into the inter-gyre exchange. At the 

same time, mixing seems to be significant north and south of KE. This effect can be due to isopycnals 

outcropping at the fronts replacing horizontal motions by isopycnal ones. 

Mean velocities, their variability and optimization 

Fig.2 displays mean velocities averaged within l%xl’E boxes, for which data are available. When their 

variability (not shown in figures) agrees well with eddy kinetic energy distribution, obtained in previous studies 

131, mean velocity field reveals, along with Kuroshio Current, KE, Tsushima Warm Current, Kamchatka 

Current and Subtropical Countercurrent, the lack of distinct Oyashio Current and the existence of strong and 

narrow eastward jet associated with SF. 

Fig. 1. Tr ies 
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of drifter, deployed north (a) and south (b) of 35% and of ones, visited mixing zo lne cc>. 
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Fig. 1 (continwd) 

334 

__,. .I__ --... _. .-._-_-. _x- 



120E 1iOE 140E 150E 160E 170E 180 

Fig.2. Mean surface velocities, calculated in 1%x1% boxes. 
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Fig.3. Mean velocity field, optimized with variational technique. 
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Fig .4. Mean velocities (a) and their variability (II), averaged within 1°Nx5’% bins. 
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Limitation in data causes a high level of noise and errors in mean velocity estimates. To get more 

representative mean velocity field without oversmoothing by direct statistical methods (i.e. to remove 

uncorrelated noise in the central areas of large-scale gyres, poorly covered with drifter measurements, and to 

remain, at the same time, reliably observed and well-resolved narrow strong jets, like ICE) we employed 

original variational interpolation technique. Main advantage of our scheme is the inclusion of advective 

nonlinear term into the cost function soft constraints. This idea is based on estimates of weakness of 

ageostrophic currents, obvious difference in cross- and along-stream decorrelation scales in the western 
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boundary currents and frontal areas, and, mathematically, results in a preference of along-stream velocity 

averaging, when cross-stream flow structure is mostly remained unchanged. Other terms of our cost function 

provided smoothness and non-divergence of the solution as well as its fitting averaged data. Results are shown 

in Fig.?. Indeed, optimized mean velocities not only keep main parameters of main jets, but even allow 

discussion of KE and SF interaction with Shatsky Rise and Emperor Seamounts. 

Kuroshio Extension/ Subarctic Front region 

To put more details in KE/SF region we calculated mean velocities and their variability within I”NsS”E 

boxes, elongated nearly downstream of main jets. Mean zonal velocity field (Fig.4a) consists of two eastward 

jets (KE at 32-36’N and SF at 37-43’N), when maximum of its variability (Fig.4b) is unique at every section 

and correlates well with KE location. By comparing Figs4a and b, one can see that SF jet. being almost as fast 

as KE, is much more stable than the later. This can make difftculties for SF detection from satellite altimctr! 

data. 

Surprisingly, five of seven sections demonstrate also mean westward flow between KE and SF. “Wave- 

like” horizontal structure of velocity field in KE have been recognized before [4], but was attributed to eddy 

activity. Results of analysis of westward fragments of drifter trajectories, superimposed on the regions of 

westward mean velocities gives the idea of possibility of continuous mean westward flow in this area. When 

most of drifters demonstrate fast rotation in eddies of both signs. some others were advected smoothly through 

more than 10°E. The existence of this countercurrent should be clarified with more data and independent 

methods and measurements. 
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Abstract: A laboratory model of the eastern Barents and Kara seas has been built to simulate the transport and 
spreading processes in the region. Transports are forced by three inflows of Atlantic Water (I- Mumari Current, 
2- the flow between the Central and Great banks and 3- an underflow to the St. Anna Trough), buoyant coastal 
water along northern Russia, buoyant Polar Water past Franz Josef Land and three fresh water sources from the 
Pechora, Ob and Yenisei rivers. Diurnal tidal forcing is applied to simulate the tidal exchange in the Kara Strait 
that connects the Barents and Kara seas in the south. The results show strong topographic steering of the ocean 
currents and fronts, tidally rectified currents and long residence times of the large river plumes on the broad, 
shallow delta region to the north of the Ob and Yenisei estuaries. The main front of the region of fresh water 
intluence (ROFI) is along the edge of the delta, probably held in place by the slope current. 
The currents show good agreement with field measurements. The salinities over the delta agreed well with 

autumn field measurements, but show too low surface values in late winter, possibly due to brine rejection 
during freezing and southerly winter monsoon winds, which are not simulated in the model. A strong front 
between the inflowing coastal water and the basin water in the southwestern Kara Sea agrees well with field 
observations. A western flow through the northern part of the Kara Strait contains some of the inflow to the Kara 
Sea in the southern two thirds of the passage. Discharges in the Pechom River probably follow this route. The 
validations to field data show that flwr, density and tide forcings are reasonable, and that the results should 
provide a good benchmark for testing numerical models. 

Introduction 

The purpose of the laboratory model of the Kam Sea is to study the transport routes of contaminants in the 
northern region (Barents and Kara seas). Emphasis is placed on the possible discharge of radioactive 
contaminants from the Ob and Yenisei catchments and containers dumped in the Kara Sea. The first objective of 
the model simulations was to inform the research vessel RJ’JY. U. Sverdrup II of important locations to take field 
measurements of currents and hydrography to assess the transport rates and routes in the Kara Sea during late 
summer, 1995. This was done under the auspices of the Arctic Nuclear Waste Assessment Program, 
administered by the Office of Naval Research in Arlington, Virginia. Follow-on studies and reporting of the 
results were supported by the Norwegian Ministry of Foreign Affairs. 
The simulations give new insight on the extent and transport routes of the various water masses. The present 

paper focuses on the fronts that separate the various water masses flowing through the Kam Sea. 

338 

_ __ 1. ._ . ” -. - __.. - -.* .- .- .,.--e-7--.-- --. 



Circulation in the Barents and Kara Seas 

The general circulation in the Barents Sea [l], (21 was simulated in the laboratory without wind forcing, 
indicating that the flows are forced remotely by the ocean currents and pressure fields in the Nonvegian Sea and 
the Arctic Ocean [3]. Details of the historical accounts of the circulation pattern in the Barents Sea are verified 
both by newer in situ measurements and model simulations [4], while the historical sketches of the circulation in 
the Kara Sea show much less detail and verification to newer measurements [S]. The forcing of the currents in 
the Kara Sea is greatly influenced by the oceanographic conditions in the eastern Barents Sea and the Arctic 
Ocean. Processes in the major passages to the north and south of Novaya Zemlya (Fig. 1) determine by and large 
the flow in the Kara Sea. The coastal water flowing eastward in the Pechora Sea is the dominant forcing of the 
(two-way) flow in the Kara Strait 161. This flow is further forced by the dynamics of the Murman Current that 
holds the coastal current in place. In the north, there is a complicated interplay between the extensions of the 
Murman Current and the inflow of Polar Water past Franz Josef Land that forms the Persey Current in the 
northern Barents Sea. The seasonal variability of these forcing currents depends on thermodynamic forcing, 
regional winds and the seasonal runoff from land. There appears to be a down-slope pressure gradient to the east, 
during most of the year, while there is a reversal in late summer 171. These circumstances, and earlier experience 
with the Barents Sea model, are used to formulate boundary conditions to force the circulation in the Kara Sea 
model, 
Tidal forcing is not considered to be important for persistent transports except in shallow regions, along steep 

slopes and in narrow straits. The shallow delta region in the Kara Sea, with its steep slope, and the Kara Strait 
are particular regions of interest for tidal forcing. 

Laboratory model 

The extent of the laboratory model of the eastern Barents Sea and the Kara Sea is shown in Fig. 1, together with 
relevant information for the simulations. The gravitational Froude and rotational Rossby similitudes govern 

Figure 1. The laboratory model domain with the sources, sinks, bathymetry and relevant names no~d. 
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large-scale motions in which the force balance is between the hydrostatic pressure field and the Coriolis term. 
These are compatible, and can be simulated accurately in a rotating basin [S]. The laboratory model boundaries 
are shown in Fig. 1. They are chosen to pass through regions that are either streamlines or sufficiently easy to 
control (the flux conditions). These conditions will be subjected to a validation. The 5 m diameter Kara Sea 
model simulates a geographical expanse of 1,500 km diameter, centered at 74”N, 67”E, thus, the ratio of 
horizontal lengths is 

L 
L, = - = 300,000. 

L‘ 
(1) 

lob 

To avoid the effects of surface tension gradients, to secure that the dynamics of the fronts are dominated by 
buoyancy, or barotropic forcing, it is necessary to exaggerate the vertical scaling in the model [9]. This can be 
done as long as the vertical accelerations in the model do not contribute to the pressure balance (the flow in the 
model must also be hydrostatic). To model the depths of the region in a 50 cm deep basin, the vertical mtio of 
length scales must be 

(2) 

This gives a distortion of 300, which is typical for this type of model [3]. This satisfies the requirement for 
surface tension gradients for the Ob and Yenisei discharges, but the Pechora river discharge is so small that it is 
influenced significantly by an outward pull of the surface tension of the more saline water. However, it is 
expected that the river plume here is passive in the energetic coastal and tidal flows. 

Due to the highly sub-critical flow speeds in the ocean (much less than tidal wave speeds), it is both necessary 
and sufficient that the simulation of the physics in the model simulations obey the densimetric Froude and 
Rossby model laws. This is necessary to model the ratio of buoyancy, inertial and rotational forces in a vertically 
distorted geometry. provided that the flow is approximately hydrostatic in the laboratory, and that viscous and 
surface tension effects are small [S]. The most significant frictional effect is wind shear, which is not simulated 
here. 
Within the above framework. it is possible to tailor the buoyancy (or density) ratio 

where g’ is the so-called reduced gravity = g (p - pO)/pO, g is the acceleration of gravity, p0 is a reference density 
and p is the density which varies in space and time. 

The densimetric Froude number is 

F=J&’ 
where u is the flow velocity. For similitude, the ratio 

F nature _ F,= -- 1= 
F lab 

(4) 

(5) 

where u, = L,/t, and t, is the time ratio t, = tnahr,dtlob. 
By choosing a convenient density scaling, we can tailor the time so that a day in nature is an integral number of 

seconds in model time to facilitate control of the monthly variable inflows. For the Kara Sea model, the choice is 
g’ = 1.74, giving a time scale t, = 7,200, for which a day is modeled in 12 s. 

The Froude similitude above is compatible with the Rossby similitude 

Ro, = 
$I 

(6) 
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where f is the so-called Coriolis parameter (= 2 x rotation rate). Thus, f, = t,“. With this scaling, the volume tlux 
scaling is 

Qr = L,2H,/t, = 300,0002. 1,000/7,200 = 1.2.5.10”. (7) 

A source flux of 1 Sverdrup (1 Sv = lo6 m3/s) in the ocean requires a model source flux of 80 cm3/s or 4.8 l/min. 
The model is constructed in a UTM 67 projection, which is exact along the 67”E longitude and has a maximum 

deviation of about 2 km at the eastern and western boundaries. Due to the rotation of the model, to simulate the 
geophysical flows, the water surface describes a paraboloid of revolution. This datum is taken into account in 
forming the bottom topography from sea charts. The rotating basin provides a constant Coriolis parameter f = 
2Slsin cp, where !GI is the rotation of the earth and cp is the latitude. In nature, f varies with & 2.7% over the model 
domain, but only +_ 1% from its average value over the flat delta. Thus, the variations in depth dominate over the 
differences in Coriolis parameter when it comes to potential vorticity dynamics [lo]. Key isobaths are noted in 
Fig. 1. 

A crucial problem for simulating flows is obtaining accurate forcing data. In the present model, the main 
forcing is the density (salinity) and volume fluxes of 8 sources and the division of the downstream (outflow) into 
3 paths. Monthly values of the forcing data are given in Table 1. These are based on the forcings used in the 
Barents Sea model study, the climatology of [ 1 l] and hydrological data from [ 121. 

In addition to the advectively forced flows, the model is slightly tilted to simulate a tidal excitation of flow 
through the Kara Strait. 

Table 1. 

Source* 

MC 

CBC 

cc 

PW 

Y 

0 

P 

Monthly flux boundary conditions in Sverdrups (Sv = 10” m’/s). 

s 1 E M A M I 1 A 

(Pm 

35 I .82 I .82 I .26 1.26 I .26 0.83 0.83 0.7 I 

35 0.91 0.91 0.63 0.63 0.63 0.42 0.42 0.35 

33 0.45 0.35 0.21 0.21 0.40 0.55 0.60 0.55 

33 0.72 0.81 0.72 0.81 1.17 1.08 I .08 1.08 

0 .008 .008 ,007 ,008 ,038 ,096 ,051 ,020 

0 ,006 ,006 ,005 .006 ,029 ,071 ,038 ,015 

0 ,002 ,002 ,002 ,002 ,008 ,021 ,011 ,004 

s 

1.14 1.41 1.61 2.52 

0.70 0.70 0.83 1.26 

0.95 0.65 0.60 0.50 

0.99 0.72 0.72 0.90 

,020 ,016 ,010 ,008 

,015 ,012 ,007 .006 

,004 ,003 ,002 ,002 

0 N D 

* The source symbols are as follows: MC = Murman Current, CBC = Central Bank Current, CC = coastal current, PW = 
Polar Water, Y = Yenisei, 0 = Ob and P = Pechora. The eighth source, the underflow of Atlantic Water to the east of Franz 
Josef Land is held at a constant 1 Sv, for lack of better data. The river discharge was obtained from the GRDC archives [12], 
increased by 20% to account for ungauged runoff, and normalized to a common seasonal variation. 

There are 3 outflows: an overflow weir accommodating most of the surface water in the region where the 
Persey Current flows west, a diversion of 0.25 Sv of the surface outflow to the northeast, toward Vil’kitsky 
Strait, and a deeper outflow under a broad skirt at 110 m depth in the north. The seasonal variability in Table 1 is 
run for 3 consecutive, identical years to obtain a stationary solution. This is based on estimates of residence 
times. 
The instrumentation of the model is divided into in situ and remote sensing. Monthly in situ samples of salinity 
and fluorescent dye are withdrawn at a total of 32 stations to monitor the stratification on the delta and the spread 
of plume water. The sampling locations NW of Dikson are noted with small s in Fig. 1, and the results are shown 
later in Fig. 7. 
The remote sensing is accomplished with video cameras, which include two sets of 3 super VHS cameras to 

quantify the 3 dimensional flow fields near the northern and southern ends of Novaya Zemlya. To achieve a 
good mapping and quantification of the flow, large surface buoys, smaller neutral (submerged) buoys and dye 
clouds are used at critical times and locations. A description of the photogrammetric method is given elsewhere 
[ 131. Latitudes and longitudes are marked on the bottom for reference in positioning the particles and dye clouds. 
Totally there are 8 video cameras and a 35 mm Nikon F6 with a wide lens to view the entire region of interest. 
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Results and validations 

Fig. 2 shows the surface transport routes in the laboratory model of the Kara Sea [ 141. The circled letters on the 
figure refer to the following processes: 

A - The northwestern flow of the river plumes and fronts between the water masses, 
B - A return current of seawater to the mixing region in the estuaries at 10-1.5 m depth. 
C - Several circulation patterns to the east of Novaya Zemlya. 
D - The western outflow in the northern part of the Kara Strait forming the Litke Current. 
E - A coastal current front and internal tides with amplitudes up to 15 m to the east of the Kara Strait. 

The above results are confirmed by several sets of field data [S], [ 1.51. The western and northern flow of the river 
plumes was noted first by Fridtjof Nansen in 1893 [ 161 and the two-way flow in the Kara Strait has been known 
since early in this century [6]. However, recirculation of the coastal water, with Pechora discharge, through the Kara 
Strait appears to be a new result which has been verified only in part, due to a lack of available field data. The model 
simulations show that the currents to the east of Novaya Zemlya, where there are several ocean dump sites for 
radioactive wastes, are divided into many cells, with passive, diffusive fronts, unlike the through-flow depicted by 
[I I], based on sparse, historical data. This suggests that the transport of contaminants from the Kara Sea to the fish 
habitats in the southeastern Barents Sea is less than earlier assumed. 

Since there has not been any calibration, except for the tilt to force the tides through the Kara Strait, the comparison 
with available in sifu velocity measurements is a validation of both the model and the forcing. The first comparison 
is with the current measurements along 60” E 1171. The field and laboratory data are compared in Fig. 3. The 
directions are good (< 20” deviation), but the strengths of the surface currents in the model are about twice those of 
the currents at 60 m depth in the field. It should be noted that the details of several current reversals in the historical 
charts are reproduced. The larger currents at the surface may, however, be reasonable for this region of moderate 
stratification. The density at 60 m depth is 1 kg/m3 higher than at the surface. 

Fig. 2. Surface particle paths from the laboratory simulation of the ocean circulation in the Kara Sea. Numbers at 
the crosses denote start season (1 = Jan-Mar, 2 = Apr-June, etc), and numbers at the dots give the number 
of (simulated) days of travel. The circled letters refer to features discussed in the text. 
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The comparison of model velocities with field data from the Pechora Sea [ l] and the Kara Strait [6] is shown in Fig. 
4. Here too, the current directions are well validated. In particular, the Pechora Current and the origins of the Litke 
Current, in the northern third of the strait, are well documented. The current strengths are here on the same order of 
magnitude (‘/z knot), but there are significant advective accelerations that produce large differences over very short 
distances in this very rough topography. We claim that this is a reasonable validation, but with the disparate data in 
the north, it does not match the normalized standard deviation of about 25% of earlier laboratory validations. 

Historical current directions: 117) 
Polar Water w 
Atlantic Warer *-&v. 

Measurements: 
Lab. data (141 G 
Field data [l7] )----, 

f 

Fig. 3. Comparison of laboratory surface currents with the historical surface circulation and field 
measurements at 60 -70 m depth. 

Fig. 4. Comparison of laboratory currents (left) with the current measurements of Maximov [6]. The 
dashed arrow superimposed on the laboratov data shows the path of the Pechora Current [ 1). 
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Frontal dynamics 

The focus on the present study is to delineate the water masses and their transport routes. In Fig. 5, two 
particles following the coastal water at various depths are compared with the trajectory of a drogue at 15 m depth 
[ 181. The vertical motions of the neutral buoys (right) show that there are significant internal tides just inside the 
Kara Sea, forced by the oscillating flow in the strait. These forced motions are within a Rossby radius of the 
coast and behave as internal Kelvin waves. Such disturbances have also been observed along the slopes of the 
delta 161. 

The boundaries between the masses are distinguishable fronts, as mentioned above, each of which have their 
own peculiar form of dynamic balance. The coastal current is a baroclinic jet in this region. The inflow of coastal 
water through the Kara Strait meets the cold basin water in the ENZT and is diverted to the southeast along 
Vaigach Island. The flow properties in the dotted section noted in Fig. 5 are shown in Fig. 6. 

Zm 
! 60 

0 24 i?, hr 

Fig. 5. Vertical excursions (right) of the two neutral buoys during the first 2 days of their 5-day trajectory (left) 
at intermediate depths between coastal water and ENZT water. The dashed line on the left is the path of 
a 15 m deep drogue observed by Foyn and Nikitin [IX]. Results from the CTD-ADCP section ] 151 arc 
shown in Fig. 6. 
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Fig. 6. Cross sections of temperature (left) and velocity through the coastal current inflow to the Kara Sea [ 151 
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The front between the river plume and the coastal water (the Region Of Fresh Water, or ROFI front) is seen in 
the surface salinity distribution of Fig. 7 IS]. The currents in the coastal water help to contain this baroclinic front 
on the delta. At the edge of the delta there is another front between the coastal water and the ENZT water which 
appears to be stabilized barotropically by the bottom topography (71. In the north, the slope current fronts the 
Polar Water which is advected by the underflow of modified Atlantic Water. There appear to be large eddies 
formed along the ROFI front [S]. These enhance the transport of river plume water to the outer region where it 
can mix more efficiently with the deeper water. This can precondition the water to winter convection [ 191. 

50 60 70 80 90 

LQNCITUDE 

Fig. 7. Salinity field at 5 m depth from a CTD survey [5]. 
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Summary and conclusions 

The laboratory simulations of currents in the Kara Sea are in general agreement with newer field data [.51. [IS], 
[ 171, [lS]. (201, (211 and a reevaluation of historical data by [5]. They are, however. at variance with the general 
circulation pattcm presented by 1111, which was attributed largely to the prevailing winds. The laboratory 
results, withoul wind, show that the circulation pattern is much more complicated than the maps indicate, with 
both fine scale geographic and temporal variability. In the north, the historical details [ 171 are well captured. The 
circulation in the model domain is forced by controlling the volume fluxes from 8 sources, the dominant one 
being the Murman Current (up to 2.6 Sv). Without wind forcing, the topographic steering is quite dominant. On 
the delta, the residual currents are propelled somewhat by tidal forcing. This forces the major part of the river 
plumes to flow to the west and northwest toward the outer slope of the delta. Only a small part of the Yenisei 
outflow is steered east along the coast. Compensation currents to the estuaries, driven by density gradients at 
intermediate depths, are also simulated in the model. 

Contaminants in the ENZT water will have a long residence time in the basin. Several recirculating gyrcs are 
seen above the smaller basins in the shelf topography. The through-flow of water from the Kara Strait and the 
Yamal region is quite tortuous. Effluents from most of the ocean dump sites to the east of Novaya Zemlya arc 
expected to meander through this labyrinth and flow out along the slope toward the Voronin Trough. Effluents 
along the southernmost portion of the eastern coast of Novaya Zemlya may feed into the Litke Current along the 
southwest coast of Novaya Zemlya, entering the eastern Barents Sea. 

Effluents in the river catchments will exit to the west. but find their way to the north and northeast, being 
confined by the delta slope current (front). The long-range fate of contaminants depends on how deep they 
penetrate the water column in the K,ara Sea. Thermodynamics (freezing, brine rejection, convection. ice drift and 
melting) are important. For contaminants exiting in the north at the surface, the transport route is westward in the 
Pcrscy Current. toward Svalbard. For contaminants at depth. in the modified coastal water, or modified Atlantic 
Water. the route will follow the bottom slopes to the north and east toward Alaska. 

Southeast of the Kara Strait, the <amplitudes of intcmal tides reach 15 m ne,ar the bottom slopes. The two-way 
transport in the Kara Strait is partially propelled by the tides. However, it is not established how much of the 
deeper water below the coastal water can be pumped over the 70 m deep sill at the Kara Strait. 

EMuents from the Pechora River appear to be transported to the north along the southwest coast of Novaya 
Zcmlya, either by breaching the Pechora Sea, on the Pechora Current, or first being transported east through the 
Kara Strait, and then being returned by the recirculation cell to the east of the strait. Part of the Pechora River 
water flows through the Kara Sea. These results are tenuous. since surface tension gradients give an extra pull of 
the river plume to the coastal current in the laboratory model. However, it is argued that the plume is passive in 
the strong coastal current, and follows its path across the Pechora Sea and through the Kara Strait. 

The laboratory results show a system with long adjustment times for the water masses. Even on the shallow 
delta, the adjustments take more than two years, and approach the estimate of 1221. The tracer in the Ob 
discharge first reaches the outer delta tier just 5 months, with a dilution of more than 10, but lingers on the delta 
for more than a year. Surface particles tend to move faster than the deeper tracer clouds. Several of the details 
are seen in the particle paths of Fig. 2. The tidal residuals over the rugged topography cause many regions of 
recirculation, like the anticyclonic circulation around Sverdrup Island. The residence times along the delta slope 
are short, compared with those of the deeper waters and on the delta. The residence times in the Pechora Sea are 
much shorter than in the Kara Sea. The underflow of coastal water is an effective transport mechanism here. 

With the transport routes and time scales derived from the laboratory simulations, it is possible to comment on 

a cold core jet along the upper slope (70 m isobath) to the cast of the northern tip of Novaya Zemlya, observed 
by Quadfasci et al. [23]. They argued that it could be either recirculated Polar Water along the rim of the St. 
Anna Trough or remnants from winter convection on the delta. The present results show that it could also be late 
winter water from the coastal current that is advected along the 50 m isobath around the delta. 

The effects of meteorological/thermodynamic processes are not simulated in the laboratory. They arc more 
amenable to simulation by computer models. Persistent winter southerlies appear to be responsible for the 
discrepancy between modcled and observed, late-winter surface salinities to the northwest of Dikson (Fig. 8). 
Both field and laboratory autumn data approach the delta front at an offshore distance of 220 km (set Fig. 7). 
The present has improved our understanding of the physical cause-effect relationships governing the transport 

processes for the different water masses in the eastern Barents and Kara seas. Even with a good understanding of 
these governing physical processes, however, it is necessary to have reliable boundary conditions to be able to 
quantify the rates and routes. and predict the future. The pathways seem to be steered by topography and driven 
by tide-topography effects in some regions. Both are predictable. Judging from Fig. 3, the advective forcing may 
be too strong. More work is needed to determine how this is driven by the remote sea level variability. 

346 

____._, _I,._XII___ “_-.1_..- . __.I. l._l.--.-- 



.i? .-x. -70 .s 15 . -A. .79 $ 10 -+ .-95 I I-, ..94 I 04 I , I'----------) 
Dikson 100 200 kmNW 

Fig. 8. Comparison between field and laboratory salinities [ 141 (field data from 1241. [S] and [ 151) 

The present study is more exploratory than parametric. More systematic studies <are needed to better quantify 
the validations to corresponding measures. and to study the sensitivity of the system to the boundary conditions, 
including the bottom topography. The degree to which the transports depend on local meteorological parameters 
(wind and heating) will determine the degree to which the fate of contaminants can be predicted. The sensitivity 
of the transport routes and times of travel to the governing processes is an important issue, since climatology can 
provide reasonable answers in many cases. Such a study should be made to determine how much of the 
spreading is affected by stochastic (unpredictable) events. The reasonable validation of the laboratory 
simulations to field data implies that the chosen boundan, conditions are reasonable. and that they represent the 
dominating forcing. 

The model simulations reported here have the nature of a complicated process study, and have provided a 
comprehensive, detailed description of the transport routes for contaminants from a variety of sources in the 
castem Barents and Kara seas, for windless conditions. The present results can therefore. in principle, provide a 
benchmark to test idealized numerical models using the given forcings and no wind. In this way it will be 
possible to study the role of the separate advective forcings, <and the artificial tidal excitation. Similar 
benchmarks have been provided by other laboratory models. e.g. 131 and [25). 
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Abstract: A 44-layer model is used to study intermediate-water circulation in the Pacific Ocean. Each 

of the model’s four active layers represents a different water-mass type, namely, surface water (layer l), 
thermocline water (layer 2), North Pacific and South Pacific intermediate waters (NPIW and SPIW; 
layer 3), and Antarctic Intermediate Water (AAIW; layer 4). Across-interface flow between the layers 
parameterizes the processes of upwelling, subduction and diapycnal mixing Solutions are obtained 
in a domain resembling the Pacific basin from 50”s to 55’N, and they are forced by annual-mean, 
climatological winds. They are also forced by an infIow of layer-4 water at the southwestern corner of 
the basin, and a compensating outflow in layers 1, 2 and 3 through the western boundary just north of 
the equator; this mass exchange simulates the Pacific interocean circulation (IOC), in which intermediate 
water enters the South Pacific and the same amount of upper-ocean water exits via the Indonesian 

Throughflow. 
Solutions with and without forcing by the IOC are compared. With the IOC, SPIW fills the equatorial 

ocean and AAIW can spread into the subpolar region of the North Pacific. Without the IOC, however, 
NPIW fills the equatorial ocean, and AAIW is virtually confined within the South Pacific. Thus, the IOC 
is an important element of the Pacific general circulation, essentially determining much of the structure 

and water-mass properties of its intermediate-water flow. 

1. Introduction 

Recently, it has become clear that circulations in the tropical Pacific are not dynamically isolated, 
but rather are connected to the Pacific general circulation through meridional cells that extend to mid 
and higher latitudes. Indeed, because branches of these cells tend to converge in the western tropical 
Pacific, it is a place where a number of distinct water masses intermingle [l]. Figure 1 (adapted from [2]) 
illustrates the typical salinity field in the central tropical Pacific, and it indicates the presence of at least 
five water masses in the tropical ocean. Low-salinity (34X34.5 ppt) surface water centered near 10”N 
is formed locally in the vicinity of the Intertropical Convergence Zone (ITCZ). Northern and southern 
thermocline waters, formed by subduction in the subtropical oceans, are identifiable by tongues of high 
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Figure 1: Mean distributions of salinity S between Hawaii and Tahiti near 155”W. The contour interval 
is 0.1 ppt. High-salinity tongues extend equatorward in both hemispheres to about 5”s and 12ON. At 
greater depths, a low-salinity tongue of NPIW extends upward and equatorward from the lower-right 
corner of the plot, and SPIW fills the tropical ocean to about 12”N. (Adapted from (21.) 

salinity (maxima of 35.0 ppt for the northern tongue and 36.2 ppt for the southern one) that extend 
equatorward from the subtropics. At greater depths, low-salinity (34.634.9 ppt) water formed at high 

latitudes in the southern hemisphere, [3], [4], [5], spreads throughout the equatorial ocean to about 12”N. 
This water is a mixture of upper Antarctic Intermediate Water (AAIW), Subantarctic Mode Water and 
southern thermocline water, and we refer to it as South Pacific Intermediate Water (SPIW). Intermediate 

water with the lowest salinity (34.2-34.5 ppt) is located underneath the northern, high-salinity core; it 
is linked to North Pacific Intermediate Water (NPIW), which is primarily formed by mixing between the 
Kuroshio and Oyashio Currents during wintertime convection [6]. Note that NPIW can only spread to 
the latitudes of the ITCZ. At depths greater than displayed in Figure 1, AAIW fills the tropical Pacific 
and is detectable even in the far northeastern Pacific [7], [S]. 

Significant water exchange between the Pacific and Indian Oceans occurs in the Indonesian Archipelago, 

where the Indonesian Throughflow allows an outflow of upper-ocean water estimated to be 5-15 Sv (91, 
[lo], [ll]. This outflow appears to be balanced by an inflow of intermediate water associated with the 

Antarctic Circumpolar Current [12]. We define the Pacific Interocean Circulation (IOC) to be all the 
pathways that connect this southern inflow to the Indonesian outflow. Defined in this way, the ICC is 
the Pacific branch of the hypothesized global “conveyor belt” [9], and its deeper pathways are composed 
of AAIW and SPIW. 

The above observations suggest several intriguing questions: Why does NPIW flow into the tropical 
ocean, but not into the equatorial region? Why instead does SPIW fill the equatorial region? Why does 
AAIW flow to the northeastern Pacific? In this paper, we investigate these questions using a 4+-layer 
model to simulate the circulation in the upper (5 1200 m) Pacific Ocean. In Section 2, we summarize 
the essential physics of the model. In Sections 3 and 4, we compare solutions with and without the ICC. 
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Figure 2: A section along 175’W for the solution forced by the IOC, illustrating the structure of the 
model. Various quantities are defined in the text. The shaded regions indicate locations of the NPIW 
that flows into the tropics. 

As we shall see, the IOC is necessary for the model to be able to develop an intermediate circulation that 

resembles the observations. 
The research reported here is an extension of the study by [13], who used a 3$-layer model to inves- 

tigate the source waters of the Pacific Equalaria Undercurrent. The two studies are complementary in 
that the focus of the present one is on intermediate-water circulation, whereas that of the previous one 

is on the shallower circulations involving thermocline and surface waters. 

2. Model Ocean 

Figure 2 schematically illustrates the structure of the model, showing a meridional section at 175”W 

of the solution in Section 3. It consists of four active layers with thicknesses hi, velocities vi and 

temperatures Ti (i = 1,2,3,4 is a layer index), overlying a deep, inert layer of temperature T4 = 0°C 

where the pressure-gradient field vanishes. Each of the layers corresponds primarily to a single water- 

mass type, namely, surface water, thermocline water, SPIW and NPIW, and AAIW in layers 1, 2, 3 and 
4, respectively. For convenience, the active layer temperatures Ti are kept fixed at the values 28, 20, 13 
and 8°C. (It is, however, not necessary to fix layer temperatures in models of this type. See [14] for an 
example of a solution in which layer temperatures vary realistically.) The initial layer thicknesses are 

chosen to be hiin = 100 m, hain = 200 m, hsin = 300 m, and hdin = 600 m. Water can move across 

the interfaces beneath the upper three layers at the velocities wr, 202 and ws, but no exchange is allowed 
between layer 4 and the deep ocean or between layer 1 and the atmosphere. These velocities are a crucial 
part of the model’s physics, because they represent all the vertical mixing processes in the model (i.e., 
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entrainment, subduction and diapycnal mixing). For our purposes, w2 and wg are particularly important 
because they determine the regions where intermediate water rises in the water column. 

The across-interface velocity beneath layer 1 is given by 

WI = (h1;ltyJ2 KHl - hl)B (Ydl - Ivl) + S(H1 - hl)B (Iyl - ?&l)] ) 

where 0 and s are step and sign functions, respectively, ydi = 18”N, HI = 50 m, and tr = 1 day. 
According to (1), water located equatorward of +&i will entrain into layer 1 (wi > 0) wherever hi 

becomes too thin (hr < HI), a process that parameterizes the upwelling of layer-2 water into layer 1. 
Poleward of fydi, water can entrain into layer 1 but it also detrains into layer 2 if hi becomes too thick 
(hi > HI), a process that parameterizes the subduction of layer-l water into layer 2. Because both 
entrainment and detrainment occur poleward of fydi and the adjustment time scale tl is so small, hr 
necessarily remains close to H1 there (Figure 2). Poleward of fydi , then, layer 1 represents a mixed layer 
of constant thickness HI rather than a dynamically active layer. 

The across-interface velocity beneath layer 2 is 

w-2 = n2 - - - 0 bd2 - IYl) + (h2;2z)2 5YH2 - h2)f3 (IV/ - ?/d2), (2) 

where y& = 37”N, Hz = 100 m, t2 = 1 day, and n2 = 0.2 cm2/s. According to (2), w2 is determined by 
the second term poleward of fyd2, which ensures that h2 remains close to Hz; consequently, layers 1 and 
2 together represent a mixed layer of constant thickness, HI + Hz, there (see Figure 2). Equatorward 
of f?&, w2 is determined by the first term, which represents diapycnal mixing [13]. Note that wz # 0 

wherever h3/hg # h3in/h2in, that is, w2 acts to relax layer thicknesses to their initial values when no 

force is imposed. 
Finally, the across-interface velocity beneath layer 3, 

is determined entirely by diapycnal mixing, where ng = 0.2 cm2/s. Upward mixing is prominent where 
h3 becomes thin near the southern and northern boundaries of the basin. 

The model basin is illustrated in Figures 3 and 4 below. Closed, noslip conditions are imposed 
on continental barriers (thick lines in the figures). In layer 4, boundary conditions along the western- 

boundary segment from 45’S to 50”s are 

Ul = 0, 212 = 0, 
M 

u3 = hlLwl ’ 
Viz = 0, (44 

where M = 12 Sv and L,I = 550 km is the width of the segment. In layers 1, 2 and 3, boundary 

conditions from 4“N to 8”N, which represents the Indonesian passages in the model, are 

1 M 1 M 1 M 
u1 = -j; hlL,2 j U2 = -j h2L,2 7 u2 = -3 h3Lw2 j Viz = 07 (4b) 

with Lw2 = 440 km being the width of the segment. According to (4a) and (4b), a transport of 12 Sv 

enters the Pacific at the southwestern corner of the basin within layer 4, and the same amount leaves in 
layers 1, 2 and 3 via the Indonesian passages. 

The wind stress that forces the model is a smoothed version of the annual-mean wind stress of [15], 
reduced by a factor of 0.7 because these winds are commonly believed to be too strong in the tropics. 
The inflow and outflow associated with M is the other forcing mechanism that drives the model. 
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Solutions are evaluated on a standard Arakawa C-grid with a resolution of AZ = lo, Ay = 0.5”, and 

the equations of motion are integrated forward in time with a time step of At = 72 min. The solutions 
discussed in Sections 3 and 4 are obtained by integrating the model for 100 years from a state of rest, by 
which time they have adjusted to equilibrium. 

3. Solution with the IOC 

Here, we describe the solution with the IOC, that is, the one forced by both the wind and transport 

M. To focus attention on intermediate-water circulations, we only report layer-3 and layer-4 flow fields 
below. (See [13]for a discussion of the layer-l and layer-2 currents.) 

3.1. NPIW and SPIW 
The upper panel of Figure 3 shows the layer-3 flow field. Five streamlines are plotted in the panel. 

Streamline E extends eastward and southward around the perimeter of the Subtropical Gyre, meanders 

into the eastern ocean, crosses the interior ocean near 15’N, and finally recirculates within the tropics; its 
defining characteristic is that no streamline located outside of E (that is, farther toward the edge of the 
Subtropical Gyre) enters the tropics, but instead intersects the eastern boundary near 30”N. Streamline 
E’ is located near E, but does not meander eastward. Streamline B ends at 16.5”N on the western 

boundary, the bifurcation point of the Subtropical Gyre in this layer. Streamline C begins at 2”N on 
the western boundary at the point where northern- and southern-hemisphere waters converge, and hence 
it provides a dividing line between NPIW and SPIW. Streamline 5’ illustrates a typical pathway for the 

flow of SPIW throughout the basin. 
The NPIW is formed in the mixed-water region where the Oyashio and Kuroshio come together (e.g., 

see 161; trapezoidal region in the upper panel of Figure 3). The part formed north of E either moves into 
the subpolar ocean or upwells along the North American coast, and that formed south of B recirculates 

within the Subtropical Gyre. Only NPIW formed between E and B flows into the tropics, virtually all 
of it west of E’ thereby bypassing the eastern ocean. As this “tropical NPIW” circulates around the 

Subtropical Gyre, its transport increases somewhat north of &Q due to subduction (shaded region in 
upper panel of Figure 3) and south of y& due to upward mixing of AAIW from layer 4. By the time 
it reaches the Indonesian passages its transport is 4.5 Sv. Most of it (4.0 Sv) exits the basin via the 
Throughflow, the remainder turning eastward to flow back across the interior ocean. Outflow in the 
Indonesian Throughflow, then, is the reason why so little NPIW is present in the tropical ocean. The 
shaded regions in Figure 2 are bounded by the positions of streamlines E and B at 175”W, and hence 
indicate areas of tropical NPIW. Note that the region closest to the equator appears as a tongue rising 
toward the equator, consistent with the observed tongue of NPIW (Figure 1). 

The primary source of SPIW is upward mixing of AAIW near the southern boundary (light-shaded 
region in the lower panel of Figure 3) where ha becomes very thin (Figure 2). In fact, most of this water 
first upwells into layer 1 there, and only then returns to layer 3 via subduction south of -y& (light-shaded 
region in the lower panel of Figure3). The SPIW circulates in the deep part of the Subtropical Gyre, and 
flows equatorward in a western-boundary current that includes the New Guinea Coastal Undercurrent 
[3], [B]. As it does, its transport increases somewhat due to upward mixing, and the amount that finally 
moves to the equator is 5.2 Sv. 
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Figure 3: Horizontal distributions of vs (upper panel) and v4 (lower panel) for the solution forced by 
the IOC. Current arrows are of the vector fields vi = vi/lvil* (i = 3,4), which has the same direction 
as vi but an amplitude of lvil+ ; this modification enhances the strength of weak flows relative to 
stronger ones, allowing them to be more visible in each plot. In the upper panel, the dark (light) 
shading indicates regions where 202 is significantly negative (positive). In the lower panel, the shading 
indicates where ~3 is significantly positive. The trapezoidal region in the upper panel indicates the 
mixed-water region where NPIW is mostly formed. Definitions of the various streamlines are provided 
in the text. 
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At the equator, much of the SPIW flows eastward, eventually filling the entire eastern tropical Pacific 
east of streamline C. Interestingly, when this eastward current enters the central Pacific, its maximum 
speeds are located at about f3”, and the cores shift away from the equator farther to the east (as 

indicated by streamlines C and S). These properties are reminiscent of the Tsuchiya Jets (TJs), which 

are permanent features of the observed Pacific circulation [16], [17], [18]. In this solution, however, the 
TJs are broader and weaker than the actual ones, likely due to the coarse resolution of the model’s grid. 
Note also that the TJ pathways are not symmetric about the equator: The southern TJ extends to the 
eastern boundary where it upwells into layer 3 (as indicated by S), whereas the northern TJ recirculates 
in the tropical ocean from 2’N to 15’N (as indicated by C). These features are in agreement with the 
observations [17], as well as a solution from a high-resolution GCM (I&da, 1998, priv. comm.). 

Note that both streamlines C and E recirculate within the tropics. If they are extended further, 
they spiral inward to a central point, a consequence of upwelling of layer-3 water into layer 2 by Ekman 
pumping associated with the ITCZ. Thus, the area that is (nearly) enclosed by C (and E) is a recirculation 
region where NPIW and SPIW are necessarily well mixed. 

3.2. AAIW 
To illustrate the circulation of AAIW, the lower panel of Figure 3 plots ~4, together with shaded 

regions indicating where ws is significantly positive and three streamlines. Streamlines Sl and S’s start 
at the inflow port in the lower-left corner of the plot, and illustrate typical pathways for the spreading of 
AAIW throughout the basin. Streamline W extends across the interior of the North Pacific, and defines 
the dividing line between northward-spreading AAIW and “old” recirculating North-Pacific water. 

Similar to the SPIW circulation, water imported into the South Pacific first flows eastward along the 
southern boundary, then circulates westward and northward within the deepest portion of the southern 

Subtropical Gyre to intersect the western boundary near 35’S, and finally flows north to the equator in 
a western-boundary current, consistent with the observed flow of AAIW [B]. 

When AAIW reaches the equator, most of it turns eastward to fill the tropical ocean, where it 
slowly mixes upward into layer 3 since h3 < 2h4. Part of it, however, continues to flow northward 
as a western-boundary undercurrent, consistent with the observed Mindanao Undercurrent [19], [20]. 
This western-boundary current turns offshore near 25”N, circulates eastward and northward across the 
interior ocean, and eventually moves into the subpolar ocean in the far-eastern ocean (streamline W). 

This interesting interior pathway is an across-gyre “window” that exists in a region where the zonal speed 
of second-baroclinic-mode Rossby waves vanishes [21], [22], [13]. The IOC water in this northern branch 
first upwells into layer 1 due to Ekman suction before departing the subpolar region [13]. 

4, Solution without the IOC 

Figure 4 shows the layer-3 and layer-4 flow fields of the solution without forcing by the IOC (i.e., with 
M = 0). In layer 3 (upper panel of Figure 4), streamlines E, B, and C have the same meanings that they 
do in Figure 3. Streamline S begins at an eastern-boundary convergence point. In this case, NPIW fills 
the tropical ocean north of streamlines C or S, SPIW is confined entirely within the South Pacific, and 
there is a recirculation region where SPIW and NPIW are well mixed south of the equator. The layer-4 
circulation (lower panel of Figure 4) is weak in this solution since it is not forced by M. Streamline C 
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begins at 2”s on the western boundary where the northern and southern water masses converge. Thus, 
southern-hemisphere water does not spread into the northern Pacific at all. 

5. Conclusions 

The circulation of intermediate waters is very different in solutions with and without forcing by the 

IOC. With IOC forcing, nearly all of the NPIW that moves into the tropics exits the basin via the 
Indonesian Throughflow, SPIW fills much of the tropical ocean, and there is a recirculation region in 

northern tropics where NPIW and SPIW are well mixed. In addition, AAIW spreads throughout the 
North Pacific. These properties are all consistent with the observed circulation. Without IOC forcing, 

NPIW occupies most of the tropics to 2O”S, and southern-hemisphere water in layer 4 does not flow north 
of the equator, properties that differ markedly from reality. 

These results suggest that the Indonesian Throughflow is the reason why intermediate waters of 

southern-hemisphere origin fill the tropical Pacific Ocean and spread to high northern latitudes. Further 
observational and theoretical work is needed to confirm this conclusion. If proven true, it is a remarkable 
example of remote forcing, in which outflow in the Indonesian passages determines properties of the 
intermediate-water circulation throughout the entire Pacific Ocean. 
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Abstract. Some of the properties of the variability of the Subpolar Front and Jet in the Japan (East) Sea (JES) 
are simulated with a mesoscale-admitting implementation of the Princeton Ocean Model (POM). A comparison 
of model output over Days 1,000 to 2,000 of a simulation (with steady atmospheric and throughflow forcing) to 
CREAMS current meter data in the Japan Basin indicates considerable agreement in the mesoscale band but not 
for mean values. The simulation indicates that the major JES circulation feature is a cyclonic recirculation gyre 
which interacts with the bottom topography of the deep Japan Basin and the Subpolar Front and Jet. 

Introduction 

The Japan (East) Sea (JES) is a semi-enclosed sea connected to adjacent regions by relatively shallow 
(ca. 200 m) straits [Korea/Tsushima Strait for the inflow (predominantly); Tsugaru and Soya Straits for the 
outflow (predominantly); and Tatarskii Strait, with negligible throughflow] and several relatively deep (ca. 3 
km) basins (Japan, Yamato, and Ulleung Basins) (Fig. 1). Consequently, the upper several hundred meters of 
the southern half of the JES is stratified, and, in the upper ocean, the East Korean Warm Current (EKWC) flows 
along the Korean Coast to ca. 38N where it separates and flows eastward along the Subpolar Front as the 
Subpolar Jet, and the Nearshore Branch (NB) that flows along the Japanese Coast. Mesoscale variability is 
observed to-be ubiquitous. The Subpolar Front is one of the loci of high mesoscale variability. 

The Princeton Ocean Model (POM) [l] has been implemented for the JES with ca. 10 km horizontal 
resolution and 26 sigma-levels, which are concentrated in the surface and bottom boundary layers but are 
otherwise uniformly distributed in the interior. It is implemented with a smoothed version of DBDBS bottom 
topography, and Levitus [2] temperature and salinity field climatologies are used to initialize the model. A 
variety of sensitivity studies have been accomplished [3] and early results have been summarized [4]. 

In this study, SOJ-POM is forced with climatological mean throughflow and wind-forcing [5], and 
relaxation to climatological mean surface temperature and salinity. With the climatological mean mass fields as 
initial conditions, SOJ-POM spins-up rapidly and considerable mesoscale variability develops, including a 
meandering, eddy-shedding Subpolar Jet and Front (SJF) system. Here, some of the simulated properties 
between Days 1,000 and 2,000 are examined. At this stage, the model has settled into a regime where the 
EKWC bifurcates with a branch that separates further north. Fist, aspects of the mean and variable fields are 
described. Second, the means, standard deviations, and spectra of simulated currents are compared with 
observed currents available in the interior of the deep Japan Basin (JB). Third, some features of the simulated 
SJF are examined. Finally, the results are summarized. 

Mean Fields and Variability 

For the interval of focus (Days 1,000 to 2,000), the mean and standard deviation of the seasurface 
height (SSH) and depth-integrated stream function (ISF) are examined (Fig. 2). The mean SSH field evidences 
the predominance of EKWC, NB, and SJF in the upper layer of the southern basin, while the Liman Current 
along the Russian Coast is part of a cyclonic flow in the northern basin, and there is a cyclonic gyre over the 
deep JB adjacent to the SJF. From the standard deviation SSH field, the variability is greatest near the separation 
point along the Korean Coast; other high variability zones are located off the Russian Coast and over the deep 
JB. From the mean ISF field, the cyclonic gyre over the deep JB is the major circulation feature, and that there is 
also a secondary cyclonic gyre over the southwestern JB. The standard deviation ISF field is dominated by 
variability over the deep JB that is centered on the mean cyclonic gyre. 

The first two vertical EOFs of horizontal velocity components at three fiducial points (Fig. 1) in the JB 
are examined for the distribution of vertically coherent variability over the water column (Fig. 3). Points S4 and 
S6 (situated on opposite sides of JB) have very similar EOFls for both the zonal and meridional velocity 
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components, both in terms of fractional variance and vertical structure. Their vertical structure is largely 
uniformly sheared in the upper 500 m and uniform and weak below 750 m, consistent with phase-locked 
barotropic and first baroclinic dynamical modes. However, the EOFls for S5 (in the center of JB) are quite 
different: Ul is almost uniform (barotropic), while Vl is sheared in the lower as well as the upper layer; they 
also account for a substantially smaller fraction of the variance compared to S4 and S6. Together, EOFl and 
EOF2 account for at least 90% of the variance at S4 and S6, but only 87% and 61% for Ul plus U2 and Vl plus 
V2, respectively, at S5. The exceptional case is U2 because it differs substantially at each point, and only U2 at 
S4 is similar to V2. Interestingly, U2 at S5 appears to be the first baroclinic mode. Recalling that Ul at S5 has 
almost a pure barotropic structure, then the barotropic and first baroclinic modes at S5 are not phase-locked in 
(only) the zonal component. Again, the vertical structure of V2 is very similar at S4 and S6, but rather different 
at S5; however, they all tend to vanish at the surface. 

Comparisons of Model Output and Observations 

To help validate the model simulation, comparisons of current time series are made at the location of 
current meters in moored arrays deployed as part of the CREAMS experiment [6]. The current meters were 
typically deployed at nominal depths of 1,000,2,000, and 3,000 m. One year of common data (from AUG93 to 
JUL94) was used to compare mean and standard deviation profiels. The vertical profiles of mean currents 
compare poorly: while the observed values were generally less than 1 ems-‘, 
several ems-’ at the depths of the current meters. 

the simulated values were typically 
In contrast, the standard deviation profiles were largely 

isotropic and spatially homogeneous (with greatest values in the upper 500 m) and agreed quite closely with the 
observations, typically within 1 cmi’ for values of 1 to 4 cmi’. 

The longest observed (3 years) time series available are used to compare with spectra at two depths 
(2,000 and 3,000 m) (Fig. 5) for each velocity component at S5 (=M3). Overall, there is good agreement for the 
mesoscale band (10 to lOO-day period); i.e., the spectral slopes and energy levels are similar. The observations 
have a strong inertial peak which is absent in the model output due to the steady forcing. Substantial energy 
from the “weather band” (1 to IO-day period) is also absent in the model output for the same reason. 

Overall, the comparison to observations suggests that the model captures much of the mesoscale 
variability due to intrinsic dynamical instability, though the mean motions in the lower water column are suspect. 

Subpolar Jet and Front 

The EKWC bifurcates with the southern branch separating at ca. 38 N and forming the SJF along the 
southern edge of the JB, and the northern branch separating at ca. 43.5 N and forming a second eastward jet, Fig. 
6. These zonal jets are baroclinic in the upper 500 m but penetrate to the bottom (at a depth of ca. 3 km), Fig. 7. 
While the major features of the circulation are persistent between Days 1,000 and 2,000, they undergo variation; 
for example, the cyclonic recirculation gyre of the JB intensifies and moves southwestward a few hundred km, 
Figs. 6 and 7. 

summary 

Numerical simulations with SOJ-POM indicate that a cyclonic recirculation gyre over the deep JB is the 
major, persistent circulation feature in the JES. and it is the locus of maximum variability. Its southern limb is 
tangent with the SJF. The JB cyclonic recirculation gyre is baroclinic in the upper 500 m and barotropic 
throughout the water column below. With steady forcing, the intrinsic variability (due to internal dynamical 
instabilities) of the numerical simulations is comparable to observed values over the JB, especially in the 
mesoscale frequency band, The numerical simulations also give insight into the role of the JB cyclonic 
recirculation gyre, its density dome, and its interaction with bottom topography, in controlling the variability of 
the SJF system. 
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Figure 1. Bottom topography of JES used in SOJ-POM (fiducial points for analysis in Figs. 3,4, and 5 and the 
meridional transect used in Fig. 7). 
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Figure 2. Mean and standard deviation of seasurface height (SSH) and depth-integrated streamfunction (ISF) 
fields for SOJ-POM from Days 1,000 to 2,000. 
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Figure 6. Synoptic surface (3 m) currents in the Japan Basin subdomain of JES on Days 1,000, 1,440, and 2,000. 
Bold meridian corresponds to locus of transects in Fig. 7. 
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Figure 7. Meridional transects of zonal velocity (left panel) and density (right panel) at 137.5 E on Days 1,000. 
1,440. and 2,000 (CI = 0.1 for zonal velocity and sigma-t). 
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Abstract 
Inertial motions are observed almost everywhere in the ocean and distinct peaks in power spectra of velocity 

and temperature-salinity-density fluctuations are seen near the inertial frequency. The positive shift of maximum 
from inertial frequency dominates in many observations and leads to the possibility of direct exchange of energy 
between inertial and internal gravitational waves, especially in the regions of large horizontal gradients of density, 
that is, in frontal zones. We are analyzing different mechanisms leading to the blue shif-l, and our explanation is 
the effect of bottom or upper turbulent boundary layers. 

Analysis and estimates 

The dispersion relations for pure inertial waves, pure internal gravitational waves and inertia-gravitational 
waves are as follows: 

O=f*COd, (1) 

o =N-sine, (2) 

(3) 

Here ci) is wave frequency, f - inertial frequency, N - Brunt-Vaisala frequency, 8 - the angle between wave 
vector and vertical direction. 

It is clear from these relations that f is a resonance frequency for both internal inertia-gravitational 

waves (CO 2 f) and pure inertial waves ( 0 5 f) So it is natural to believe that spectra of velocity and scalar 

parameters (temperature, salinity) fluctuations will have maximum just at that frequency. But a great number of 
observations show, that in most cases very distinct energy peaks for current and temperature-salinity-density 

fluctuations are at frequencies f + 6. 
The observed values of 6 are from l-3% up to 1525%, that is, they can be considerably higher than 

statistical uncertainties. One of interesting features of observational results is predominance of positive values of 

6 [ 11. Here we are trying to explain just this feature and follow its consequences. 

Let us look at several possible mechanisms for the frequency shifI 6 

I) Generation of inertial motions by the wind tangential stresses [2] leads to the shift 

(4) 

where N is Brunt-Vaisala frequency, L - horizontal wave-length, p - effective 

coefficient of exchange. For general ocean conditions the value of 6 t is rather small - l-3%. Close to that value 

is the result of Gonella [3]. 
If we use the Pollard and Millard’s [4] relation for the effective frequency of wind-generated inertial waves 
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2 2 “2 

f,=f l+y$ , c I (5) 

we can obtain as the first approximation for 6: 

I k2N2 
&,= ~~ -~* 

2 f2n2 (6) 

Here n is the vertical wavenumber and k is the zonal wavenumber. For the typical ocean conditions we can 

estimate the positive value 8 2 = 3 - 5 % . 

2) Advection by currem (Doppler shift) can be estimated from the relation [S]: 

h3 = +u,k (7) 

and can reach the values 3-S%, the sign depending on current and inertial wave relative direction. But in many 
cases, where mean current velocity is considerably higher than inertial motion velocity, the positive shift will 
dominate. 

3) Mean current vorticity 0 = &7 / 8X - 8U / ay gi ves for the effective local inertial frequency [6]: 

fe=Jf2+f0, and 6,=s:o/2. (8) 

For some specific regions (equatorial currents, for example) the blue shiR can dominate, but in general it has no 
preference comparing to the red shift. 

Lately van Meurs [7] and Lee and Eriksen [S] have shown, that in frontal zones especially important 
are gradients of vorticity and Vaisala frequency, as large spatial variability of the vorticity and density fields is 
characteristic of these zones. 

4) Space-time difference between the inertial motion generation and observation processes. Strong inertial 
oscillations can propagate more than 500 km during C-10 days [9]. If that propagation is in direction up or down 
the latitude, the difference between observed and local inertial Cequencies can be of order f 10 % . So, we will 
have rather stable blue shifts in regions with mean currents from low to high latitudes (western parts of the 
oceans) and red shifis in regions with mean currents from high to low latitudes (eastern parts of the oceans). 

5) Boundary layers. If a boundary layer is produced by inertial and geostrophic currents, it serves to dissipate 
energy, and amplitude attenuation and frequency decrease are the result. But the feed-back of vertical fluctuations 
at the boundary of boundary layers is usually not taken into account. We can do that, if we find such velocity 

u(x, y,t) I) that matches these vertical motions, produced by the small-scale turbulence in the boundary 

layer. 
We are usiig the equations for the velocity in the boundary layer and continuity equation: 

au --fv=-ap+d p (3u 
dt ax az ( 1 ‘dz ’ (9) 
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u = v = 0 for z = 0, u = u, v = 0 for z = h, (12) 

where h << H is the boundary layer height, U is the velocity in the ocean interior (generally the sum c 

geostrophic current and inertial oscillations). 
Using the nondimensional functions 

q=zf/U, cp(q) = u / u, vv(5)=v/Ur (13) 

we obtain the system, which can be easily integrated: 

Integrating (16) with 

we obtain 

d-9 b”; P- ( 1 d5 -yJ=o, 

$ P-- ( 
w 
d5 ( 9 p-1 =o, 

v(5) - w(5) 4 

ii = w(5) o(5) ‘vf 

(14) 

(‘5) 

(16) 

(17) 

(19) 

(20) 

a, 

where SO = 
I 0 w 5 d5I are positive constants. Usiig these relations and (l9), we 

0 0 

can obtain for the near-inertial velocity V the equation: 

&/at+ l+s’ l-l t 1 s*$ -f(Ex++++~ 181 c, (21) 

where Do = H/S,. 
We can see, that effective inertial frequency is augmented by the positive value 
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(22) 

Our estimates show that due to the feed-back of boundary layers we can have always positive value of order S- 
10% for the relative shift 6 of inertial frequency. 

Discussion 

We know that a large amount of the Earth rotation energy is given to movements in the ocean and 
atmosphere. And we know corn observations that internal gravity waves have maximum energy near the inertial 
frequency f. But modelling the direct excitation of rW by pure inertial motions is not possible because of 
peculiarities in the equations for both pure inertial oscillations and gravitational internal waves at frequency f. 

Now we have shown that most of inertial oscillations should have frequencies a little higher than f 
because of interaction with turbulent boundary layers. Free inertia-gravitational internal wave have the widest 
range of eigen modes and corresponding wavenumbers near the inertial frequency. In this case horizontal inertial 
motions excited in zones with large horizontal gradients of density (that is, in zones with inclined isopicns) will 

force vertical motions at tiequencies f + 6 and in such way generate internal gravity waves in the resonance 
regime just at frequencies, where maximum energy peaks are observed. 

So, the frontal zones in the open ocean and along shelves. should be and really are the zones with 
maximum energy of near-inertial internal gravity waves. 
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Abstract. Variability of the Kuroshio front mean position is studied in dependency on the subtropic gyre 

currents intensity. Principal possibility of the seasonal prediction of the front position is revealed. 

Having stated the global climatic problems, the ocean climate and its variability shall be 

investigated. At the present stage of great concern are non-quasistationary multi - year climatic 

background but the tendencies of the background changes for some decades, such changes can occur 

even on local spatial scales. The ocean climate has been studied much worse if compared to the 

atmosphere one [5]. 

The process interdependence from the small scales to planetary ones has a great importance for the 

oceanic trend understanding in the climate changes. The temporal - spatial diagrams show that the 

atmosphere and the upper ocean layers are evidence of the rapid part of the Earth climatic system, but 

the deep sea layers are the slow ones [4]. The ocean is a basic mechanism of the longterm fluctuation in 

the system - ocean- atmosphere, therefore, to describe the climatic changes in an actual way its state 

shall be studied. 

Thus, to obtain information required, to make a choice of averaging scales and providing of the 

fields in a form of the sum of the trend components and random “adds” we shall know the spectral 

structure of the ocean hydrophysic fields. To divide the fields as determinated and random components 

is an equivalent to the fact that the field studied has in its composition a number of structures of the 

fixed scale. 

The annual ocean surface temperatures averaged by the space under the condition of the long term 

set and the interannual changes smoothing are the ocean parameter of the climate significant. 

Nevertheless, the processes investigation in the most upper ocean layer by the’ OST data is not 

enough basic for understanding of its role in the climatic system. The result analysis of the previous 

studies demonstrates that in some cases trend revealing problem has been solved rather strictly, 

however, in many examples the initial data have been distributed irregularly in time [2]. So, to discover 

the climatic tendencies we shall systematize (classify) the deep sea data being available and provide the 

observational system arrangement. 

The north-west Pacific has enemas biological resources, the marine environmental monitoring shall 

be arranged for their right exploration [8]. A certain feature of the N-W Pacific is the Subarctic front, it 

is zone of the cold subarctic and warm Kuroshio waters contact. The spatial-temporal oceanic front 

variability is referred to a number of the basic indications [l], but on the Kuroshio front there is very 

little information. The basic difficulty for oceanic front problem decision is their non-stationary. The 
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ocean role understanding in the climatic system relates to a problem of the meridional transport correct 

estimation which is one of the essential mechanism in the Earth climate formation. In addition, 

monitoring of the current discharges has a special climatic meaning. 

For the tendency of actual problem decision, we have considered variability of the North Trade 

current discharges in parallel with the Kuroshio one along 137” E in 1972-1991, an interaction of them 

has been determined in quantitative way, a systematic component of the temporal fluctuations has been 

revealed. Multi-year variations (1965-1991) of the Kuroshio front mean position (140-l 50” E) 

eastward the Honshu Island have been studied, in which the similar tendencies to the current discharge 

changes of the Pacific subtropical gyre have been discovered. 

The vertical temperature section crossing the Subarctic front were constructed along the section of 

145O E based on multy-year oceanographic data collected in February and August. The figure shows 

that the frontal zone transforms significantly from winter to summer in the upper oceanic layer, but it is 

well distinguished in the layer of 150-300 m. 

The front position was marked on each longitude from 140” to 150” E, and then the value 

corresponding to the average front position eastward from the Honsu Island was calculated. To improve 

the accuracy of our calculations the characteristic isotherm (isohaline) in zone of maximal gradients was 

assumed as a criterion of the fi-o,nt. 

The preliminary analysis suggested that the isotherm 13” C and isohaline 34.6 %o at the level of 

200 m, located in the Kuroshio current zone, are the most informative for the Subarctic t?ont within the 

region of 140- 150”E. Therefore, for further investigations the term Kuroshio front was used appropriate 

to the chosen criterion. 

The annual variability of the front position is characterized by the northeast displacement in 

December and by the southeast in April. During the cold period (December- April) the rapid front 

displacement southward is observed and then the relative smooth fluctuation of its northward movement 

occurs 163. 

Interannual front position variations are one of the basic indicators of the ocean thermodynamic 

regime, but the shortage of information regarding this problems is obvious. To investigate the multy- 

year Kuroshio front variability, the mean front position (within the region of 140-150’E) and standard 

deviations were calculated using the seasonal mean temperatures at the level of 200 m from 

observational data collected in 1965- 199 1. The isotherm of 13°C was also assumed as a criterion of the 

front [6]. 

In 1965-1977 a tendency for the ti-ont to move northward from 35.5 to 37’N was observed, then 

in 1978-1986 the front shifted southward (to 35.2’N) and in the latter period the inverse shearing to 

36.4’N (in 1991) occurred. The Kuroshio front was located in the extreme north and south positions in 

autumn of 1977 (37.6’N) and in summer of 1986 (34.7’N), respectively. The front meandering 

decreased in 1965-1977 and increased in 1978-1985. 

The front meandering is a wave of the current track deviation (bending) which is a consequent of 

eddy detachment, and is considered as one of the basic reasons for the spatial front position variability. 

Apparently, it is under the influence of quasi-stationary meanders and Rossby waves, associated with 

the non-stationary Kuroshio. The quasi-stationary meanders were well distinguished by the averaged 

spatial front position for all four seasons for the period of study. The greatest meander amplitude was 

observed in winter, while in the warm period the front shear became more sloping. 
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Multy-year variability of the average front position is on influenced the water circulation intensity 

on the western periphery of the subtropic gyre [3]. Fig. 1 presents the calculation results of the 

arithmetic mean of the North Trade and Kuroshio currents discharges as well as the Kuroshio front 

mean position in 1972-91. The calculated correlation rate (0,52) is significant the values of discharges 

were obtained in January, June, and front position - in May, November. , 

1974 1918 1982 1986 1990 

1974 1918 1982 1986 1990 

Fig. 1. Temporal variation of the subtropical gyre discharges (10 m/s) and the Kuroshio front 

mean position in 1972- 199 1 years the components smoothed by the trend parabolic model. 

The physical base of the relation stated is evidence that the water circulation intensity on the 

western periphery of the north subtropical gyre determines the heat quantity removal from the Pacific 

tropical zone. The mean front position eastward the Honshu Island depends on the heat quantity 

incoming, so, the subtropics water gyre circulation has the more intensity, the Kuroshio front has 

location more northern. The cross-correlation function calculation showed the negative relation of 95 

% level of significance with a maximal value within a shift of 4,5 years. 

Taking into consideration the different directions of trends, the initial data sets filtration by the 

correspondent frequency filter has been fulfilled. The residual temporal variation sets are evidence of 

the high level relation (0.79) of multy-year changes within the range of mean discharge values of the 

subtropical water gyre and the Kuroshio front position (Fig. 2). 

The quantitative dependence stated is a basis for the background forecast development, as by the 

discharge value known, a tendency of the Kuroshio front mean position variations can be determined. 
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Fig.2. Temporal variations of the North Trade and Kuroshio currents discharges (a),) mean 

position of the Kuroshio front (b) in 1972-1991, residual curves ( in relative scale) of mean 

values of the subtropic gyre discharges ( dotted line ) and the Kuroshio front position after 

filtration and removing trend components (c), 
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Abstract. The SST component of the Antarctic Circumpolar Wave (ACW) is extracted from the NMC SST 
data set by means of a wavelet technique as a wave-like disturbance, having the scales of 2.7 - 5.5 years and l/4 
- l/2 of the zonal circle, that propagates eastward in the latitudinal belt between 40”s and 63’s. The wavelet 
analysis demonstrates deviations of the ACW propagation indicating that this phenomena is less regular than it 
was thought. There are indications that the ACW is modulated by the biennial processes. The ACW is confined 
to the South Polar Front Zone at the longitudes of 16O’W - 20”E where the ACW and the SST meridional 
gradient are highly correlated. The ACW anomalies contribute significantly into zonal variations of the Polar 
Front in this region. 

1. Introduction 
Recently, White and Peterson [l] found an eastward travelling large-scale anomaly in the ocean-atmosphere 

system near South Pole: the monthly deviations from average annual cycles in the atmospheric pressure at sea 
level, the meridional wind stress, the sea surface temperature (SST), and the sea-ice extent propagate with speed 
of 0.06-0.08 m/s and period of 4-5 years, taking S-10 years to encircle the pole. The wave-like pattern of this 
phenomena was called Antarctic Circumpolar Wave (ACW). Its cycle was described in terms of the EOF modes 
[l]. More recently, it has been hypothesized that the ACW as an entity represents the result of moving oceanic 
climate anomalies interacting with a spatially fixed atmospheric forcing pattern [2]. Here we focus on certain 
details of the SST variability related to ACW, which have not been discussed yet, namely relationships between 
the ACW and the variations of neighboring frequencies and wavenumbers, secular changes in the ACW, and 
interactions between the ACW and the fronts in the Southern Ocean. 

2. Wavelet Analysis of the Sea Surface Temperature Data 
We use the OISST product (NMC, NOAA) that comprises the high-resolution optimum interpolation 

analysis of the in situ (ship and buoy) data, satellite retrievals, and sea-ice coverage data [3]. The data are 
provided on a weekly basis over 1”x 1” global grid and the time series from October 1981 to December 1997 are 
available for this study. 

For data analysis we chose a wavelet method, which is known to be powerful in detecting singularities such 
as regime shifts in climate time series (e.g. 141). We use a harmonic wavelet technique [5] whose analyzing 
wavelet is constructed of trigonometric functions: 

w(dx - k) = {exp(i&(tix - k)) - exp(i2.@x -k))} / i2.z@x -k)), (0 

where x is the”time or space coordinate, j = 0 to CQ is the level or scale index and k = -a to m.is the position 
index. It is compact in Fourier space, acquiring the skills of a band-pass filter, though it is not completely 
compact in physical space. The spectrum of the harmonic wavelet is exactly like a box so that the magnitude of 
its Fourier transform is nil except for an octave band of frequencies. In other words, the wavelets of different 
levels have Fourier transforms that occupy different frequency bands. 
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Fig. 1. The wavelet analysis of the SST anomaly time series at 6O”S, 8O’W. The original time series is shown 
at the top of the left half of the figure. The plots below the original time series represent sequential 
reconstructions. The individual wavelet components are shown in the right half of the figure. The vertical axes 
are for the temperature in ‘C. 

-2 t, 1 
Fig. 2. (a) The wavelet reconstruction of the sum of the annual and seasonal modes of the SST variability at 
60’S, 8O’W. (b) l3e wavelet reconstruction of the sum of the annual and seasonal modes of the anomalous 
(nonseasonal) SST variability at 60’S, 8O”W. (c) The time series received by subtracting (b) from (a). (d) The 
long-term weekly norms that were removed from the original time series to get the SST anomalies whose 
annual and seasonal modes were reconstructed as in (b). The vertical axes are for temperature in ‘C. 

Numerical implementation of the harmonic wavelet transform is rather simple and a h4ATLAB code can be 
found in [5]. The method requires the data series of the length 2”. In standard case, the signal is assumed to be 
periodic out of observational domain. Notably, the latitudinal belt of 56-62’S in the Southern Ocean is the only 
region of the World Ocean where it is possible to arrange the data along the zonal circles thus far satisfying the 
periodicity assumption. While analyzing the data, we compiled two overlapping time series each of 512 weekly 
observations. We use both 1D (in time) and 2D (along zonal circle and in time) wavekt analyses. The former 
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allows a description of the SST spatial patterns at different temporal scales of resolution, while he latter focuses 
on the SST ACW mode, which propagates zonally around Antarctica. 

Fig. 1 shows results of the 1D decoding - encoding wavelet transform of the SST anomaly time series at 
60’S, 8O’W. The wavelet decomposition allows us to obtain the wavelet modes (Fig. lb), i.e. oscillating 
signals of different wavelengths. The set of modes is defined on a dyadic grid of scales, called levels, where each 
scale is twice as long as the preceding one. The original time series can be reconstructed by summing up the 
individual modes as in Fig. la. Notice that the sum of the annual and seasonal modes (7.5 months - 1.3 year 
and 3.7 - 7.5 months, respectively) of the anomalous SST variability (Fig. 2b) indicates irregularity of the 
annual variation, for example an early onset of season in individual year. 

3. Results 
3.1. Variability at the Biennial and ENSOIACW Time Scales 

The variances at multiple time scales are computed from the wavelet modes such as those shown in Fig. lb. 
Fig. 3 shows the contributions of the modes, having the biennial and ENS0 time scales (1.3-2.7 years and 2.7- 
5.5 years respectively), to the SST anomaly (nonseasonal) variance over the Pacific Ocean. The ENS0 mode 
contribution is highest, -85%, near 7-S 1lO”W. Other two regions of the enhanced loadings of the 2.7-5.5-year 
variations are the midlatitudes of 30”-50-N in the eastern North Pacific and the high latitudes of SO’-70’S in the 
eastern South Pacific. In the southern hemisphere, the ENS0 contribution is high in the tropical region 
stretched from O’S, 150’E to the South American coast between equator and 20’S; the maximum occurs near 
YS, 1lO”W. 

Fig. 3a. (a) The ratio of the SST variance, having the time scale of 2.7 - 5.5 years, to the SST anomaly 
variance over the Pacific Ocean, (b) the same but for the loading of the biennial (1.3 - 2.7 years) SST variance. 

As to the biennial mode in the tropics, its local maximum is shifted northwestward, towards equatorial 
region at 125’-14O”W, as compared with the off-equatorial maximum of the ENS0 mode. To the north and to 
the south from the zonal belt of 10”N - 10’S, the biennial mode loadings are largest (up to 20-40%) beyond the 
areas where the ENS0 dominates. 

In the Southern Ocean, the modes, having the biennial and ENS0 time scales, are in the ‘seesaw’ 
relationship, too: the biennial variability increases in the regions where the variability of 2.7-5.5 years tends to 
decline, for example contribution of the former to the SST anomaly variance shows local maximum of 50% 
south of Tasmania where the 2.7-5.5 year mode is rather weak. 

Fig. 4 displays the wavelet wavenumber-frequency spectrum averaged over 6 individual spectra computed 
from the original (including the annual cycle) SST time series along 6 zonal circles between 56’S and 62”s. The 
spectrum in Fig. 4 shows energies of both standing and moving modes; notice that the standing modes are 
defined here as either spatial or temporal means. 

Perhaps, the most interesting feature of Fig. 4 is an increase in energy at the periods less than 5 years and 
the wavenumbers of l/2 of the zonal circle. Meanwhile, there is no individual maximum at the biennial scale, 
rather there is a broad maximum over the annual and biennial periods with two peaks at two wavelengths: the 
largest depicts a standing mode and the other indicates a moving mode with the spatial scale of about l/4-1/2 of 
the zonal circle. 
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Fig. 6. The ACW SST variations of the time scales of 2.7-5.5 years in the zonal belt between 30s and 63s. 

One weekly snapshot is shown for every half year during 1982-1997. 
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?&ace Scale. fractions of the zonal dude 

Fig. 4. The 2D energy spectra computed for the 
wavelet modes of the SST variability at the 
latitudinal band of 56 - 62s. The horizontal axis is 
for the wavenumbers and the vertical axis is for the 
periods. The spectrum is plotted in the logarithmic 
scale. 

Fig. 5. The ACW mode of the SST variations 
along 565. At the horizontal axis, zero stands for 
the date-line. 

The longitude-time diagram in Fig. 5 shows the ACW mode, having the time scales of 2.7-5.5 years and the 
spatial scales of l/4-1/2 of the zonal circle, as it is derived by the 2D wavelet analysis from the SST data along 
the latitude of 56%. Notice the horizontal axis starts from the date line. Clearly, usually there are two positive 
and two negative SST anomalies having the scales of 2.7-5.5 years in the Southern Ocean. The magnitude of 
such anomalies is largest in the Pacific and western Atlantic sectors with local maximum of 0.6-0.8”C found 
east of dateline in 1985-1988. The ACW mode propagates eastward along Antarctic Circumpolar Current, the 
propagation speed is about 0.09 m/s, quite in accord with the earlier study [l]. What is new in Fig. 5 as 
compared with the previous results, is that while propagating, the oceanic component of the ACW undergoes 
fluctuations. The most significant event was a bifurcation of this component in 1992-1993 at 60”-120”E. It is 
noteworthy that this event apparently coincided with the global climate regime shift in early 1990’s. 

3.2. Secular Changes in the ACW 
To consider the spatial changes of the ACW in more detail, let us turn our attention again to the results of 

the 1D wavelet analysis, which does not stick to the particular set of wavelengths. Fig. 6 represents wavelet 
reconstruction of the 2.7-5.5-year variations in the latitudinal belt between 30’S and 63-S. The anomalies 
shown in Fig. 6 are significant and their magni0Jde often can be as high as 1.5’C. Remarkably, though here we 
deal with the tiequency domain wavelet analysis, the reconstructed field is coherent in space clearly showing the 
familiar eastward propagating pattern. 

Although here we reconstruct the low frequency oscillations, the ACW SST pattern often displays 
characteristic features of small spatial scale of few hundred kilometers. These features are often relevant to the 
oceanic fronts. For example, south of New Zealand, the ACW SST anomalies seem to be constrained by the 
Polar and South Subtropical Fronts [6]. At 70’E - 180’E, there often is a northward intrusion of the warm or 
cold ACW SST anomaly, which follows along the detour of the Subantarctic Front near the Campbell Plateau. 
Although the anomaly often expands substantially to the east, its core remains confined to the Polar Frontal 
Zone and bends southeastward near 15O”W apparently following the Polar and Subantarctic Fronts. 

Fig. 6 indicates the general anticlockwise circulation of the anomalies, having the 2.7-5.5-year scale, in the 
South Pacific. Particularly, in 1983, the warm anomaly occupied the high latitudes. It moved to the South 
American coast by early 1984. Then it separated into two parts: one penetrated through the Drake passage into 
the South Atlantic and the other moved northward along the eastern coast of the South Pacific. At latitudes of 
30*-40’S, the later anomaly separated from the South America coast and propagated westward. At the second half 
of 1984, the warm anomaly emerged northeast of New Zealand and translated further southward to the latitudes 
of 50’~60’S where it coupled with warm anomaly arrived from the Indian Ocean in late 1985. 
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In the Atlantic sector, the ACW SST anomalies often drift both to the north along the ocean western 
boundary and to the west-west-north, towards the South Africa. In the former case, the drift can be associated 
with the Falkland Escarpment Front [7]. In the later case, the anomalies are partly disintegrated in the vicinity 
of the South Africa at 20”-40”E, 40”-45%. The spatially mesoscale features dominate the variability in the 
Agulhas Front region well known for the eddy and Rossby wave activity. However in the higher latitudes south 
of Africa, the ACW mode spatial scale persists and the overall eastward drift continues. 

Although the ACW propagation is remarkably regular in the SST field, certain distortions from the average 
cycle such as local westward drift in the Atlantic sector in 1984 could be also noticed. The most significant 
event was the aforementioned bifurcation of the warm SST anomaly in 1992-1993. The bifurcation seems to be 
originated from the Indian sector of the Southern Ocean where huge warm anomaly of the ACW scale appeared 
in 1991. It eventually split into two anomalies by the end of 1992: the stronger one emerged south of Australia 
while the second was localized in the western part of the Indian sector. As a result, three maximums of the 2.7- 
5.5-year scale anomalies were found in the Southern Ocean. All anomalies propagated eastward, though the 
propagation speed was relatively slow in the fndian sector. It is unclear whether this event led to temporal 
reversal of the ACW anomaly drift in the eastern part of the Pacific sector in 1994. It should be noted that the 
bifurcation of 1992/93 could not be reported by White and Peterson [l] because their analysis was limited by the 
period of 1982-1994, however, the figures given in [l] indicate partial collapse of the atmospheric component of 
the ACW in autumn 1993. 

The ACW underwent biennial modulations. The biennial mode was particularly strong before and after the 
El-Nino events of 1982/83 and 1991/92 and led to the spatio-temporal variation of the warm SST anomaly west 
of the South America. Interestingly also, the near-surface warm anomaly occupied the eastern part of the 
southern Pacific during the El-Nino event of 1986/87. It may not be appropriate, however, to view the ACW 
modulations as a superposition of the 2.7-S&year and biennial variations and instead the nonlinear interactions 
in the coupled ocean-atmosphere system can be invoked. 

In order to investigate the relationships between the ACW and the oceanic fronts in some more detail we 
compared the available data on locations of fronts identified from the in situ temperature and salinity profiles 
with the ACW passages. The fronts have been identified by I. Belkin (personal communication) at the depths of 
200, 400, and 600 m along the meridional sections in the southern Indian Ocean (O-150E, 30-60s) from all 
available historical observations. Unfortunately our analysis did not show any significant relationships between 
the ACW SST anomalies and the fluctuations in the positions of the fronts in the Indian sector. 

Finally, we estimated the correlation between the ACW SST variations and the SST meridional (north - 
south) gradient, which partly represents the near surface fronts. The correlation was found to be high (up to 0.9) 
near the Polar Front in the region of 160W - 20E, 50-633. Furthermore, the correlation is negative north of the 
Polar Front and positive to the south. This implies that the ACW core usually stretches along the Polar Front 
and the ACW mode positive (negative) anomalies lead to weakening (strengthening) the meridional gradient on 
the northern side of the Polar Front. The ACW impact is opposite on the southern side of the front. The 
fluctuations of the SST meridional gradient were small at the ACW core. The conclusion is that the ACW 
contributes to the latitudinal variations in the near-surface position of the Polar Front in the eastern Pacific and 
western Atlantic sectors of the Southern Ocean. 
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Abstract 
As it is shown by the results of hydrophysical studies of the Black Sea, during the 
recent 15-20 years there were revealed and studied the foci of cold intermediate 
water (CIW) formation on the pycnocline domes in the centres of cyclonic gyres 
and the ways of these CIW spreading from the centre of the sea into the nearshore 
zone (1983-1985). Warm and freshened nearshore antycyclonic eddies (NAE; 
1981 and 1987-89) which set off the whole sea over its perimeter, were found in 
winter. In early nineties, during the summer surveys on the CoMSBlack program, 
cold intermediate lenses were found which as if took the place of the winter NAE. 
In the same years in the Black Sea an active transfrontal water exchange through 
the violently meandering Main Black Sea Current was found out as well as many 
other features of the hydrological regime of this interior basin. All this required the 
new inderstanding of the role of many oceanographic processes in the hydrological 
regime of this isolated basin. The present work is dedicated to these problems. 

Materials of oceanographic expeditions carried out mainly in winter seasons by the Southern Branch 
of the Institute of Oceanology RAS and the former Odessa Branch of SOIN for the last 15-17 years were 
assumed as a basis of our investigations of the hydrological regime of the Black Sea. 

First of all we have to note that the intensification of water circulation in autumn-winter period 
results in increasing difference of the sea level between the nearshore convergence zone (NCZ) and the 
divergence zone in the open sea. That is why by the beginning of winter brackish and warm surface waters 
from the central regions of the Black Sea flow actively into the NCZ. Nearshore anticyclonic eddies (about 20 
NAE) are formed there. They are filled with warm and less saline water penetrating to the depth of 150-200 m 
and deeper [8,13]. So the contaminants accumulated in the Black Sea surface waters for about a year, are 
concentrated in NAE along the NCZ, and with kinematic lowering of these waters they are buried within the 
deep waters and on the sea bottom. 

With winter circulation increasing in autumn-winter period, kinematic rising of the deep waters in 
the centres of cyclonic gyres of the open sea becomes more active. But the deep waters saturated with hydrogen 
sulphide, meet with the main pycnocline on the way of their rising. There, at its lower and upper boundaries 
(about 200 m and 30-40 m), internal inertial waves are developed. Under their action oxygen is delivered from 
above with the surface water, and hydrogen sulphide arrives from below with the deep water. Therefore in the 
main pycnocline (in redox-zone) as at powerful chemical combine, the complete purification of oxygen in the 
rising deep waters takes place including transformation of the reduced forms of chemical compounds into the 
oxydized forms. Having passed through this original chemical filter, the clean deep waters enter the surface 
layer [lo]. 

The active winter (January-March) interaction between the rising deep walers (3 000 km3) and the 
convectivcly mixing surface waters (18 000 km3) under the intluence of internal waves on the pycnocline dome 
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is the main factor of the cold intermediate water formation (CIW, about 21 000 km’) in the centre of cyclonic 
gyres in the Black Sea [5,7]. 

These waters with increased density (to 15,0) which were formed anew in winter, are accumulated on 
the pycnocline domes in the centres of cyclonic gyres while within the NCZ (in NAB) the surface water density 
holds minimal. That is why between the gyres of different sign there arise well-defined conditions for 
baroclinity which favours development of the Main Black Sea Current. Therefore the cold intermediate layer 
(CIL) of high density after being accumulated on the pycnocline dome, slip isopycnally down the pycnocline 
steep slope; firstly “diving under” the Main Black Sea Current and then under the NAB, they reached the 
continental slope at the depths of 150-250 m. (Fig. 1). 
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Fig. 1. Distribution of water temperature along the sublatitudinal section from the middle of the 
north-western shelf across the centres of the main cyclonic gyres to Novorossiisk according to the data of the 
21-st cruise on board the r/v ctvityaz)) in winter and spring 1991: 10.03-09.04.91. 

Isopycnical slipping of the CIW into the NCZ favours the active lowering of about 3 000 km3 of 
mainly cold waters from the intermediate layer into the sea depths. The absence of accumulation foci of the 
CIW within the NCZ in February-March and the presence of oxygen intrusions within the main pycnocline 
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contirm an active interaction of cold intermediate and deep water there. In this case the kinematic lowering of 
more warm and brackish waters in the NAE turns to be inessential. 

The cold intermediate waters lowering into the NCZ in the process of transverse circulation, pass a 
long and complex way of self-purification till their return into the centres of the main cyclonic gyres after 165 
years (150-200 years). In so doing the renewal of hydrogen sulphide in the deep waters of the Black Sea takes 
place within nearly 75-100 years. 

In severe winter conditions when the interaction processes between the cold intermediate waters and 
the deep water mass are more active, the Black Sea bioproductivity increases and recovers. So the CIL appears 
to be there a regulator of both bioproductivity of the Black Sea and its ecosystem recovering as a whole. 

With spring heating of the surface waters and seasonal thermocline formation and also with the 
weakening of water circulation baroclinity in the Black Sea is notably decreased and replaced towards the 
continental slope. That is why as early as in April (Fig.2) the main mass of the CIW occurs at the depths from 
30 m (in the centre) to 110 m (along the sea periphery) being located from the eastern continental slope to the 
western one (contrary to opinion of L.Ivanov at al., 1997)[2]. By July in the location of the CIL which consists 
of cold intermediate lenses under the thermocline (about 20 cold intermediate lenses only along the sea coast), 
the baroclinity disappears completely because the CIW core occurs everywhere at the depth of 30-60 in. In this 
case winter NAE with more warm and less saline water are gradually displaced towards the sea surface and 
then, being placed over the seasonal thermocline, they are included into the surface water structure forming 
their main bulk. In such a way under conditions which are close to mean perennial, the total volume of the CIL 
makes about 21 000 - 20 000 km3 [I,21 that is in good agreement with our estimations [7]. 

Zmeiny Island Gdelldzhik 

Fig. 2. Water temperature distribution along the sublatitudinal section from Zmeiny Island across 
the centres of the Westemand Eastern cyclonic gyres to Gelendzhik. April 05-25, 1988. 

In connection with prevailing fair weather and slight winds during summer-autmnn season the Main 
Black Sea Current markedly weakens and undergoes vigorous meandering. It may even separate into some self- 
dependent cyclonic current systems. That is why the cold intermediate lenses in some sea areas (in the vicinity 
of Batmni, Sevastopol, Kertch etc.) may considerably strengthen. Overcoming the Main Black Sea Current in 
the process of transfrontal exchange, they penetrate into the central part of the Black Sea. Such superdeep 
anticyclonic eddies (to 750-1250 m and even deeper) exert an essential influence on the renewal of deep waters 
]3,4, 111. 

In December-January the “old” CIL degenerates everywhere and gradually gives way to a 
homogenous convective layer. On the basis of homogenous convective layer, under favourable winter 
conditions, a new CIL is generated. These processes of the CIL formation and its dynamics over a year in the 
centres of cyclonic gyres and within the nearshore zone are well reflected in many our works [6]. 

In the north-eastern half of the Black Sea in winter (January-February) the oscillations of mean 
winter air temperature with the periods of 20 years (lunar-solar) and 60 years (satumal) are particularly well 
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manifested. By way of example we have takeu 125-year set of T” in the port of Novorossiisk (Fig.3) [9,12]. 
From 1870 till 1930 and then from the thirties to the ninclies there were observed two cycles with three 
gradually rising 20-year temperature “waves”. 60-year trend of mean winter air temperature equal to about 
+1.5”C in both cases passes across them. But in the thirties and nineties this trend is lowered abruptly also by - 
1.5”C. Stability of two 60-year cycles of meau winter air tenlpcraturc gives us good grounds for its reliable 
long-term prognosis. At the same time it is possible to predict even such natural cataclysms which are present 
evemvlierc in changing 60-year temperature (saturnal) cycles. Their change may be expected in the lifties of 
the next ccutury. 

T,“C e 
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Fig. 3. a) Variation of mean whiter temperature of air in Novorossiisk over the period from 1872 to 1994; 
b) Variation of mean winter tanperaturc of air (To) smoothed by live-year sliding averaging of T’) in 

Novorossiisk over the same period. 

Conclusion 

Perfomed investigations evidence that the rising of clear, rich in biogens deep waters in the centres 
of cyclonic gyres in the Black Sea under severe winter conditious determines most favourable conditions for 
development of the ecosystem of this interior basin. On tllc contrary, when winter conditions are anomally 
warm, the Black Sea ecosystem turned out to bc in a depressed state. That is why the knowledge of winter 
climatic regularities in this region allows to work out tllc reliable prognostic evaluations of the ecological state 
of the Black Sea for 60-120 years in advance. 
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Abstract. We describe the exchange and mixing across the Bosphorus Strait and on the Black Sea 
continental shelf / slope, based on intensive measurements in 1994 and through modelling of the dense 
bottom current. The surface water entrains and mixes in the southern Bosphorus, while the the lower 
layer entrains throughout its route, and is affected by topography. Its cascade along the continental 
slope increases the entrainment. Results from a reduced gravity model of the dense bottom current 

confirm the crucial importance of topographic features of the continental shelf. Sensitivity to 
environmental parameters and the Black Sea ambient is investigated. 

The Measurements 

The two-layer, hydraulically controlled, ‘maximal exchange’ [3] A ows across the Turkish Straits System 
have direct influence on the environmental problems in the region, as well as on the fate of the Black 
Sea, through its role in the mixing and renewal of its waters [15, 7, 6, 8, 10, 11, 12, 14, 9, 131. It is now 
clear, after extensive observations, that the Bosphorus, characterized with rapid along-strait variations 
in its geometry, its sharp stratification, nonlinear controls and temporary blocking of the flows in either 
direction, is driven by variable atmospheric pressure, wind set-up, sea level variations and water budgets 
in the adjacent basins [14, 21, displaying time dependence on daily to interannual time scales. 

The above unique characteristics of Bosphorus Strait, as well as its sharp two-layer interface with 
high levels of turbulent dissipation and entrainment has motivated intensive collaborative studies in 
September 1994 carried out by APL/UW and IMS/METU on board the R/V BILIM, using ADCP, 
CTD, the Advanced Microstructure Profiler (AMP), current meter, sea-level recorder instruments and 
acoustic backscatter imaging of the physical features. The measurements and their results will appear 
in forthcoming papers. Here we provide a short description of the main features of the temperature and 
salinity variations and entrainment/mixing along the Strait and describe observations and modelling of 
the flow of dense Mediterranean water along the Black Sea continental shelf. 

Mixing in the Bosphorus and the Black Sea Exit 
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Figure 1: (a) A composite section of AMP drops across the Bosphorus Strait (179 profiles) during 13-19 
September 1994. (b) V ariation of upper and lower layer depths and average properties (temperature and 
salinity, along the same section. 
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Figure 2: Contours of (a) temperature and (b) salinity along the transect in Figure 1 extending from 
the Marmara Sea to the Black Sea across the Bosphorus Strait, from a composite section during 13-19 
September 1994. 

The geographical locations of bursts of stations along the thalweg, the interfacial depths, and the 
upper and lower layer average properties are presented in Figure 1, with corresponding temperature 
and salinity cross-sections shown in Figure 2. The interfacial layer thickens and the upper layer salinity 
increases in the southern 10 km of the Strait, past the contraction where one of the two main hydraulic 
controls takes place. The interface also thickens past the northern sill in the Black Sea, where the other 
hydraulic control takes place, and finally becomes much thinner when the flow emerges on the flat shelf, 
when it emerges from a bottom channel extending of the exit. 

The temperature in the upper layer does not appear to change much in the Bosphorus because of the 
high contrast of the warm mixed layer at the surface originating from the Black Sea, but a slight decrease 
as a result of entrainment is evident south of the contraction. The rapid decrease in temperature towards 
the the Black Sea results from the inclusion in the upper layer average of two different layers with variable 
depths: the surface mixed layer and the underlying layer of Cold Intermediate Water (CIW). 

The lower layer temperature first rises as one proceeds north in the Bosphorus, by entrainment of 
warm water from the surface mixed layer in direct contact with it, and later decreases by entrainment 
of the overlying CIW in the northern Bosphorus and the Black Sea shelf. The salinity is perhaps a 
better indicator of entrainment for the lower layer, because it is more conservative with regard to sources, 
and relatively more uniform in the upper layer. The lower layer salinity decreases continuously from 
Marmara to the Black Sea, with changes of gradient in the different regions: In the northern Bosphorus 
where the interface stability is higher, the entrainment rate appears to be smaller than the southern 
part. In comparison to the Bosphorus, flow past the northern sill (about 35km from the southern end) 
on the Black Sea shelf has greater entrainment, and increases further when the flow exits the narrow 
northwestward bending channel topography and spreads on the flat shelf region (at 50km). Finally with 
the increased slope at the shelf edge, the bottom layer can only be identified with difficulty, but a few 
data points where it could be detected show that the entrainment has been increased by an order of 
magnitude there. 
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Figure 3: Model results for (a) flow velocity and (b) 1 a er thickness 10 days after initialization. Run y 
parameters are: Ah = 150m2/ s, k = 0.003 for the horizontal eddy coefficient and bottom friction 
respectively, and u, = 0.7m/s, S, = 37, To = 14.5’C, H, = 40m for the initial conditions specified at 
the Black Sea exit of the Bosphorus. 

Modelling of the Shelf Mixing and Spreading of Dense Water 

We use the [5] model to study the Mediterranean plume in the Black Sea, incorporating the effects of 
the complex topography in the Bosphorus exit region. It is a reduced gravity sinle layer approxima.tion 
to the primitive equations [4], including horizontal, bottom friction and entrainment. Either the Kocher- 
gin or the Pedersen entrainment parameterizations [5] can be chosen, taking into account the ambient 
property distributions, represented by realistic vertical profiles of temperature and salinity in the Black 
Sea. 

A sample run with indicated set of parameters and initial conditions is shown in Figure 3. The bottom 
drag coefficient was found to be in the range of 0.003 to 0.015 from acoustical measurements of flow and 
dissipation over the sill [l], and we have selected the lower values of this range. The horizontal resolution 
of the model is 200m. The detailed bathymetry has been constructed from a weighted combination of 
adcp depth measurements, UNESCO digital bathymetric data and digitized hydrographic maps. 

The model results are very sensitive to topographic details, the entrainment formulation, as well as 
variations of the parameters. The flow and property distributions reach a quasi-steady state on the 
shelf area after about 10 days from start-up. The flow along the continental slope is either in the form 
of a geostrophically adjusted motion along the bathymetric contours or the precipitous flow down hill 
to great depths, and continues to develop with time. The behaviour here is rather erratic because the 
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solutions reach the limits of validity of the model itself: the rapid entrainment at the steep slope produces 
a very thick, diluted layer with vanishingly small density contrast at the edges of the plume. On the 
other hand, the assumptions with regard to entrainment are also expected to break down in this steep 
region affected by other processes, such as the double diffusive convection [8, 91, and numerous small-scale 
canyon features probably not adequately resolved in the peresent topography. 

There are competing or enhancing effects of friction, entrainment and initial parameters in the various 
runs. When the model is run without entrainment, the flow is steered more to the west along the bottom 
groove without bing withdrawn intoo the deep canyon along the continental slope, and becomes arrested 
at a shallower depth. With alternative entrainment formulations, the results can differ significantly, 
especially along the slope. 

Discussion 

As part of ongoing effort to analyse the wealth of data obtained in the Bosphorus, and modelling of 
the outflow aimed at obtaining features better representing the observations, we have offered a glimpse of 
the expected results in this brief account. The regimes of mixing and entrainment in the Bosphorus and 
its Black Sea exit have complex nature which need further evaluations not attempted here. The results 
are important in their own right, but also have bearing on many applied problems, including the fate 
and conservation of the Black Sea and the Marmara Sea, the hydrology and climatic changes in these 
systems, and the regulation and safety of navigation through the Strait, which seems to be increasing 
rapidly in recent years. 
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ABSTRACT 

Analysis of the in-situ measurements conducted in spring, 1993 in Stolpe Channel after the salty water 
inflow to the Baltic Sea through the Danish straits has shown the presence of an asymmetry of the hydrophysical 
fields across the channel. The narrowing and uprising of isohalines to a sea surface was clearly seen on the 
northern periphery of the channel. From the other side, the halocline was wide and deep in the southern part of 
the channel. It was supposed that the system of nearbottom currents generated during a salty water inflow was the 
reason of a formation of marked hydrophysical fields structure. The mathematical model was developed for 
calculation of a water circulation induced by an inflow. It was obtained that the North Sea waters moving 
eastward along the channel form a bottom boundary layer. The Ekman drift excited due to the Coriolis force 
generates the water transport across the channel in the bottom boundary layer. It can lead to a reconstruction of 
hydrological fields and formation of an asymmetrical across the channel structure of hydrophysical fields. 

IN-SITU DATA ANALYSIS 

The thermohaline structure the Baltic Sea waters in April, 1993 was investigated in different sites of the 
Stolpe Channel. The measurements were carried out by the undulating towed CTD-probe installed on the board 
of the R/V “Professor Shtokman”. The preliminary results of the experiment was presented in [l]. Two cross 
channel sections of salinity in the central part of the Stolpe Channel are shown in Figure 1 as an example of 
obtained data. The asymmetry of the salinity fields (narrowing and lifting of the halocline to the surface in the 
northward direction and its deepening and widening southward) is clearly seen in this figure. 

Distance (km) Distance (km) 

Figure 1. The cross-sections of salinity obtained in Cruise 29 of R/V “Professor Shtokman” in the stolpe Channel. 

One of the possible mechanism of formation of the marked asymmetry due to the seiches oscillations was 
considered in [2]. The across basin seiches in the Baltic Sea have periods 13 h 43 min and 8 h 11 min. In situ 
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measurements were carried out continuously during three days. If the assumed in [2] periodical mechanism of the 
phenomenon is valid the tilting of the halocline would be changed its sign to the opposite one at least several 
times during the measurements. However, the qualitative behavior of the halocline (deepening and widening 
southward) remained during several days. All cross channel sections of the density and salinity qualitatively were 
identical. This fact permits to formulate an idea about the quasistationary character of the revealed phenomenon. 

It is important that the measurements were carried out just after the North Sea water inflow to the Baltic 
Sea. The North Sea waters moving to the east form in the Stolpe Channel the bottom boundary layer. The Ekman 
drift, excited due to the Coriolis force generates the water transport across the channel in the boundary layer. It 
can lead to a reconstruction of hydrological fields and formation of an asymmetrical across the channel structure 
of temperature, salinity and density fields. This mechanism of formation of the cross-channel circulation (called 
the ,,pressure compensation“) was considered in [3]. The primary barotropical along channel flow is essentially 
modified by the Ekman cross-channel transport. The velocity of the flow in the bottom layer decreases and 
pressure is compensated by baroclinic component. The similar idea about reconstruction of hydrophysical fields 
in the upper layers due to the water transport in the bottom layer was formulated also in [4] and [5]. 

In the present paper it is assumed that the main reason of the formation of the asymmetrical structure of 
thermohaline fields in the Stolpe Channel is the bottom Ekman drift across the channel, generated by the inflow 
of the North Sea waters. This hypothesis was used for development of a mathematical model. The initial system 
of currents in the channel was two layered. The nearbottom current was directed eastward and modeled the 
inflow of heavy salty North Sea waters to the Baltic and the Baltic Sea fresh water outflow in the upper layer was 
directed westward. 

MATHEMATICAL MODEL 

The main purpose of the present study is to investigate the cross channel circulation generated during the 
inflow phenomenon. Thus, it is supposed that the distributions of hydrophysical fields along the channel are 
uniform and the following system of equations can be used for the modeling [6]: 

m, + J(w,y+fv, = gpdp), + ao,, + Aw,,, 
vt + J(v, v> + fvz = av,, + AvzZ, 
S, + J(S, w) = mS, + M&, 
T, + J( r, w) = mT, + MT,. 

(1) 

Here v is the stream function (vZ= u, v,=-w), u and v are the cross- and along-channel velocity respectively, w 
is the vertical velocity, o = vZZ + wXX is the eddy, J is the Jakobian, S and Tare the temperature and salinity, p is 
the deviation of density from the stable state, p,, is the mean density value, f is the Coriolis parameter, g is the 
gravity acceleration, a and A (a=30m2s-‘, A=10m4 m2s-‘) are the coefficients of horizontal and vertical turbulent 
viscosity, m and M (m=30 m*s-‘, M=10m5 m2s-‘) are the coefficients of horizontal and vertical density diffusion. 

At the sea surface the “rigid-lid” condition and the absence of velocity and eddy shears were used as the 
boundary conditions. For the salinity and temperature we putted the non-flux conditions at z=O. At the bottom the 
non-slip for v and non-flow for Tand S conditions were used. The problem (1) was solved numerically [6]. 

RESULTS OF MATHEMATICAL MODELING 

A model starts from the state characterized by the existence of an initial along-channel westward directed 
nearsurface outflow having velocity of lOcm/sec, and eastward directed nearbottom inflow. The value of 
velocity of the inflow current was calculated from the condition of a zero resulting discharge through the 
channel. The velocity changes its sign at the depth of 60m (position of the halocline center). The isotherms and 
isohalines were initially horizontal. The distributions T(z) and S(z) were built on the basis of in-situ data. 

The evolution of the salinity field for the first four days after the beginning of motion is shown in Figure 2 
(hereafter the time scale T is equal to 24 hours). During the first day after the beginning of the inflow the 
development of a wave motion with amplitudes of 15-20m caused by a shear current is clearly seen. These 
oscillations attenuate during the next two days due to the dissipation. By the end of the fourth day the salinity 
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field has quasistationar character. It characterized by a widening and surfacing of the halocline northward and 
sinking and widening southward. Thus, the obtained structure is qualitatively similar to experimental one. 

S-N 

0 5 10 15 20 25 30 35 

5 10 15 20 25 30 35 
Distance (km) 

Figure 2. The model predicted evolution of the salinity field in the Stolpe Channel during the development 
of the North Sea water inflow. 

The analysis of the currents fields at t>4T shows that in spite of the quasistationar character of thermohaline 
fields the velocities are not stationary. This fact is seen in the Figure 3 (the left panels represent the along- 
channel velocity and right panels - the cross channel velocity). The motion has oscillating character. The 
currents change their direction during a definite interval of time (compare Fig.3b, 3c and Fig. 3e, 3f). Besides, in 
the central part of the channel the fluid moves in the opposite directions above and below halocline. Thus, the 
baroclinic character of motion is established. 

The detailed quantitative and qualitative analysis of a temporal variability of current fields alows one to 
detach two main type of motions established in the channel. The first one is the inertial oscillations. The time 
dependencies of v and u velocities in different points of the channel are shown in Figure 4. The curves A-D in 
Fig.4a were built for points A-D in Figure 3c respectively and lines A-F in Fig. 4b,c,d are the time dependencies 
of currents in points A-F in Fig. 3f respectively. 

The periods of oscillations in points B, C in Fig. 3c (lines B, C in Fig. 4a) and also in points C, D in Fig. 3f 
(lines C, D in Fig. 4c) are very close to the nearinertial one. These oscillations attenuate with time due to the 
dissipation (amplitude reduces 1.5-2 times during 2 days). In the same time the mean currents predominate on 
the periphery of the channel. The analysis of Figures 3-5 shows that the along-channel motions of water in the 
shallow parts of the channel (for instance, points A, D Fig.3c) attenuate slowly without essential oscillations 
(lines A, D Fig.4a). The analogous character of a monotonous attenuation has the time dependencies of the 
across-channel velocity on the periphery of the channel (lines A, B, E, F in Figure 4 b, d). 

Inertial oscillations discussed above are almost linear periodical motions. They are not able to influence 
essentially on a thermohaline structure of water. Thus, the another type of movement must exist in the basin to 
reconstruct the thermohaline fields. The procedure of filtration of inertial oscillation was carried out to obtain 

394 

_. - . -  
~ _^._ , .  ._.x-. .  ”  --_ .  . . -  “_-- 



Distance (km) S-N Distance (km) 
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Figure 3. Along (left panels) and across channel (right panels) velocity fields in different moment 
of time after the beginning of the inflow (model results). 
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Figure 4. The time dependences of along (a) and across (b), (c), (d) channel velocities. 
Letters A-D in Fig.4a and A-F in Fig.4b-d correspond to the respective points in Fig.3c, 3f. 
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Figure 5. The results of the filtration procedure of inertial oscillation. Fig.Sa,b,c are u, v and w 
fields respectively. Fig.Sd is the schematic diagram of a cross-channel water circulation in the 
beginning (dashed lines) and in the end (solid lines) of the development of the inflow phenomenon. 
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the mean residual currents which lead to the formation of asymmetrical structure of thermohaline fields across 
the channel. The result of filtration of inertial oscillations is shown in Figure 5. Panels a, b and c present u, v 
and w velocities respectively. It is seen that the mean along-channel currents are directed to the Baltic Sea in the 
central part of the channel by the end of the processes of adjustment (Figure 5a). On the periphery of the 
channel water moves from the Baltic Sea. The vertical structure of the residual currents has the barotropic 
character. The values of velocities are almost constant from the surface to the bottom (if don’t take into account 
the boundary bottom layer). In the cross-channel direction the more intensive near-bottom currents take place at 
the left and right slopes of the channel (Fig. 5b). These currents result in transport of water masses and lead to 
pinching and surfacing of the halocline on the northern slope of the channel and sinking and widening on the 
southern one. In the central part of the basin the along channel currents are two times less than on the periphery. 
Thus, the across channel transport here is much weaker. 

The analysis of Fig.Sb shows the existence of zones of convergence and divergence. At least two zones of 
water upwelling and downwelling can be detached in Figure 5b. Thus, the mean movement in the channel has a 
three-dimensional character. On the basis of Fig.Sa-c the scheme of a cross-channel circulation can be drawn. It 
is presented in Fig.Sd. Three vertical circulation cells are formed across the channel. Their boundaries coincide 
with the zero isopleth of the along-channel velocity. Such picture of the mean across-channel circulation 
(Fig.Sd) is the result of the North Sea water inflow to the Baltic Sea. 

CONCLUSIONS 

The analysis of a water circulation in the Stolpe Channel obtained on the basis of numerical calculations 
allows to detach two types of predominant motions established in the channel during the process of the North 
Sea water inflow to the Baltic Sea: inertial oscillations and quasistationary currents. 

On the first stage of the development of the inflow phenomenon the inertial oscillations are generated by the 
initial shear currents. These oscillations are the most intensive in the central part of the channel and attenuate 
during three days after the beginning of the inflow. They have a baroclinic character. In the central part of the 
channel the fluid moves in the opposite directions above and below halocline. On the periphery of the channel 
the inertial oscillations are essentially weaker. Here the mean westward currents are predominant. 

The inertial oscillations develop on the background of the quasi-stationary currents established in the 
channel during the inflow event. They are the main reason of a reconstruction of the initial horizontally 
homogeneous thermohaline fields. The Ekman drift, excited in the bottom boundary layer due to the Coriolis 
force, generates the water transport across the channel. It leads to a reconstruction of hydrological fields and 
formation of an asymmetrical across-channel structure of thermohaline fields (pinching and surfacing of the 
halocline on the the northern slope of the channel and sinking and widening on the southern one). The mean 
along-channel currents are established in such manner that they are directed to the Baltic Sea in the central part 
of the channel and from the Baltic Sea on its periphery. These currents have basically a barotropic character 
with almost constant values of velocities from the surface to the bottom. 
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ABSTRACT 

The thermohaline structure of the water masses in the area of the Gotland Deep of the Baltic Sea was 
investigated by undulating CTD-probe in Cruise N 29 of R/V “Professor Shtokman” in spring, 1993. The local 
widenings of a pycnocline with vertical scope of about 30 m and horizontal scale of 12-20 km were revealed at 
several cross-shelf towings near a shelf break. Two-days measurements had shown that the density disturbances 
were located at different distances from the 100 m isobath in different sites of the tested area. Two possible 
mechanisms of formation of the local pycnocline widenings are investigated in this paper by means of 
mathematical modeling. The first one explains the in-situ data as an “internal surf’ phenomenon. The pycnocline 
inhomogeneities revealed at different distance from the shore are explained as a shoreward propagating two- 
dimensional internal wave. It is generated by barotropic seiches in the region of a steep continental slope near the 
Bornholm Island. Nevertheless, a comparison of the in-situ data with the results of mathematical modeling did not 
confirmed this hypothesis. The generation of observed inhomogeneities of hydrophysical fields due to a shear 
instability of baroclinic seiches is more realistic. It was obtained that baraclinic seiches oscillations in the 
conditions of a winter stratification can result in a formation of local zones of a shear instability. This leads to a 
widening of a pycnocline in zones of instability due to a mixing. 

INTRODUCTION 

The thermohaline structure of the Central Baltic waters (57’10’-57’35N and 20’00’-20’5O’E) was 
investigated by undulating towed CTD in March, 1995 during the Cruise N 29 of R/V “Professor Shtokman”. The 
speed of towing was 2.2-2.6 m/s, the distance between two consistent probe immersions was 200-450 m, the 
maximal depth of measurements was 160 m. The numbers of towings, directions and the time of beginning and 
end of each towing along with the 100 m izobath are shown in Fig. la. 

Four cross-shore sections of the conventional density (Tt are presented in Fig. lb. The numbers of towing 
are corresponded to ones in Fig.la. The local inhcmogeneities of the density field with horizontal scales of 12-20 
km are clearly seen at a different distance from the shore for all sections. This paper is addressed to the question 
of the nature of revealed peculiarities and the mechanism of their generation and evolution. 

There are several possible explanations of the inhomogeneities formation. These disturbances are 
interpreted in [l] as quasistationary eddies with horizontal scale of about 10 km. Tine alternative idea is followed 
from the qualitative analysis of horizontal and vertical structure of disturbances. The series of cross-sections in 
Fig. 1 b looks like the definite stages of evolution of a propagating internal wave. The hypothesis that internal wave 
propagates from the deep part of the sea to shallow one can be formulated from the fact of different distance of 
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Figure 1. The results of CTD measurements fulfilled in Cruise 29 of the R/V “Professor Shtokman”: 
(a) The scheme of ship tracks along’with 1OOm izobath in the area of the Gotland Deep. 3049-3052 
are the numbers of towings. The wave crests and troughs are marked by symbols x and o respectively; 
(b) The cross-shore section of the conventional density qfor the towings 3049-3052; 
(c) The buoyancy frequency profiles. Line 1 is the experimental and lines 2-4 are the model profiles. 
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the disturbances from the shore at different moments of time. If the idea of the moving wave is accepted it is 
ought to pay attention to a few circumstances characterized this wave process: 
1. The counterphase displacements of isopycnals above and below pycnocline are unusual for first baroclinic 
mode. They are inherent to higher baroclinic modes; 
2. The rough estimations of the phase speed give the magnitudes of 0.17-0.21 m/s; 
3. The location of the density disturbance during the towing 3052 contradicts the stated assumption. It locates far 
from the shore in comparison with towing 3051. If we assume the reflection of the previous wave from the slope 
or the existence of a new wave moving from the open part of the sea, the quasiperiodical character of the motion 
must be taken into account. 

To describe this process the mathematical model was developed in the assumption of a quasiperiodical 
character of the motion. The main question is: what is the reason of a waves generation? The Baltic Sea is 
nontidal. Thus, probably seiches oscillations can cause vertical motions above the bottom topography and 
generate internal waves. The periods of the Baltic Sea seiches are: 48 h 13 min, 30 h 12 min, 24 h 03 min, 13 h 43 
min, 8 h 11 min. Taking into account the value of the inertial period (Tin = 14.3 h), only seiches with periods 13 h 
43 min or 8 h 11 min can generate internal waves. These period were used for modeling. 

MATHEMATICAL MODEL 

The system of equation describing the dynamics of baroclinic seiches in stratified fluid on a f-plane is 
expressed in terms of the stream function v (wZ = u, wX = -w) and the eddy w = wzz + vXX [2,3]: 

at + J(o,w) - fv, = gp ,, m’(p>, + ao,, + Acuzz, 
vt + J(v, y.4 + fyb = av,, + Av,, , 
P t + J(P, V) + p. wx N2(z) / g = mp, + Mp,, 

(1) 

Here u and v are the cross- and along-basin velocity, w is the vertical velocity, J is the Jacobian, p is the wave 
disturbances of the density, p0 is the mean value of the density, N(z) is the buoyancy frequency, f is the Coriolis 
parameter, g is the gravity acceleration, a, A, m, M are the coefficients of horizontal and vertical turbulent 
viscosity and density diffusion respectively. 

The “rigid-lid” conditions, the absence of velocity shear and density fluxes were used at the sea surface: 
Co = 0; \v= 0; pz=O at z=O. (2) 

The non-slip and non-flow conditions were used at the bottom: 
w = vosin (crt); vn = 0; pn= 0 at z = -H(x). (3) 

Here v0 is the amplitude of the cross basin barotropic flux, <T is the wave frequency, n is the normal to the bottom. 
Boundary value of the eddy at the bottom is calculated from the formula w =Ayr [4], with the use of the stream 
function w on the previous temporal layer. 

The problem (l)-(3) was solved numerically [2,3]. The used bottom profile was steep at the northern part of 
the sea (near the Bornholm Island) and gentle sloping at the southern part. The value of barotropic flow v,, was 
calculated from the condition of maximum velocity of 25 cm/s at the izobath 60 m. 

MODELING OF THE “INTERNAL SURF” PHENOMENON 

Before the considering of the obtained results let’s discuss the peculiarity of a fluid stratification in region 
under study. The experimental profile of the buoyancy frequency is shown in Fig.lc (line 1). It characterized by 
an upper 60 m homogeneous layer. The pycnocline is located at a depth of about 85 m. Three model profiles of 
the buoyancy frequency are also shown in Fig.lc. The first one ( line 2) is described by a formula: 

N2(z) = [cl (z + c2) 2 + c3] -2. (4) 
The factors cl, ~2, c3 are defined by three constants: value of a buoyancy frequency maximum, the depth of 
pycnocline and its width. Lines 3 and 4 (Fig.lc) were obtained as a sum of several profiles (4). 

The density sections for the first type of stratification are presented in Fig.2. At the first stage of the generation 
process the more intensive vertical displacements of a pycnocline are located near the steep northern slope. Being 
generated near the Bornholm Island the pycnocline perturbations are divided onto two waves propagating in 
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Figure 2. The process of development of the “internal surf” phenomenon obtained from the numerical modelling. 
Positions B, C, D, E and F represent the propagating internal wave. 
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Figure 3. The model predicted st cross-sections calculated for the buoyancy frequency profile 3 (Figure lc). 
The manifestation of high baroclinic modes are presented by positions A, B, C, D. 
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Figure 4. Development of the hydrodynamic instability obtained numerically for the buoyancy frequency 
profile 4 (see Fig lc). 
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opposite directions. The wave moving northward reflects from a steep continental slope. Therefore the pycnocline 
disturbances near the Bornholm Island are negligible (position A in Fig.2). The main part of energy is reflected 
from the slope. The energy of a southward moving internal waves practically doesn’t reflect from the gentle 
sloping bottom. The wave energy are concentrated in the leading wave which increases its amplitude in the 
shoreward direction due to the shoaling effect. The propagating wave forms so called “internal surf’. This process 
is presented in Fig.2 by position B, C, D, E and F. 

The comparison of the theoretical results (Fig.2) with in-situ data (Fig.lb) shows that the theoretical wave 
amplitude (-30-35 m) coincides with experimental one but the horizontal scale of experimental “wave” two-three 
times greater. Besides, the phase speed of experimental wave is equal to 0.17-0.21 m/s and theoretical wave 
propagates with the phase speed of 0.34 m/s. The next disagreement is that the experimental disturbances have the 
multimodal character, whereas the first mode is predominant in the theoretical wave. 

The multimodal solution in the mathematical modeling can be obtained with the use of the buoyancy 
frequency profile 3 (Fig.lc), which differs from the previous one by existence of a stratified near-bottom layer. 
According to [6,7] this fact can result in generation of high modes. Two sections of density fields, obtained for 
profile 3 are shown in Fig.3. The counterphase isopycnal displacements are clearly seen in the positions A, B, C, 
D in Fig.3. Nevertheless, the comparison analysis of Fig.3 and Fig.lc has shown that the increase of stratification 
near the bottom didn’t modify essentially the wave field. 

MODELING OF A SHEAR INSTABILITY 

Now lets consider the results obtained for the profile 4 (Fig. lc). The main difference between the profile 4 and 
considered above is the absence of the stratification in the upper 60-meter layer. 

The density field for different moment of time is presented in Fig.4. The existence of short-wave disturbances 
in the central part of the basin at t=l.O, 1.2, 1.6T can be explained by virtue of analysis of the eigen functions of 
the boundary value problem. For the stratification 4 the maximum of a velocity shear is located near the upper 
boundary of a pycnocline. Thus, a decrease of Richardson number below the critical value is possible at a definite 
stages of the wave process. As a result, a shear instability is developed (t=l.O; 1.2; 1.6T). Due to the periodicity of 
the motion the phase of instability amplification is changed by a phase of attenuation (t=1.4; 2.4T). 

The presence of a horizontal turbulent diffusion leads to a widening of a pycnocline in zone of instability due 
to a mixing. The schematic diagram of this process is presented in Fig. 4. The comparison analysis of Fig.lb and 
4 has shown that the parameters of experimental disturbances and theoretical ones coincide. In addition, the 
phenomenon of the “internal surf” also takes place for these type of stratification. But the wave amplitude near 
the shore in Fig. 4 is smaller then in Fig.2. 

CONCLUSIONS 

From two possible mechanisms of generation of hydrophysical fields inhomogeneities in the Baltic Sea in 
winter (the phenomenon of “internal surf’ and shear instability) the latter more adequate explains the in-situ 
results obtained in Cruise 29 of R/V “Professor Shtokman”. Nevertheless, the numerical calculations have shown 
that the phenomenon of “internal surf’ can also take place in the Baltic Sea. 
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Abstract. An original method has been developed for estimating the concentrations of chlorophyll pigments, 
dissolved organic matter (“yellow substance”) and suspended matter from the data of spectral vertical light 
attenuation coefficient and diffuse light reflection coefficient. The suggested method is valid for any ocean area 
including shelves. The proposed method has been applied to the sea waters of different types according to the 
effective numerical single parameter classification. This classification gives the possibility to restore the main 
characteristics of the light field in water in the open ocean using the only one parameter - water &pe optical 
index m. For m over the whole range of the open ocean waters the calculations have been carried out and the 
light absorption spectra of sea waters have been tabulated. Using these spectra the absorption models have been 
optimised and the main sea water admixtures concentrations estimated. By the help of these results the sea water 
composition in any area of the open ocean can be easily estimated if the only one parameter m is known for the 
aquatorium of interest. The value of m can be determined by direct measurements of vertical light attenuation 
coefficient or calculated from the remote sensing data using the given regressions. 

1. Method of the main natural admixtures estimation from contact measurements data 

The suggested method consists of two steps. At the first step the values of light absorption coefficient in 
water are calculated from measured values of the spectral coefficient of vertical light attenuation and coefficient 
of diffuse light reflection in the visible. At the second step an absorption model giving the closest possible 
approach to the obtained light absorption coefficient spectrum is developed. The parameters of such model are 
the values of the chlorophyll concentration and absorption coefficients of “yellow substance” and suspended 
matter. 

As known, the divergence of the vector of light energy transfer H is equal to the spatial density of light 
energy absorption by an elementary volume: 

divH = -al?, (1) 

where a is the light absorption coefficient in water, E” is the spatial illumination of the given volume. Since 
horizontal gradients of optical properties of water in sea are much smaller than vertical ones (vertically stratified 
medium) and the scale of nonuniformity in surface illumination by daylight far exceeds the scale of vertical 
variability of light field in water, the horizontal gradients of H can be neglected. The vertical component of this 
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vector Hz is equal to @J - ET) where Es is down- and E f is up-illumination at a level z. Thus, (1) takes 
the form d/dz (EL-E+ =-a&? [l]. Dividing (1) by (El-Et) = EL (I - R), where R is the coefficient of 
diffuse light reflection by sea ( R = Ed EL), and taking into account & = - I/ EJ (dEJ/dz we derive the 
formula: 

& {I + (dwdz)/Kd/(l-R) /’ = akf/ (Es-E t). (2) 

The diEuse light reflection coefficient R varies only slightly with depth. It was shown by processing of 
numerous experimental dam that the second term in brackets is no more than 0.04, therefore, it can be ignored 
[ 11. In the right-hand side of (2) there is the expression for the mean cosine of the angle of radiation incidence 
,u = (EL-E 7)./ E”. Then(2)takestheform 

a= &/I. (3) 

Special model experiments in artificial media and series of measurements carried out in the Indian Ocean [2] 
have shown the mean cosine of the angle of light incidence is highly correlated with the coefficient of diffuse 
reflection according to the regression 

,u = 1 - 0.185 1/R. (4) 

The error in determining p from this formula is rather small ( -0.03 4~~0.04 ). 
Thus, using measured values of Kd and R the water absorption coefficient can be estimated: 

a = Kd(l - 0.185 {R). (5) 

Since solar light field parameters I<d and R can be obtained in any aquatoria, a can be determined by this 
method both in open sea and shelf waters. 

For the evaluation of the main natural admixtures concentration in sea water from the obtained absorption 
coefficient (the second part of the suggested method), let us assume that the light absorption coefficient depends 
mainly upon four factors: 

mod aA = 44 + C, f+,k’(Cp) + ays exp(-g@ -A,& + am (6) 

Here a,,n is the coefficient of light absorption by clear sea water; 
concentration, mg/m3 ; a,,n’C& 

C, is the phytoplankton pigments 
is the coefficient of specific absorption by phytoplankton pigments 

depending on the pigments concentration; a,,s is the coefficient of light absorption by “yellow substance” 
contained both in solution and in detrits at a wavelength &; asm is the coefficient of light absorption by 
suspended particles excluding the absorption of phytoplankton pigments as well as the absorption of “yellow 
substance” in particles. The dependence of the coefficient of specific absorption by phytoplankton pigments on 
the chlorophyll concentration was taken into account using some empirical relations from [3] in the way 
suggested in [4]. The spectrum of “yellow substance” absorption was defined as exponential with the index equal 
to 0.015nm”’ [5]. The numerous measurements of its spectrum in the Indian and Pacific oceans ([6] pp.158-159) 
and in the Baltic Sea [7] confirmed its exponential character with the index values differ from 0.012 to 0.019mu 
‘, 0.015run’ being the mean value. We suppose the absorption of the suspended matter am is unselective since 
we included the absorption of pigments as well as the absorption of “yellow substance” contained in particles into 
the second and third terms of (6). 

Now, if one obtains the spectra of vertical light attenuation and diffuse reflection coefficients for 
aquatorium of interest he can derive them into the set of light absorption coefficients using the procedure 
described above. Then the concentrations of the main water admixtures can be calculated by selecting the 
coefficients for the absorption model (6) in such a way to provide the closest approach of it to this set of 
empirical data using the optimisation algorithm [4]. 
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Fig. 1. Spectra of light absorption obtained by optimisation procedure 
a) for some oligotrophic (m=2) and b) for some eutrophic (m=5) waters. 
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As an example the proposed technique is demonstrated for two cases: some oligotrophic and eutrophic 
waters (Fig.l). The spots give the input dataset of light absorption spectra. After the absorption model 
optimisation we obtained the optimal absorption spectra for the three main natural water admixtures: absorption 
by phytoplankton pigments (curve 1), absorption by “yellow substance” (curve 2) absorption by suspended 
matter without pigments and “yellow substance” in detrits (curve 3). Their sum plus the spectrum of pure sea 
water absorption (curve 4) make the model spectrum for water absorption (curve 5) which is the best 
approximation for these experimental values. 

2. M&in admixtures concentration for the whole range of sea-water types in open ocean 

Let’s calculate the concentration of phytoplankton pigments, “yellow substance” and suspended matter 
using the above suggested method for all kinds of waters in the open ocean (Case 1 according to Morel). There 
are several different water type classifications giving the possibility to characterise the sea water using the simple 
indices of water type (see for example [8-lo]) or values of chlorophyll concentration [ 11,121. But we chose the 
classification that enables one to restore the characteristics of the solar light field in sea-water using the only one 
parameter defined as water type optical index m [ 131. This parameter is proportional to the vertical light 
attenuation coefficient at 500 mn: 

m = 100 lge KdjooiZ 43.43KdSoo. 

K &OO should be measured by the Sun altitude more than 35 degrees or by the sky overcast. 
The least obtained value of m was measured in the central part of Pacific at the south-east of Cook Islands 

and turned to be equal to 1.15 [ 141. We consider the optical properties of such water as the properties of pure 
sea-water. The values of m from 1.15 to 2 correspond to oligotrophic waters, the values from 2 to 5 correspond to 
mesotrophic ones, larger values characterise eutrophic waters. The distribution of m in Pacific, Indian and 
Atlantic Oceans obtained by numerous contact measurements are given in [ 15-171. There are also the tables and 
nomograms there given for restoration of the spectra of vertical light attenuation coefficient and diffuse light 
reflection coefficient for given m. We carried out calculations of these spectra for the whole range of m in the 
open ocean. Now, using the above proposed method we can estimate the main natural admixtures concentrations. 

The optimisation of the absorption models was carried out in the visible from 380 to 600 mn. The 
calculation results are given in Fig.2. Variations in input parameters within 10% together with the possible 
variations in other parameters used by the absorption model produce the error in estimation of Ci,, ays and as,,, no 
more than 20 - 25% [4]. 

Numerous data obtained by the direct measurement of chlorophyll concentration from board the research 
vehicle “Vityaz” in the Atlantic Ocean in 1991 and averaged for every m fall within the above indicated error in 
estimation of the chlorophyll concentration (Fig.2). As for “yellow substance” concentration numerous data of its 
investigation in the open ocean give the value range for light absorption referred to 500mn from O.O002m-’ to 
O.O2m-’ ([6] p.159-160). These values are in good accordance with the results obtained by our method. 

3. Estimation of sea water admixtures concentrations by remote sensing 

The obtained admixture concentration dependences can be used for estimating the water content in any 
open sea aquatorium of interest if the appropriate contact measurements of I<d are available. Moreover, they can 
be also used for the remote sensing of sea waters. In fact m can be estimated rather safely from some remote 
measurements too. It can be calculated from the ratio of sea radiance coefficients PA using the regressions [ 181: 

m = 1.0 + 3.7 pssdp44o Or m = 1.3 + 3.5 ps6dP43o 

with standard deviations of 14% and 20%. 
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1 2 3 4 5 6 7 8 9 10 m 

Fig.2. Chlorophyll concentration C, in [mg/m3] (1) “yellow substance” absorption coefficient a,,s *IO0 in [mm 
‘1 (2) and suspended matter light absorption coefficient a ,*lOO in [m-r] (3) as a function of water type 
optical index m. Spots - the data of the direct measurements of chlorophyll concentration in sea water. 

Recently we suggested another method of determination of m from remote sensing data [ 191: we revealed 
the strong correlation between the gradient of the sea surface spectral radiance in the band 490 - 5 10 nm and the 
optical index of water type m. Therefore the water type can be estimated from space using the new parameter 
slightly affected by the atmospheric conditions. 

Thus, the obtained dependences of the three main natural sea-water admixtures concentrations upon the 
water type optical index m give the possibility of the water composition estimation in any open sea aquatorium if 
only m is measured there by contact or remote sensing methods. 
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Abstract. 
Numerical simulations of Mediterranean outflow in the Black Sea using reduced gravity model 
have been carried to study the topographic control. In the reference experiment we use realistic 
topography and the model is tuned to adequately simulate the observed characteristics of gravity 
currents. Idealistic topography H=H(y), consisting of Bosphorus exit, shelf, continental slope and 
abyssal plain, is constructed in such a way that the geometric parameters of topography elements 
(slope and length) are comparable to the real ones. In order to investigate the impact of roughness 
on the gravity current simulations are carried out with idealistic but rough topography with 
roughness characteristics similar to observed ones. The results demonstrate that the behavior of 
gravity currents under specified ambient stratification is strongly dependent on local topography 
slope and roughness. Entrainment velocity reaches maximum on the continental slope. The 
roughness affects both entrainment rates and dispersive properties of the model. It was also found 
that the presence of Bosphorus underwater channel extension is quite significant for the dynamics 
of gravity currents. 

1. Introduction. 

The gravity plumes in stratified oceans are recently addressed in number of studies where the transport by gravity 
currents is considered as a key mechanism of ocean water mass formation. Most of these studies are focused on 
the Mediterranean outflow [l], [2], [9] and on the outflows through the North Atlantic straits [4], [lo]. A large 
variety of models (e. g. stream-tube models, reduced gravity models, 1 1/2-D models or fully 3D models) is used in 
these studies. Here we address the Mediterranean outflow in the Black sea. 
The Black Sea is a semi-enclosed basin where the limited exchange with Mediterranean Sea through the 
Bosphorus Straits is of great significance for deep water formation. The specific conditions in the outflow area, 
e.g. the extremely sharp’ salinity differences between Black Sea and Mediterranean Sea (18 psu versus 36 psu), 
the very strong vertical stratification (salinity at the surface about 18 psu versus 21.5 psu at 300 m depth), 
variable topography in the outflow area (shallow shelf of about 50 m and abrupt increase of bottom depth down 
to 1000 m in about 20 km) give a unique test case to study slope convection, internal mixing and the impact of 
bottom topography on gravity currents. The main questions that still need deeper elucidation are: (1) does the 
Mediterranean Sea Water (MSW) reach the bottom (as this occurs in the Weddel Sea) or can it be found at some 
specific depth interval (as this is the case with the Mediterranean outflow in Atlantic); (2) does the current turn to 
the right and propagate along the isobaths affected by Coriolis force, as this occurs after the outflow leaves the 
Gibraltar Straits; (3) what is approximately the area where the plume can be identified and the area where it loses 
its identity. 
Observations in the Black Sea support the idea that the deep layers are formed long time ago and are currently 
unaffected by the sinking plume [7]. The pathway of Mediterranean outflow was investigated by Russian and 
Turkish oceanographers and it was shown that the current persistently takes North-West direction following a 
narrow underwater channel. After leaving the channel and reaching the continental slope, no pronounced turn to 
the right was observed [5], [6], [13], [16]. It is widely accepted that substantial part of the vertical mixing is 
caused by the entrainment of Black Sea Water (BSW) by the sinking plume [3], [ll]. However, the results of 
observations give wide range of estimated ratios between the intlowing and entrained water that motivated some 
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recent numerical studies on this subject. The recent paper [12] (hereinafter SSP) investigates in detail the 
dynamics of Mediterranean outflow in the Black Sea using results of number of numerical experiments. The 
simulations described in this study give a good agreement with observations and prove that the shallow sinking of 
the outflow could be explained by the large entrainment on the shelf. This entrainment reduces the salinity of the 
plume and its density so that the depth of neutral buoyancy is reached at about 200-400 m. Another consequence 
of the large entrainment is the rapid decrease of temperature and salinity anomalies of the plume with increasing 
distance from the strait exit, thus the plume can not be identified in the open sea. It is demonstrated in the above 
study that the ambient stratification is of major significance for the depth of penetration of gravity currents. 
Here we extend our previous analysis towards investigating the role of bottom topography for the propagation of 
the plume. We try to give answers to the following important questions: (1) What would be the pathways of 
density currents and their characteristics if the underwater channel was absent? (2) What are the differences 
between he currents on the shelf and on the continental slope? (3) How the slope of topography controls the 
gravity currents? (4) What is the impact of bottom roughness? 
In our study we use reduced gravity model which allows better description of processes over realistic topography 
than in the stream-tube models and in the same time consumes much less computer resources than 3D models. 
This makes the integration with high resolution very efficient and manageable even on a single processor 
workstation. 
With mass, buoyancy and momentum fluxes we can fully describe the propagation of the idealistic gravity 
plumes [ 141. However, the dependence of acceleration on local topography under realistic conditions could 
perturb the main balance of forces. To better understand the key mechanisms controlling the Mediterranean 
outflow in the Black Sea and to answer the main questions addressed in the present study we will analyze 
simulations with idealized, simplified and realistic topography. 

2. The numerical model. 

The model consists of a turbulent 
lower layer (the plume) underlying an 
upper layer, Fig. 1. Bottom friction 
obeys quadratic drag low and the 
friction coefficient is set at t=3x10d2 
after number of tuning experiments. 
The coefficients of turbulent 
exchange and diffusion are taken as 
Ah=Ahy50 m 2s-‘. Model entrainment 
velocity is parameterized in such a 
way that the exchange between the 
plume and ambiance depends on 
Richardson number as 

where u, v are zonal and meridional 
component of velocity, g’ is reduced 
acceleration rate, H is bottom depth, Fig. 1. Schematic view on the reduced gravity model. 
cL=0.0086 and S, is turbulent Schmidt number (for more details about the governing equations, 
parameterizations and numerics, see [4] and SSP). 
The model domain is resolved with a horizontal grid step of 600 m The model area has almost solid south 
boundary with a small opening where the characteristics of the strait outflow are prescribed. The other three 
boundaries are open with zero normal gradients of temperature, salinity, zonal and meridional components of 
velocity and interface depth. At the solid boundary the velocity components are set to zero. The initial width of 
the plume is limited by the strait opening (three grid elements). Its thickness at the exit of the Bosphorus Straits is 
specified in such a way that the simulated transport is comparable to the observed one (1 O4 m3s-‘, [ 151). 
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3. Model scenarios. 

We carry out several simulations with the only difference between them being the bottom topography. The 
Control Run (CR) has realistic topography (Fig. 2a) based on the bathymetric map of [5]. This experiment is 
described in [ 121 and is used here as reference one giving good agreement with the existing observations. The 
remaining simulations have idealistic topography. All forcing parameters (temperature and salinity differences 
between plume and ambient water, initial thickness of the plume, ambient stratification) and subgrid parameters 
(entrainment ratio and bottom drag coefficient) are kept unchanged as in the CR. In order to keep the forcing in 
all experiments almost identical, the configuration of the Bosphorus channel (governing the transport at the exit) 
is kept the same in all experiments. The idealistic topography H=H(y) is constructed in such a way that some of 
the characteristics are similar to the ones in CR 
topography. In this experiment (we will use 
further the abbreviation IT-idealistic 
topography) the Bosphorus Channel exits on 
almost flat shelf part with small slope changing 
from 50 to 100 m at a distance of 20 km (Fig. 
3a). After, the shelf reaches the steep 
continental slope where the depth increases 
from 100 m to 1000 m at a distance of about 16 
km. The slopes are chosen to be comparable to 
the real ones (compare Fig. 2a with Fig. 3a). 
The flat bottom beyond the continental slope 
with a depth of 1000 m aims to represent the 
deep abyssal part of the outflow area. An 
important difference between CR and IT 
topography is the presence of underwater 
channel in the CR, which deflects the MSW in 
north-western direction thus gravity currents do 
not follow the line of largest slope (see Fig. 2a). 
To simulate the guidance of gravity current 
using the simplest possible bottom forms we 
design the experiment with Idealistic 
Topography and Wall (ITW). ITW topography 
is similar to IT but at the exit of the Bosphorus 
underwater channel a vertical underwater wall 
with a depth of 50 m is imposed on the shelf 
(Fig. 4a). The wall geometry (height, length and 
angle between the wall and the coast) is chosen 
to be comparable with the geometry of the 
channel extension (see Fig. 2a and Fig. 4a) thus 
we can expect that currentsin ITW experiment 
will show more realistic behavior. Fig. 2. CR experiment: (a) bottom topography [ml, long-dash 
An important difference between topographies curves are the 40, 60 and 80-m isobaths. (b) bottom salinity 
in the CR and in the idealistic experiments is [psu]. 
the bottom roughness. Local topographic 
irregularities could induce accelerations, causing increase in entrainment velocity and as a consequence fast 
mixing with ambient water. In order to investigate the impact of the roughness factor we run two additional 
experiments - Idealized Rough Topography (IRT) and Idealistic Rough Topography and Wall (IRTW). We 
prescribe the bottom roughness using random number generator with variations in the interval [-lo,+10 m] 
(except for the Bosphorus channel area, where the topography is not changed in order to avoid changes in the 
forcing at the outflow location). By comparing the results in IT and IRT experiments we aim to demonstrate the 
impact of bottom roughness on the plume caracteristics. The IRTW experiment aims to combine both rough 
bottom and north-western deflection after the exit of Bosphorus channel, so the same wall as in the ITW is placed 
at the same location. 
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4. Analysis of the results. 

The behavior of the plume is governed by the balance between different forces: reduced gravity, Coriolis force, 
bottom friction and horizontal mixing. The slope convection was studied in [lo] where the configuration of 
model topography was similar to ours in IT experiment. It was found that depending on the ratio between 
buoyancy and bottom li-iction there were two cases of propagation: alongslope and downslope motion. The 
relative significance of friction increases for thin plumes (thinner than the thickness of bottom Ekman layer). Our 
simulations in IT and ITW experiments (Fig. 3b and Fig. 4b) show strictly downslope motion on the continental 
slope like in the case of thin plumes in [lo], which clearly indicates the dominancy of gravity force. 
In the IT experiment the plume leaves the Bosphorus channel and flows down the continental slope. After 
reaching the flat bottom part it starts to propagate 
in all directions with slight preference to the east 
(Fig. 3b). The plume thickness on the continental 
slope is about 5 to 15 m which is comparable to 
the typical value for the depth of bottom Ekman 
layer 10 m. This result is in agreement with [lo]. 
Our simulations show that BSW is entrained 
mostly over the steepest parts of topography 
[SSP] where the entrainment velocity (not 
presented here) reaches largest values. The 
explanation is that here the plume accelerates, the 
velocity increases, and the entrainment rate that is 
parameterised as a function of velocity and local 
topography (Eqn. 1) also increases (the steeper 
the slope, the larger the entrainment rate). The 
anisotropic spreading of the plume (right 
deflection on the abyssal plane) might be 
explained as resulting from the different balance 
of forces on the continental slope and in the flat 
area. On the continental slope the gravity 
acceleration is dominating and the horizontal 
scales are too small to see the influence of 
Coriolis force. Reaching the abyssal plane the 
plume decelerates, that strongly reduces the 
bottom friction. At the same time the buoyancy 
flux also decreases abruptly since the entrained 
ambient water on the continental slope is enough 
to substantially reduce the density difference 
between the plume and ambiance [SSP]. Under 
such conditions the Coriolis force starts to 
dominate and we observe the right deflection. 
The CR and IT experiments give quite different 
estimates about the broadening of the plume on 
the shelf. In the CR (Fig. 2b) the plume spreads 
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Fig. 3. IT experiment: (a) bottom topography [m], long-dash 
curves are the 60, 80 and 100-m isobaths. (b) bottom salinity 
[PSUI. 

over large part of shelf, the zonal gradients of salinity are small at the edges of the plume and the core of the 
plume stays close to the exit of Bosphorus channel. Differently, in the ITW experiment the plume is wider than in 
the IT (compare salinity in Fig. 3b and Fig. 4b) and the results in the ITW experiment show closer similarity to 
the ones of the CR. The conclusion here is that the north-western deviation of the current increases the horizontal 
mixing and enables the plume propagation in zonal direction. 
Comparing the salinity in idealistic topography experiments and CR (see Fig. 2b, 3b, 4b) we find many 
differences but the main point is that the plume in the CR does not reach the abyssal plain, completely losing its 
identity on the continental slope. One possible reason could be the roughness of realistic topography that 
facilitates mixing between plume and ambient water. This conclusion is supported by the results from 
experiments with rough topography. The horizontal maps of salinity in IRT and IRTW experiments (Fig. 5a and 
Fig. 5b) show that the plume does not reach depths below 500 m. As the only difference between IT and IRT 
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Conclusions. 

Numerical simulations of Mediterranean outflow in the 
Black Sea are carried out here using reduced gravity 
model. The results from experiments with idealistic 
topography show large entrainment rates on the 
continental slope where substantial part of mixing 
between BSW and MSW occurs. However, using 
simplified and smooth topography results in 
unrealistically small mixing in the shelf area, and as a 
consequence the current reaches the abyssal plain and 
flows in the deep sea. The latter is not supported by 
observations. It was found that the behavior of the 
gravity current under specified ambient stratification in 
the Black Sea is governed by the topography slopes and 
local roughness. More detailed discutions on about what 
are the magnitudes of bottom roughness that could be 
significant for the plume behavior and how the width of 
the shelf affects bottom currents will be addressed in the 
forthcoming paper. 
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Abstract 

The Barents Sea Polar Front denotes the boundary between relatively warm, saline water of Atlantic 
origin and colder, fresher Arctic Water. Recent field work, numerical modeling, and historical data 
analyses have resulted in a revised view of frontal dynamics and the seasonal variability of hydrographic 
properties in the frontal region. Atlantic Water is assumed to enter the Barents Sea as a barotropic 
current, trapped to topography through the conservation of potential vorticity. The crucial concept is 
that this current splits into two branches at the sill between Sentral Bank and Nordkapp Bank. One 
branch flows into the eastern Barents Sea, while the other recirculates within the Bear Island Trough and 
Hopen Trench. The recirculating branch creates a topographically controlled, barotropic front between 
Sentral Bank and Bear Island. Topographic control is disrupted near the surface by the seasonal discharge 
of fresh water from melting ice to the north of the front. The meltwater pool creates a strong pycnocline in 
the upper 50 m and an associated geostrophic jet. Below this seasonal, baroclinic front the topographically 
controlled, barotropic front remains throughout the year. Regional water mass properties are strongly 
influenced by the fact that ice and fresh meltwater cross the front to overlie Atlantic Water in the Bear 
Island Trough and Hopen Trench. 

Introduction 

The Barents Sea Polar Front is the boundary between Atlantic Water and Arctic Water in the 
western Barents Sea. This boundary is in fact a frontal zone consisting of two principal components, 
an Atlantic Water front and a meltwater front [l, 21. The topography near the frontal zone consists of 
several shallow banks surrounding the Bear Island Trough and Hopen Trench (Figure 1). A relatively 
uniform slope separates the banks from the trough between Bear Island and Sentral Bank. Observations 
of temperature at 50 m depth in the frontal zone [3] s h ow that the Atlantic Water front is topographically 
trapped along the slope, but the trapping mechanism is not known. Geostrophic calculations indicate a 
southwest flow of Arctic Water over the Spitsbergen Bank [l, 41, and both northeast [l, 51 and southwest 
[4, 6] Atlantic Water flow along the slope. There are few reports of absolute velocities in the region, and 
the influence of the barotropic flow is difficult to assess. 

A high-resolution survey of the frontal zone in the summer of 1992 has stimulated a modeling study 
and a retrospective analysis of some historical hydrographic data. The new observations indicated that 
the barotropic flow of Atlantic Water along the slope may be significant [5]. The modeling work showed 
that this barotropic circulation may be the key to understanding the topographic control of the Atlantic 
Water front [7]. Historical data analyses showed results consistent with these findings [8]. In this paper, 
these results are briefly reviewed with emphasis on topographic control of the Atlantic Water front and 
the seasonal variability of water mass properties near the frontal zone. 

Observations of the Frontal Zone 

High-resolution observations of hydrographic properties over the south flank of Spitsbergen Bank 
were made during the Barents Sea Polar Front Experiment (BSPFX) conducted from 6 to 26 August 
1992 [5]. Of t m erest for this study are surveys conducted from the USNS Bartlett using a profiling 
Conductivity-Temperature-Depth (CTD) system and an underway Acoustic Doppler Current Profiler 
(ADCP). Repeated CTD/ADCP surveys were conducted within a 70 x 80 km box centered at 22.5”E, 
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Figure 1: Plan view of western Barents Sea topography with a shaded region denoting the frontal zone. 
The small box is the study are of the Barents Sea Polar Front Experiment (BSPFX). The large box 
encloses the area included in the historical survey of National Ocean Data Center (NODC) hydrography. 

complete. The three-minute average ADCP data had along-track resolution of 1 km and cross-track 
resolution set by the survey pattern (typically 10 km). Moorings with temperature sensors and current 
meters at depths of 20, 50, and 80 m were placed at three corners of the survey area. 

Hydrographic sections revealed two thermohaline fronts: A subsurface Atlantic Water front and a 
surface-trapped meltwater front (Figure 2). Atlantic Water (1 < T 2 8°C; 35.0 < S 5 35.2 psu) was 
found throughout the water column in the deeper portion of each section. The Atlantic Water front, 
defined here by the the 35.0 psu isohaline, represents the northernmost boundary of Atlantic Water in 
the western Barents Sea. The spatial survey showed that the location of the front was approximately 
coincident with the 250 m &bath. The Atlantic Water front showed relatively little vertical structure 
below 50 m depth and was strongly T-S compensated, with a horizontal density gradient of less than 
0.1 kg me3 despite a temperature contrast of 3°C and salinity contrast of 0.3 psu. Arctic Water (T 5 
0°C; 34.3 < S < 34.8 psu) was found below 50 m and shoreward of the 150 m isobath. 

The meltwater pool, delineated by the 34.4 psu isohaline, consisted of warm, fresh water produced 
from the melting of sea ice and was associated with strong (Ap x 1 kg mm3) horizontal and vertical 
density gradients. Geostrophic velocity calculations showed a surface-trapped jet over the shelf with 
maximum velocities (relative to 100 m) of 515 cm s-l. Over the slope, the geostrophic flow was weaker 
(2-4 cm s-‘) and directed towards the east. 

The BSPFX data were particularly valuable due fo the observation of absolute currents. A “snap- 
shot” of the sub-tidal flow was produced using a least-squares fit to the combined ADCP and mooring 
data over the 20 day experimental period (Figure 3). The technique models the tide as the sum of har- 
monic functions at specific frequencies and allows a temporally steady (sub-tidal) flow to be extracted 
[9]. At 20 m depth the sub-tidal velocities over the shelf were consistent in magnitude and direction with 
the geostrophic velocities. Below 20 m the flow over the shelf was weak (2-5 cm s-‘) and variable in 
direction. This indicates that the shelf was dominated by the baroclinic meltwater jet. The flow over 
the slope was strong (8-15 cm s-l) and persistently to the west. Note that the reduction of the observed 
westward flow from lo-15 cm s-’ at 80 m to 8-10 cm s-’ at 20 m is consistent with the surface-intensified 
geostrophic flow of 224 cm s-’ to the east. Thus, the total flow of Atlantic Water at this point on the 
slope is strongly influenced by the barotropic component and is to the west at all depths. 
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Figure 2: Cross-slope sections of (a) temperature and (b) salinity from the CTD survey conducted during 
BSPFX. The positions of the Atlantic Water front and the meltwater front can be defined by the the the 
35.0 psu and 34.4 psu isohalines, respectively. Note that neither front is well defined by temperature at 
the surface. 

Topographic Control 

Based on the T-S structure and velocity field associated with the subsurface, Atlantic Water front 
observed in BSPFX a process modeling study was undertaken [7] which suggested a topographically 
controlled Atlantic Water recirculation within the western Barents Sea. This study presented a simple 
explanation for the recirculation: a barotropic flow of Atlantic Water enters the Barents along the southern 
side of Bear Island Trough and conserves potential vorticity by following topography. A topographic 
bifurcation at the Sentral Bank-Nordkapp Bank sill divides the Atlantic Water current into two branches. 
Shallow topography guides one branch into the eastern Barents Sea while deeper topography steers the 
other branch to recirculate within the Bear Island Trough-Hopen Trench system, eventually returning 
to the Norwegian Sea. Along the slope between Sentral Bank and Bear Island, the model suggests that 
the westward flowing Atlantic Water remains offshore of the 250 m isobath as a result of the upstream 
bifurcation in the topographically trapped flow. 

Direct current measurements across the Bear Island Trough [6] are consistent with this concept 
in that they show westward velocities at all depths between 73”3O’N and Bear Island, a region where 
recirculating Atlantic Water would be expected. However, the idea of a persistent westward flow of 
Altantic Water over the southern flank of Spitsbergen Bank is at odds with another study [lo] which 
suggests that Atlantic Water flows eastward over the slope throughout most of the year, reversing to 
flow westward only in summer. The number and duration of absolute velocity measurements presently 
available from the western Barents Sea are insufficient to resolve this issue. 

The National Oceanographic Data Center (NODC) Global Ocean Temperature and Salinity Profiles 
and Oceanographic Station Profile Time Series were used to determine the geographic distribution of 
subsurface water masses in the western Barents Sea. Water mass definitions [9] and closely follow those 
of Loeng [l]. The geographic extent of the Atlantic and Arctic water masses is shown in Figure 4. 
The subsurface Atlantic Water was found mostly in waters deeper than 250 m. The subsurface Arctic 
Water extended into waters deeper than the shelfbreak (roughly the 100 m isobath) but tended to remain 
shelfward of the 250 m isobath. Both results are consistent with the topographic control concept, which 
predicts the Atlantic Water boundary to be aligned with the 250 m isobath. 

Seasonal Variability 

The vertical structure of temperature and salinity in the frontal region was examined to determine 
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Figure 3: Sub-tidal velocity field at (a) 20 m depth and (b) 80 m depth during BSPFX estimated from 
the combination of the ADCP survey and moored current meter data. 
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Figure 4: Geographic distribution of sub-surface (> 50 m) hydrographic data from the NODC database. 
(a) Atlantic Water and (b) Arctic Water are shown along with topographic contours at 100 m (the shelf 
break) and 250 m (the sill depth). 

seasonal changes in stratification at the Polar Front. Vertical structure was characterized in a 
surface layer and a subsurface layer by computing two-point differences between O-100 m and 100-200 m, 
respectively (Figure 5). The surface layer salinity field was vertically uniform from December through 
June with very low variability. From August to November, the typical salinity difference over the top 
100 m was -0.5 psu, indicating that fresh water had overridden saltier water. The much larger variability 
during these months reflected the varying strength and horizontal extent of the meltwater pool. The 
vertical temperature structure in the surface layer showed that the thermocline developed several months 
before the halocline and reached a maximum strength of about 4°C in August. The subsurface salinity 
field was vertically uniform throughout the year and the temperature field showed only slight vertical 
stratification (maximum AT M 1°C). Thus, the frontal region was nearly vertically uniform during the 
winter months. Under these conditions, the critical simplifying assumption of the topographic control 
concept, barotropic Atlantic Water flow, may be considered valid. In the summer, the situation is 
more complex since a seasonal thermocline and halocline are present in the upper 100 m. However, the 
subsurface layer remains nearly vertically uniform throughout the year, apparently decoupled from the 
seasonal cycle in the surface layer. 

The densest water in the NODC data set was found along the slope between Bear Island and Sentral 
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Figure 5: Vertical gradients, presented as two-point differences, from NODC data in the frontal region. (a) 
Salinity (upper) and temperature (lower) differences for the surface layer (&lo0 m depth). (b) Salinity 
(upper) and temperature (lower) differences for the lower layer (100-200 m depth). Circles represent 
mean differences, vertical bars denote one standard deviation. 

Bank, predominantly between the 100 m isobath and the deepest part of Bear Island Trough. This 
water mass was a cold, fresh end member of Atlantic Water, denoted Modified Atlantic Water (T 5 1°C; 
34.95 < S 5 35.10 psu). Modified Atlantic Water was often found throughout the water column in late 
winter, whereas a surface layer of relatively fresh water, presumed to have as its source the meltwater on 
Spitsbergen Bank, was found throughout the western Barents Sea in summer. Thus, Modified Atlantic 
Water was probably formed by the convective mixing of Atlantic Water with overlying meltwater. The 
large wintertime surface heat loss in the region [ll] would be sufficient to cool the water column by 4°C 
[8] and the meltwater would cause a slight freshening. For example, a 30 m deep meltwater layer (S = 
34.5 psu) mixed with 270 m of 35.0 psu Atlantic Water would form water with salinity of 34.95 psu, the 
lower bound for Modified Atlantic Water (the same salinity would result from 0.4 m of ice (S = 5.0 psu) 
mixed with 250 m of 35.0 psu Atlantic Water). 

Conclusions 

The Barents Sea Polar Front is a frontal system consisting of two principal components, an Atlantic 
Water front and a meltwater front. The Atlantic Water front represents the northern edge of North 
Atlantic water which enters the Barents Sea in the Norwegian Atlantic current. The Atlantic Water front 
is well defined year-round below about 50 m depth and exhibits a strong relationship to the underlying 
topography. The meltwater front is a result of the spring ice melt over the Spitsbergen shelf. The 
meltwater front shows significant seasonal variability, typically being established in June and persisting 
until October. The meltwater front does not show a strong relationship to topography, and there is 
evidence that either ice, meltwater, or both move southward off of Spitsbergen Bank to overlie Atlantic 
Water within the Hear Island Trough and Hopen Trench. 

The temperature and salinity structure of the frontal zone found during BSPFX was completely 
consistent with Loeng’s description of summer water mass distributions on the Spitsbergen Bank [l]. 
However, a new element was introduced by the direct observation of velocity. In particular, the absolute 
velocity in the Atlantic Water core was found to be towards the west at all depths. 

Topographic control of the Atlantic Water front can be explained by a recirculating branch of the 
Norwegian Atlantic Water inflow. The Norwegian Atlantic Current is presumed to enter the Barents Sea 
as a predominantly barotropic flow which conserves potential vorticity, and thus is strongly constrained to 
follow the topography of the western Barents Sea. A topographic bifurcation (saddle point) at the Sentral 
Bank-Nordkapp Bank sill divides the current into two branches. The inshore edge of the recirculating 
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branch remains at the sill depth, about 250 m, thereby setting the position of the Atlantic Water 
front along the slope between Sentral Bank and Bear Island. Historical data are consistent with this 
concept in that the boundary between Atlantic Water and Arctic Water is found near the 250 m &bath. 

The frontal zone is strongly influenced by seasonal variability. In winter the water column is well- 
mixed vertically and water mass variability is dominated by horizontal property gradients associated with 
the Atlantic Water front. In summer strong vertical gradients of temperature and salinity are found in 
the upper 50 m, associated with solar heating and the melting of sea ice over the shelf. Low salinity 
water presumed to have its origin on the Spitsbergen shelf is found throughout the western Barents Sea 
in summer. This surface water appears to be an important component in the formation of a dense water 
type, denoted Modified Atlantic Water, along the slope between Sentral Bank and Bear Island. Modified 
Atlantic Water is the densest water found in the western Barents Sea in the 40 year NODC data set, and 
is clearly distinguishable from brine-enhanced, dense bottom water found elsewhere in the Barents Sea. 
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the North Atlantic and Pacitic changes 
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Introduction 

The goal of present work is to discuss the interannual and interdecadal variability of the air temperature, 

precipitation over the Crimea, and sea temperature, rivers’ run-off, salinity and vertical stability of the upper sea 

layers in the Northwestern Black Sea associated with the North Atlantic changes. It was shown earlier (Simonov 

and Al’tman, 1991; Polonsky e.a., 1997) that the natural changes of the Black Sea river discharges and coastal 

variability of the hydrographic fields prevail in spite of the strong run off artificial regulation. They are due mostly 

to low-frequency variability of the coupled ocean-atmosphere system over the North Atlantic and Equatorial 

Pacific. The present results obtained using the additional hydrometeorological data confirm that. 

Data and Processing Procedure 

We used historical data of temperature and salinity at 0 and 20 m in the N.W. Black Sea from 1924 till 

1994 monthly averaged over regular mesh 40 by 40 miles., monthly river discharges from January 1921 to 

December 1992, assessment of the annual discharges of Danube and Dnieper from 1855 to 1994 using published 

data, and monthly magnitudes of the sea level pressure (SLP) and Rossby index (RoI) from 1891 to 1990 

(Polonsky and Sizov, 1991). The RoI was calculated as a difference of the SLP in the Azores High and Iceland 

Low. The monthly position of Azor High an Iceland Low and SLP magnitudes after 1891 were received from 

(Monthly data sets, 1988 and Monthly synoptic bulletins, 198611991). Regional hydrometeorological data sets, 

including observations in Sevastopol, Yalta, Feodosiya and Odessa and global hydrometeorological archive of the 

Russian Hydrometeorological Center for XX century including the North Atlantic and Southern Oscillation 

Indeces (NAOI and SOI) were used. 

Results and Discussion 

VARIABILITY IN THE NORTHWESTERN BLACK SEA 

Spatial distributions of r.m.s. of the surface fields show the strong variability of hydrographic parameters 

especially in the coastal zone. The r.m.s. is at a maximum during spring when the discharge changes of Dnieper 

and Danube increase. For instance, total May r.m.s. of sea surface temperature and salinity (SST and SSS) reach 

about 3.0°C and 4.4 psu, respectively, while the r.m.s. of SST and SSS are of about 1.4/2.4”C and 2.5/4.0 psu in 

the vicinity of the rivers’ inflow in February and November, respectively. The r.m.s. of SST and SSS due to annual 

harmonic reach there about 7°C and 2.2 psu. So, the r.m.s. due to the average annual cycle and r.m.s. due to 

variability at the other space-time scales are of the same order. About 50% of total r.m.s. after deseasonahzation 

are due to interannual and interdecadal variability. Low-frequency variability of the surface density in the N.W. 

Black Sea and of vertical stability (stratification) of the upper layer are due mostly to SSS change. There are two 

typical scale of low-frequency variations of the hydrographic fields in the N.W. Black Sea: from 10 to 20 years 

and from 2 to 7 years. Each of them is responsible for 30 to 45% of total variance of monthly salinity and density 

fields in I955 to 1994. Cospectra of the river discharges and SSS show two or three significant peaks. The typical 
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periods of these coherent variations are as follows: 2 to 3 years, around 4 years and around 15 years. Significant 

trends of temperature, salinity, density and stratification in the N.W. Black Sea in 1955 to 1994 are absent in spite 

of strong artificial regulation of Dnieper and Dniester run-off (Polo& e.a.,1997). Thus, the hydrographic fields 

of the N.W. Black Sea are character&d by strong natural year-to-year and decade-to-decade variability due to 

changes of the river discharges. The same variability was found in all analyzed hydrometeorological parameters in 

Yalta, Feodosiya, Sevastopol and Odessa (e.g., Fig.1, curves 2 and 3). As shown below these changes are due 

mostly to processes in the coupled ocean-atmosphere system over the North Atlantic and Equatorial Pacific. 

VARIABILITY OF SEA-AIR INXUWYION IN THE NORTH A?lJhWC OCEAN AND ASSOCIATED 

CLI.. TE ANOUALIES OVER THE EASTERN EUROPE 

There are two distinct temporal scales of interdecadal and interannual variability of hydrometeorological 

fields in the North Atlantic. Both are due to natural fluctuations of the atmosphere-ocean system. Their typical 

time scales are from one to several decades and from 2 to 7 years, respectively. 

The first type of variability looks like the trend or quasi-harmonic signal if the analyzed data sets cover a few 

decades. The decadal signal is the most prominent one (e.g., Figure 1, curve 1). Variability of “conveyor belt” is 

the possible cause of the natural decadal to multidecadal changes of the coupled system. North Atlantic plays the 

crucial role in their generation (Stocker, 1994). The SLP changes over North Atlantic Ocean associated with the 

low-frequency variability of the coupled system are the most interesting from point of view of the present study. 

On the decadal scale, the intensification of Azores High and Iceland Low is accompanied by their shift to the 

North by the several hundreds km. As a result there is a significant correlation of decadal anomalies of the Black 

0.75 

0.25 

min 
1940 1960 1980 

Fig.1. Variability of annual NAOI (1) Dnieper run-off (2) and February precipitation in Sevastopol(3) in 1928 

to 1990. Relative Y scale is used. Series were smoothed using 7yr cut-off filter. 

Sea hydrometeorological parameters, Dnieper discharge and SLP over the North Atlantic. The coefficient of 

correlation is at a maximum between winter/spring RoI and spring Black Sea parameters. It reaches about 0.7. So, 

there is the significant lag between North Atlantic and Black Sea variabilities. The same magnitude of correlation 

coefficients is between concurrent series of RoI and of sea level temperature. The role of the Pacific anomalies is 

not important at this scale (Figures 1,2; Table 1). On the multidecadal scale Azores High and Iceland Low shift to 

the South-West and South when SLP rises and drops, respectively (Kushnir, 1994; Polonsky e.a., 1997). 
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The second type of low-frequency changes looks like a quasi-periodical random signal due to 
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Fig.2. Variability of January RoI (l,mba), May Dnieper run-off (2,cubic km) and January SO1 (3) in 1955 to 

1990. Series were smoothed using 7 yr cut-off filter. 

interannual fluctuations in the coupled system on the globe. El Nmo-Southern Oscillation (ENSO) and NAO are 

the main manifestations of these fluctuations. The global ENSO-events manifest usually in the Atlantic fields as 

follows (Hastenrath, 1991; Polonsky & Sizov, 1991). Anomalous conditions develop in the North/Tropical Atlantic 

and in the Equatorial Pacific simultaneously (in accuracy of a season). Before the typical ENSO-event (in winter), 

the atmosphere shift to the North or to the North-East and the atmosphere circulation intensifies in the North 

Atlantic. Concurrently, the negative and positive SSTA are generated over the eastern tropical and 

subtropical/mid-latitude North. Atlantic, respectively. After the ENSO-event start, the atmosphere circulation 

weakens in the North Atlantic simultaneously with a displacement of the Atlantic atmosphere centers to the 

South-West or South. Before the ENSO-event beginning, the storm tracks shift to the North-East by about 800 

km (Figures 3,4). As a result there is a significant correlation of monthly (high-passed filtered) anomalies of the 

Black Sea hydrometeorological parameters, Dnieper discharge and SLP over the North Atlantic (Table 1). 

Geophysical mechanism of discussed correlations associates with a long-term memory of the Ocean and feedbacks 

in the coupled system. Simultaneously with anomalous warming of the Subtropical Atlantic andcooling of high 

latitudes, the low-troposphere zonal circulation is intensified in the subtropical latitudes. This leads to increase of 

the RoI magnitude to change of position of Azores High/Island Low and cyclonetrajectories. As a result the snow 

cover and precipitation over the Central and Eastern Europe decrease, while the air temperature increases. The 

negative anomalies of the river discharges increase with some lag after that.Thus, it seems the positive feedbacks 

in the coupled Atlantic system support the large-scale anomalies initially generated in the Equatorial Pacific. 

Conclusions 

High-amplitude low-frequency fluctuations of all time series occurred during analyzed period. They are due 

mostly to low-frequency variability of the coupled ocean-atmosphere system over the North Atlantic. The typical 

temporal scales of these changes are of about 2-7 and lo-20 years. First of them is due mostly to the Equatorial 

Pacific processes, while the second one is due to inherent variability of the coupled system in the North Atlantic, 
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TABLE 1. Correlation matrix of RoI and SO1 with Dniepr discharges and vertical salinity stratification (DS) in 

the upper 20m layer in the vicinity of Dnieper inflow. January and May data sets for 1955 to 1990 were used. 

Lefi, central and right magnitudes show the correlation without filtering, after high-passed 7 yr cut off, and low- 

passed 7 yr cut off filtering , respectively (multiplied by 100). Significant magnitudes (95% contidence lavel) are 

underlined. 

RoYJan SOI/Jan D&p/May DS/May 

RoUJan 100 

SOI/Jan 31-15.1-5 100 

Dniep/May 

DSiMay 

2/-low 231-19153 100 -- 

2/-g-gg al-9147 63153188 100 

References 

Hastenrath, S. (1991). Climate Dynamics of the Tropics. Kluwer Academic Publishers. Dordrecht! 

Boston/London. 488~. 

Kushnir,Y (1994). The Change in Atmosphere Circulation Associated with North Atlantic Interdecadal SST 

Variability. AGS 1994 Spring Meeting (23-27 May, Baltimore,Maryland).Suppl. to EOS, 90. 

Monthly data sets on centers of action of the atmosphere. (1985).Obninsk. 395~. 

Monthly synoptic bulletin. (1986/l 99 1) Part 2. Obninsk. 

Polonsky, A., and Sizov, A. (1991) Low-frequency North Atlantic variability associated with Pacific ENS0 

events. Obninsk, 247~. 

Polo&y, A., Voskresenskaya, E, and Belokopytov, V. (1997). Variability of Northwestern Black Sea 

Hydrography and River Discharges as Part of Global Ocean-Atmosphere Fluctuations. In book: Sensitivity to 

Change: Black, Baltic and North Sea. Kluwer Academic Publishers, 1 l-24. 

Simonov,A.I., and Al’tman,E.N. (1991). Hydrometeorology and hydrochemestry of the USSR seas, v.4 (Black 

Sea), is. 1 (hydrometeorological conditions). Hydrometeoizdat. St.Peterburg, 230p. 

Stocker, T.F. (1994) The variable ocean. Nature, v.367, No.6460,221-222. 

426 

. .“-_ ..-.-l.lll.“-.- 
-__.__. _ .  .  I  . -  



Oceanic Fronts and Related Phenomena (Konstantin Fedorov Memorial Symposium), Pushkin, 1998 
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ARSTRACT 
The aim of this paper is to discuss the mechanism of the decadal-scale cliite variability in the North Atlantic 
Ocean. It is argued that decadal-scale climate variability stems from a coupled ocean-atmosphere mode generated 
in the North Atlantic. Evaluation of historical observations and simplified box model indicate the importance of 
changes in the tradewinds over the tropical Atlantic and ocean-atmosphere coupling in the entire basin in 
generating the self-sustained decadal-scale mode. 

INTRODUCTION 
Ocean variability is a crucial factor in regulating the long-term (interdecadal to muhidecadal) changes in 

the coupled ocean-atmosphere system. The role of the North Atlantic Ocean merits particular attention in this 
context (1,2,3,4). Changes of the meridional circulation in the Atlantic Ocean are a plausible mechanism for 
generating long-term variability in the coupled ocean-atmosphere system (4). Concurrently there is a high- 
amplitude decadal mode in the North Atlantic Ocean. The magnitudes of the decadal and multidecadal modes are 
of the same order (2,5). 9 

There are following ocean-related candidates for generating low-frequency (including decadal) climate 
changes (4): 
a) internal ocean (quasi)-periodical oscillations; 
b) abrupt transitions from one quasi-steady climate state to another; 
c) coupled (including ENS0 induced) modes. 

Let us consider briefly each of these candidates using selected published results. 
a) According to simulations (6), the oceanic decadal mode is due to inherent feedback between thermohahne 
advection within the subsurface subtropical layer and convection in the Northern Atlantic Ocean. Chen and Ghil 
and Weaver et all (7) showed that about 20 year oscillations over the North Atlantic can be generated as a result 
of feedback between the rate of the high-latitude convection and value of the meridional heat flux (MHF) in the 
ocean. They point out that these inherent oceanic oscillations can exist without salinity changes and ocean- 
atmosphere coupling. The authors of both references emphasize the advective origin of decadal to interdecadal 
oscillations. 
b) Ruhmstorf(8) developed Stommel’s idea (9) concerning multi-regime of the oceanic circulation in the scope of 
the simplified (especially in its atmospheric part) coupled model. He argued that about 20 year oscillation can be a 
manifestation of the limit cycle during bifurcations of the meridional thermohaline circulation in the North Atlantic 
Ocean. He believed that even moderate changes in the freshwater input into the high latitudes can induce 
transitions between different equilibrium states. However, more complete coupled models (see e.g., ref. 10) show 
that transitions claim more intense freshwater input anomalies. 
c) The ENSO-induced coupled decadal variability in the Pacific Ocean was analysed in ref.(ll). The authors 
showed that the planetary waves exiting in the ocean by the ENSO-events play the crucial role in the decadal- 
scale variability of the coupled system. At the same time Latif and Bamett (12) argued the importance of the mid- 
latitude ocean-atmosphere coupling in generating the self-sustained decadai mode over the North Pacific and 
North Atlantic Ocean. They showed that the period of the oscillations is controlled by the subtropical gyre 
adjustment which is determined by the speed of the gravest Rossby waves at the coupling latitudes and by the 
basin geometry. Stochastic atmospheric variabilty causes the additional red shift in the oceanic spectra with a 
broad peak at decadal scales superimposed (see, e.g.,ref 13). Zhang et al.( 14) also emphasized the coupled origin 
of the decadai mode. They drew attention to the feedback between MI-IF, ice conditions and sea surface heat 
fluxes (SSF) over the Northern Atlantic. 

Thus, the recent results show the crucial role of the meridional oceanic circulation and MI-IF in 
generating the decadal mode. The role of coupling and tropical-extratropical connection is not so clear. 
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The aim of the present note is to discuss the mechanism of the coupled decadal mode over the North 
Atlantic Ocean. The importance of the trade-wind change over the tropical Atlantic, SST and MI-IF variability, 
and ocean-atmosphere coupling over the whole basin in generating the self-sustained coupled decadal mode will 
be shown using historical data sets, our earlier results (5,lS)and simplified box model. 

DATA AND PROCESSING PROCEDURE 
The following datasets were used: 

- monthly sea level pressure (SLP) in the vicinity of the Azores High (SLPaz) and Iceland Low (SLPisl) and 
monthly coordinates of their centers in 1891 to 1990 defined from the monthly maps (5); 

- routine marine data from the volunteer observing system in 1957 to 1990 monthly averaged over 5 by 5 
degree squares in the North Atlantic Ocean in the Russian Hydrometeorological Center (5); in fact this is the 
Russian analog of the well-known hydrometerological archive file COADS (16); 

- COADS after the Second World War @VW-II); 
- SLP in 1930 to 1990 monthly averaged over 5 by 10 degree squares in the Northern Hemisphere in the 

Russian Hydrometeorological Center (15); 
- subsurface historical temperature afler the WW-II monthly averaged on the standard levels in upper 1OOOm 

layer in the World Oceanographic Data Center (15). 
Low-frequency variability of the Rossby index (RoI=SLPaz-SLPisl) was studied using the first dataset. 

The coefficient of correlation of RoI with the North Atlantic Oscillation Index (NOAI) defined from normalized 
SLP anomalies over the Azores and Iceland varies from 0.54 to 0.77 for different months. It is at a maximum in 
winter. Coefficient of correlation for the annual values is equil to 0.65. Monthly SSF, Ekman meridional and 
Sverdrup transports over the North Atlantic Ocean were evaluated using the second dataset. The third/fourth and 
fifth datasets were used to find the regions with the maximum low-frequency (decadal to interdecadal ) surface 
and subsurface changes, respectively (for details, see refs.5 and 15). 

EXPERIMENTAL RESULTS 
We summarise below some results of data processing and selected published results demonstrating the 

coupled character of the decadal mode and the importance of the tropical-extratropical interaction. 
1. The mutual compensation of northward Ekman transport and southward flow of the North Atlantic 

Deep Water (NADW) is a principal mechanism of the quasi-steady overturning over the North tropical Atlantic 
(17,18). The MHF due to transient processes in this region was evaluated in the refs.(l9) and (20) as 10 to 15 % 
and about 20 % of total average oceanic MHF there, respectively. Recently (21) we revised published results and 
confirmed the crucial role of the quasi-steady overturning over the North tropical Atlantic due to northward 
Ekman/southward NADW in the meridional heat transport. In the subtropical and mid-latitudes, the MHF within 
the western boundary layer is a crucial share of total oceanic MHF (17). 

Intense decadal-scale variability of the meridional Ekman transport (Qy) occurs in the North Atlantic 
Ocean. The portion of r.m.s. due to this variability in total Qy r.m.s. in the range of temporal scales from 2 to 
about 35 years reaches 40 to 50 %. A typical magnitude of the decadal changes of the meridional Ekman 
transport in the North tropical Atlantic is about 1 Sv. These changes strongly correlate with the low-frequency 
changes of the Sverdrup transport (especially in the subtropics and mid-latitudes), NAOIYRoI and SST over the 
North Atlantic Ocean. High-amplitude low-frequency changes of the Ekman transport in the tropical Atlantic 
were found also in ref(22). 

The mutual compensation of the northward Ekman transport and southward NADW transport over the 
North tropical Atlantic is expected on a decadal time scale because a typical temporal scale of the baroclinic 
adjustment of the North Atlantic Ocean due to thermohaline forcing in the Northern latitudes does not exceed one 
decade (23).The same compensation of the Gulf Stream and NADW transports is expected in the mid-latitudes, If 
so, the low-frequency changes of the NADW transport in the North tropical Atlantic should exist also. Our results 
(see below) confirm in part this conjecture. 

2.Interannual to multidecadal variability of the SLP over the Northern Hemisphere is at a maximum in 
the vicinity of Greenland and in the polar region. In other words, SLP varies strongly over the regions of the 
NADW origin (24). The SLP r.m.s. due to these changes exceeds 20 to 25 mbar there. The SLP variance tends to 
be larger also in the vicinity of Iceland Low and Azores High. Decadal variability takes up to 30 % of total year- 
to-year variance over the North Atlantic Ocean in the range of temporal scales from 2 to about 60 years. Low- 
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frequency variability of the oceanic temperature within the 
upper 1000 m layer is at a maximum in the vicinity of the i- 
strong boundary currents and over the region of the NADW 
sinking (15). 

3.Decadal meridional Ekman transport and, hence, 
decadal zonal circulation in the atmosphere boundary layer 1955 

intensity concurrently over the whole North Atlantic. In that 
time, the sea surface becomes warmer (cooler) by about 1 to 

p: --. 
p11: - 

2°C in the subtropical/mid-latitude (subarctic/equatorial) 
regions. Advection within the upper mixed layer is a 
principal cause of these changes in the subtropics/mid- 
latitudes, while convection is a crucial factor in the subarctic 
region. Intensified equatorial upwelling causes the sea 
surface cooling in the vicinity of the equator. During these 
periods the Azores High became deeper and shifted to the 

Fig.1 Time series of SLP (P) in the Azores High and 
SST (T) in its vicinity (five COADS 2*by2, squares 
centerecl at 35”N, 29%‘). Series were f~hered using 
band-passed (5 to 20 yr) filter. Thick line (P”) shows 
the low-passed (11 yr cut off) filtered SLP in the 
Azores High. 

North or North-East (15). In other words there is a positive 
feedback between SST and SLP anomalies (SSTA and 

, SLPA) (see also, ref.25). It should be noted that strong positive decadal-scale correlation between sutropical/mid- 
latitude SSTA and SLPA occurred only during long-term intensification of the zonal atmospheric circulation 
resulting in deepening of Azores High and Iceland Low (Fig.1). In other words there is an interaction between 
decadal-scale and multidecadal modes. 

So, above results show the principal importance of 
coupling and tropical-extratropical interaction in the decadal 
changes in the North Atlantic Ocean. Variability of the 
Ekman meridional transport in the Northern 
tropical/sutropical Atlantic is especially important. This 
permitts to formulate the simplified box model 
demonstrating the possible generating mechanism of the 
decadal-scale mode. 

North 

< a1 1, , /- a& , 

BOXMODEL 
We postulate the following 3-box ocean structure 

with simple feedback with the atmosphere (Fig. 2). There 
are two upper (tropical and mid-latitude) boxes and low 
box. Trade wind is responsible for the northward transport 
from Box 1 to Box 2. Salinity is constant. The governing 
eqs. system is as follows: 

Fig. 2. Schematic structure of the ocean box 
model. 

V,T,‘= U(T, - T,)+ R, (1) 

V,T; = U(T, - T,)- R, (2) 

V,T; = U(T, - T3). (3) 

Where: Vi, Ti are the volume and temperature of the i* box; 
R is the surface heat flux. 

Feedback in the coupled svtem is prescribed as 
follows: U=&-Q(Ti-T2), Q>O; that implies AP,-AT, 
(where P, is a sea level pressure). 

We analyse a solution of the eqs (l-3) in the 
w 

Box 1 is placed between Equator and North Tropic. 
Box 2 spreads to SOON. Both boxes are shallow. Box 3 
is deep. It consists of the NADW. Arrows show the 
direction of integral circulation. It can intensify or 
weaken due to temperature changes and associated 
variability of the Ekman transport. The relation 
between temperatures of the upper boxes and Ekman 
transport is prescribed through the postulated positive 
feedback between sea level pressure and sea surface 
temperature. It leads to the simple conncnction between 
meridional Ekman transport and temperatures of the 
upper boxes because zonal wind stress depends on the 
meridional gradient of sea level atmosphere pressure. 
The background meridional ocean circulation is implied 
to be governed by slow global meridional thermohaline 
overturning and can be postulated as a constant on the 
analysed decadal scale. 

vicinity of the steady state, that fits to eq. : U *AT = R, where u = (I&--QAT), AT =Tt -T, . 
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Linear mdysis. Conventional linear analysis near steady state leads to following dimensionless 

characteristic equation: X2 + 2(l- E + 6r()h + 4’t# - ~)(l + 6) = 0. The time scale is: ~T(v~+v~)/ I/ ). 

q=alaz, a,+a2=l and 6 are the geometric characteristics. Dimensionless parameter a = QR/‘IT’ expresses the 
effect of coupling. The asymptotic stability occurs when ~4. Besides a solution is oscillated if 

For fixed 6 the minimal amplitude damping decrement 
dA=2x / ReUImh 1 is reached when c=l--&~ and equals to 2x6”. A 
correspondent period is equal to 2&‘(Vi+V$ U = 
27&3/r and varies from 10 to 20 years approximately for the 
following 

9 
ical magnitudes of the basic paremeters: S = 0.01, 

Vs GZ lOI m and mean transport ranging from 18 to 9 Sv. The 
amplitude decaing rate per one period of an oscillation (exp dA) 
depends on two parameters: 6 and k=(l--E)/q (see Fig. 3). If e.g., 
6=10-* the minimum decaing rate is ml.87. 

If the coupling is neglected oscillations may also exist 
when (a-1%)2 < ‘%I - ( m+l)-2 However, in this case 

dA a 2x (216)” and very fast decay of the oscillations occurs. 

DISCUSSION 

k 

Fig. 3. The amplitude decaing rate per one 
period of an oscillation versus dimensionless 
parameters k and 6. 

Thus, our results show a principal importance of decadal changes of the meridional Ekman transport 
(especially in the Northeast trade wind region) and associated SST/SLP changes in generating the decadal 
variability in the coupled system. Certainly the role of thermohaline circulation is not passive on this scale. 
Moreover, the simulation results (6,7,23) argue the active role of meridional thermohaline advection in generating 
the decadal to multidecadal mode. The sea surface cooling in the high-latitudes is especially important because it 
generates the fast anomalous convection and decadal oceanic response. In fact, the atmospheric thermodynamics 
and the law of mass conservation in the ocean (both) require the trade wind intensification after the sea surface 
cooling in the high-latitudes on the decadal scale. That is why we agree with the authors of reE(12) and believe 
this is a coupled mode. We would like also to emphasize the importance of the tropical-extratropical interaction 
on this scale. The coherent decadal changes of the Ekman transport (mostly associated with the change of the 
trade wind in the Northwest tropical Atlantic), of the Sverdrup transport in mid-latitudes, of the SLP over the 
Azores High and Iceland Low, of the SST and SSF (and, hence, the rate of convection) over the North Atlantic 
conlirm this conclusion. 

The plausible generating mechanism of decadal mode is as follows. 
At the first (intense) stage of the decadal oscillation, the positive feedback between SST and SLP 

anomalies (SSTA and SLPA) in the mid/high latitudes supports this intensification. Then, the negative SSTA 
generated over the equatorial Atlantic by intensified trade wind spread over the subtropics and mid-latitudes, 
while the positive SSTA are advected from the subtropics/mid-latitudes to the high latitudes. This weakens the 
atmospheric circulation and hence reduces the MHF magnitude. As a result, new SSTA are generated over the 
North Atlantic. They are positive over the equatorial zone and negative over the mid&h latitudes. This again 
intensifies the atmospheric circulation. Thus, this is a self-sustained coupled oscillation with more abrupt intense 
phase and strong tropical-extratropical interaction. 

It seems the coupled mode is faster than the pure oceanic one. In both cases, the typical temporal scale 
depends on the time of baroclinic adjustment of the North Atlantic Ocean or the typical time of advective 
processes. In the ocean-only coarse-resolved models with the flat bottom (e.g.,(7)) this time is due to the traveling 
time for the Kelvin (around the basin) and the long Rossby (from the East to the West coastline) waves generating 
initially at the 60 to 70’N or at the surface (if one includes into consideration the bottom relief the topographic 
mode plays an important role in the adjustment, see ref.23). In the coupled case, the oceanic waves are generated 
also by the low-frequency atmosphere forcing all over the basin. Moreover, the recent observations show that the 
phase speeds of the Rossby waves exceeds those predicted by standard linear theory (typically twofold) as a result 
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of influence of the bottom relief and average circulation (26). That is why in the real coupled system, the decadal 
changes of the high-latitude SST and of the meridional Ekman transport over the tropical Atlantic are in phase, 
while in the ocean-only coarse-resolved models they are out-of-phase. 

Thus, the observations and simple box modeling contirm the coupled character of the decadal 
oscillations. The absence of robust atmospheric decadal-scale signal associated with extratropical SST 
fluctuations in some coupled models (e.g.,ref.27) can be result (at least, in part) of coarse resolution, poor 
parameterization of the convective processes, model drift, etc. It is clear on the other hand, the different 
mechanisms are responsible for the long-term variabiltiy of the coupled system. The stochastic component of the 
atmospheric forcing is one of them. Therefore, necessary to perform precise global observations (wOCE/TOGA- 
TAO-type and sattelite) during at least a few decades and to develop coupled models with improved 
parameterization of the small-scale (sub-grid) processes and using recent techniques (e.g., assimilation procedure, 
ensemble averaging, etc). Only in this case, a further progress in study and predictability of the long-term climatic 
variability can be expected. 

CONCLUSIONS 
It seems the tropical-extratropical interaction and coupling are the important possible mechanism 

generating the coupled decadal mode over the North/Tropical Atlantic Ocean. The coherent decadal changes of 
the trade-wind over the tropical Atlantic, of meridional circulation (and, hence, MHF) over the whole basin, of 
mid/high-latitude SLP/SST and equatorial SST confirm such conclusion. Equilibrium of the oceanic circulation 
over the North Atlantic Ocean on the decadal scale, importance of the Ekman meridional transport over the North 
tropical Atlantic and feedbacks in the coupled system are the principal reasons for that. In principle, a quasi- 
periodical decadal mode can be generated by abrupt high-latitude thermal convection without salinity variability 
and catastrophic transition from one quasi-steady climate to another. 
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Abstract. The research was initiated by data analysis. The observational evidence for synoptic scale regular 
structures as well as strong topographic effects over the continental slope, sea mounts and rises in the Ja- 
pan/East Sea is highlighted. To study the influence of buoyancy and wind forcing on generation of the regular 
structures the quasi-isopycnal ocean circulation model developed by Naum Shapiro [1,2] in Marine Hydro- 
physical Institute (MHI, Sebastopol, Ukraine) is adapted to the realistic Japan/East Sea geometry, bottom to- 
pography and external conditions. We set vertical resolution of 7 layers and 7-14 km horizontal resolution in 
numerical experiments which permits us to simulate main currents and fronts, gyres and eddies over sea basins 
and rises. The numerical solutions with and without wind forcing as well as with closed and open straits are 
compared and analyzed. The results show that both general circulation patterns and regular structures of differ- 
ent origin can be simulated by the MHI quasi-isopycnal model, In particular. taking into account buoyancy 
forcing due to heat flux through the sea surface and inflow of warm saline water through the Korea Strait , the 
rings separated from a frontal jet, chains of anticyclonic eddies, streamers and mushroom-like structures are 
revealed in numerical experiments. Taking into account synoptic wind forcing, topographic eddies near sea 
mounts and eddy structure of upwelling over continental slope caused by wind jets are also demonstrated. 

1. Introduction 

The Japan/East Sea is a deep marginal sea connected to the Pacific ocean, East-China and Sea of Okhotsk 
by shallow straits. The transformed warm and saline water of the Kuroshio branch is directly transported in the 
upper layers through the Sea of Japan from the KoreaniTsushima Strait (5Om) to the Tsugaru (loom) and La- 
pet-us/Soya (loom) Straits. The main pycnocline is about 250-300m in the south Japan/East Sea and 50-70m in 
the north where it is approximately in line with the seasonal one. The isopycnal surface of 27.0 lifts up from the 
lower boundary (depth of 150-200m) of the subtropical salinity maximum layer in the southern area to the 
depth of seasonal pycnocline (30-50m) in the north-western sea area. This isopycnal surface is associated with 
the main frontal surface which separates two of the most important sea layers of different mean density and 
thickness. In the central sea area where the isopycnal surface of 27.0 approaches the seasonal pycnocline the 
subarctic (polar) front is stretched along 39-40%. As pycnocline thickness and therefore, Rossby deformation 
radius, decrease when passing the subarctic (polar) front from south to north, typical sizes of synoptic scale 
eddies decrease, too. In our opinion, the appropriate tool for simulating synoptic scale structures and frontal 
dynamics in the Japan/East Sea is quasi-isopycnal circulation model with free sea surface [ 11. 
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2. Observation data 

Data analysis was based on the oceanographic observations of temperature, salinity, dissolved oxygen and sili- 
cate measured in following cruises: RN “Vityaz” 3rd cruise in January - February 1950, expedition of Russian 
Academy of Sciences, 124 oceanographic stations; R/V “Akademik Vinogradov”, KEEP-MASS Joint Russian- 
Taiwan expedition, 23rd cruise in July 1992, 3 sections across the Japan/East Sea basins, 14 oceanographic 
stations; R/V “Akademik Lavrentyev ” 26th cruise in November - December 1995, 10 stations on the Niigata- 
Vladivostok section and 6 stations over the Pervenets Rise; R/V “Borey” cruise in late October 1990, section 
along 132’E in the Peter the Great Bay and adjacent area over the continental slope. 

The observation data shows the synoptic scale eddies and meso-scale disturbances over the continental 
slope and slopes of Pervenets, Bogorov, Yamato Rises, Korean Plateau as well as multifrontal structure of the 
Japan/East Sea main pycnocline. During the cruise of R/V “Vityaz” the most complete hydrochemical and 
oceanographic observations were implemented in the vicinity of above mentioned topographic features. Most of 
measured parameters (temperature, salinity, oxygen, silicate) showed extremal values and maximal gradients 
there which indicated pairs of eddies of opposite vorticity [3]. During more recent cruises detailed CTD and 
hydrochemical observations were performed. Maximal horizontal gradients of potential temperature and oxy- 
gen were found in deep layers near the Korean Plateau and Pervenets Rise. Cross-frontal sections showed that 
temperature and salinity fronts were separated in the East-Korean Current area. 

We also used the AVHRR NOAA satellite data in late October 1990 and more recent data in the fall of 
1993, 1996, 1997 and spring of 1997. Satellite and CID observations in October 1990 revealed the eddy struc- 
ture of upwelling in the Peter the Great Bay adjacent area over the shelf and continental slope [4]. We simu- 
lated the upwelling eddy structure in this area using the numerical model. High resolution satellite images of 
1993, 1996 and 1997 showed synoptic scale multiple fronts, streamers and eddies both in southern and north- 
em sea areas [5,6]. We obtained some of these features in numerical experiments. 

3. The Japan/East Sea circulation model 

Findings based on observation data analysis were confirmed and developed by numerical simulation of the 
structures considered. We adapted the nonstationary quasi-isopycnal circulation model developed by Naum 
Shapiro and Eleonora Mihaylova, MHI, Sebastopol, Ukraine [1,2] to the Japan/East Sea. This model was ear- 
lier used to simulate the eastern ocean boundary undercurrent and Kelvin wave during upwelling as well as the 
general circulation in the Black Sea and Atlantic ocean but never applied to the Japan/East Sea. The model is 
close to lotown layered isopycnal models, for example [7-lo]. 

The model [l] is based on the primitive equations with free surface boundary condition. It consists of upper 
mixed layer, seasonal pycnocline (like in [8]) and quasi-isopycnal inner layers. Temperature, salinity and buoy- 
ancy in every layer are functions of horizontal coordinates and time. Interfaces between layers can move verti- 
cally and lifl up to the sea surface or descend down to the bottom. The so-called “base stratification”, typical 
for the sea is postulated in the model. If buoyancy in a certain layer gets our of limits determined by base strati- 
fication the layer degenerates and its thickness becomes negligible. The model has slip boundary conditions on 
the coastal boundary and bottom. In a case of unstable density stratification, mixing is produced by traditional 
convective adjustment scheme. 

We adapted the model to the realistic Japan/East Sea geometry, bottom topography and external condi- 
tions. The vertical resolution of 7 layers and l/8” horizontal resolution of 7-14 km was set up in numerical ex- 
periments. Isopycnal lateral mixing coefficient was set up as lo’-10’ m*/c depending on bottom topography 
smoothing. Diapycnal mixing was taken into account only on the upper mixed layer lower boundary, with ver- 
tical exchange through inner layers interfaces being neglected. 

4. Numerical experiments. 

Two series of numerical experiments were performed, initial 62 external conditions described in the Table. 



INITIALCONDITIONSANDEXTERNALFJELDSFORTHJZNUMERICALEXPERIMENTS 

EXPERIMENT I, CASE 1 EXPERIMENT I, CASE 2 1 EXPERIMENT II 
Temperature in lst-7th Levitus climatology as a 12, 12,6, 3, 2, 1,0.06 in the internal sea area, 

layers (‘C) function of horizontal 13-16 in annual cycle for the Tsushima Strait Mow 
coordinates water 

Salinity in lst-7th layers 33.5, 33.5, 34.0, 34.02, 34.05, 34.06, 34.077 in the internal sea area, 
(p@) - 34.6 for the Tsushima Strait inflow water 

Interfaces depths (m) 10,50,100, 150,250,500,2500 
Wind 

I 
Averaged wind affecting only upper mixed layer tur- 

I 
Synoptic NNWl wind 

bulent heat fluxes I 
Straits Annual mean volume transport through the Tsushima Closed 

(Korean), Tsugaru, Laperus (Soya) Straits 
Precipitation - evapora- Neglected 

tion residuals 
Short-wave radiation Annual cycle as climatologicaI monthly norms 

Surface air temperature 
Starting date 

Time steo (set) 

Annual cycle as climatological monthly norms 
The 1” of June I The 19’ of October 

360-1200 360 

It should be noted that for the initial condition in the Experiment I, Case 1 the Levitus climatology was 
taken into account only for temperature field. It is quite sul&ient for the Sea of Japan because density stratili- 
cation is mostly maintained with temperature profile there. 

The findings concerning eddy dynamics were obtained under rather rough horizontal and vertical resolu- 
tion with artificially amplifkd horizontal exchange and the depth of the main pycnocline and smoothed bottom 
topography. These factors result in overestimation of the eddy horizontal scale. 

5. Results 

Starting numerical experiment from Levitus climatology initial conditions is the most typical for model ap- 
plication to the Sea of Japan. We set our Experiment I, case 1 in the same way but without wind infhtence on 
sea currents (averaged wind affecting only upper mixed layer turbulent fluxes was applied). 

Fig. 1. Horizontal velocity in the central sea area within 
month of integration from Levitus climatology initial conditions. (Experiment I, case 1). 
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Fig. 2. Horizontal velocity in the area adjacent to the TsushimaKorean Strait within the upper layer (a) 
and layer of subtropical water (b) on October 2 after 124 days of integration. (Experiment I, case 2). 
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Fig. 3. Horizontal velocity in the upper layer on August 24 after 4 19 days of integration from horizon- 
tally homogeneous initial conditions (Experiment I, case 2). 
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The integration time was about 9 months. 
We obtained characteristic general circulation 
similar to [lo-121: the Tsushima and East- 
Korean Currents in the southern sea area as 
well as cyclonic gyre over western Japan ba- 

lm sin corresponding to the Primorskoye Current 
and a strong jet carrying transformed sub- 
tropical water to the Tatar Strait. The specific 
features of our solution are multiple jets in the 

Naln plmodh. layer 5 frontal zone and main current branching both 
in the southern sea area and in the cyclonic 
gyre mentioned above (Fig. l), despite the 
smooth initial conditions of Levitus climatol- 
ogy. Fig. 1 also shows synoptic eddies and 
jets in the Primorye adjacent area over the 

dLI bottom slope and current branching in the 
-7-l------ southern sea area. The current pattern shown 

Fig. 4. Experiment II. Vertical section of layer interfaces and in Fig. 1 is similar to that obtained in [6] 
longitude current velocity component in the cyclonic eddy in based on satellite and drifter data. 
the Peter the Great Bay along 132’37’30” after 5 days of inte- The Experiment I, case 2 was started 
gration in time. from horizontally homogeneous initial copdi- 

tions but for inflow water in the TsushinMKorean Strait (see Table). The subarctic (polar) front was being 
formed in the time integration process due to inflow of warm saline water through the Tsushima/Korean Strait 
and heat exchange through the sea surface in annual cycle. With increase of temperature and density gradients 
eddies were being formed in the 3’d layer with maximal vertical density gradients in the frontal zone of the 
Tsushima Warm Current. The 3’d layer represents the most of the main pycnocline in the southern sea area and 
corresponds to the saline subtropical water propagating in the Sea. 

Fig. 2a shows meandering and branching of the Tsushima/Korean Current in the upper layer. In the 
lower, 3rd layer (Fig. 2b) steamers and eddies of alternative vorticity similar to mushroom-like structures were 
formed. In a few days the eddies and streamers occupied also the upper mixed and seasonal thermocline layers 
and the 4” layer. 

At the end of the first year the strong western boundary meandering current, corresponding to the East Ko- 
rean Current, was formed. By the 419 day of integration in time the anticyclonic ring was formed and separated 
from the jet (Fig. 3). It is similar to one obtained by [lo] with the use of climatological wind forcing. In the 
same time, the second temperature front was being formed in the upper layers approximately along the 39-4O”N 
in summer. The Fig. 3 also shows regular dynamic structures - streamers and eddies, mainly of anticyclonic 
vorticity, associated with dynamic processes above rough bottom topography in the central sea area. When lat- 
eral isopycnal coefficient decreased down to lo2 m*/s, the Experiment I, cases 1,2 showed the near-shore cur- 
rent branching obtained in [ 111. Traditional smoothed general circulation gyres were obtained with high values 
of lateral isopycnal coefficient (more than lo3 m*/s). 

The second series of numerical experiments was performed under forcing of synoptic north-north-western 
(NNWl) wind characterized by strong jets, one directed along the axis of the Peter the Great Bay (along 132’%) 
and another, over the entire sea, directed approximately from the Olga Bay and Vladimir Bay to the Tsugaru 
Strait. Steady baroclinic dipole structures were obtained in areas of jet wind forcing, associated with strong up 
welling in the cyclonic eddy and downwelling in the anticyclonic one. The section along 132’37’30”E across 
the upwelling of the Peter the Great Bay adjacent area (Fig. 4) shows upwards bending of the layers interfaces 
typical for upwelling as well as horizontal velocities in layers. Earlier, observational evidence for similar 
structures over the continental slope near the Peter the Great Bay and Vladivostok was revealed from the 
AVBRR satellite data in late October 1990 [4]. The atmospheric jet in the Olga Bay adjacent area produced the 
strong dipole structure near the Bogorov Rise and Primotye continental slope. Evidence for these structures was 
revealed from the R/V “Vityaz” observation data back in winter 1950 [3]. 

These results were obtained under neglected vertical diapycnal mixing, possible with layered models. Un- 
der condition of high resolution in space and time a layered model can describe longwave eddy dynamics 
caused by Rossby and topographic (Rossby and Kelvin) waves affecting formation of regular structures. 
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6. Conclusions 

The main baroclinic currents and fronts of the Japan/East Sea are formed due to the seasonal cycle of heat 
and water exchange through the straits and sea surface during model integration from both Levitus climatology 
and horizontally homogeneous initial conditions. 

The basic features of the synoptic dynamics such as current branching baroclinic instability of jets, ring 
and eddy formation in frontal zones over rough bottom topography can be successfully simulated by the MHI 
quasi-iso~cnal model. 

The following synoptic regular structures were obtained in numerical experiments: 
a) taking into account buoyancy forcing due to heat flux through the sea surface and inflow of warm saline wa- 
ter through the Tsushima Strait: 
- current branching and mushroom-like structures formed in the East Korea & Tsushima Currents frontal 
zones, 
- streamers and chains of anticyclonic eddies caught by bottom topography in the central sea area, 
- rings formed and separated from a frontal jet; 
b) taking into account synoptic wind forcing: 
- eddy dipoles and upwellings caused by wind jets over basin slopes, 
- topographic dipoles and more complicated eddies over sea mounts and rises. 
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Abstract. The coast frontal zone is known as an important agent of the near shore energy and matter transfer 
processes in the World Ocean [l]. The analysis of the thermohaline structure and variability of the St. Paul 
island coastal front is considered on the basis of two identical hydrophysical surveys with the time interval 1.5 
months one afler another. It is shown, that the observed difference in the structure of the frontal zone between 
these two surveys is conditioned by the seasonal change of thermal state of surrounding waters. The 
peculiarities of the crossfiontal exchange in the cases of different structure of the frontal zone are discussed. 
The generalised characteristics of the coastal front are given. 

. Breaf hydrophysical survey results. 
A detailed survey of the coastal front was repeated twice during the 5.5 weeks period on 1 l*-‘12* June and 

20*-21” July 1994. The surveys covered the same relatively small area(llx4 miles) south-westwards from the 
St. Paul Island (Fig.l). Both surveys have been done during nearly the same phase of tidal cycle. According to 
NWS St. Paul for Village Cove, average tidal mark during the June survey reached +2.1 feet and +2.9 feet in 
July with the average 11 hours duration. Each survey contained 3 sections. General features of the coastal front 
south-westwards from the St. Paul Island are given in the Table. 

170mw 

S7ooH 

Fig. 1. Coastal front surveys area. 

l -CTDcasts; 

front position boundaries in: 

(-) - June, (- - -) - July. 
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Table 

Features of the Coastal Front South-Westwards from the 
St. Paul Island 

Date Section # Level, Distance from Width, Gradient 
metre5 the shore, miles miles 

T, S, 
"/mile psu/mil 

9 
surface 5 - 8 3 0.25 

2 20 10.5 - 11.5 1 1.00 0.13 

bottom 8 - 9.5 1.5 0.40 0.20 

llth-12+h surface 8.5 - 11.5 3 0.13 

June 3 20 10 - 12 2 0.40 0.10 

bottom 6-8 2 0.30 0.10 

surface 8 - 10.5 2.5 0.17 

4 25 6-8 2 0.80 0.13 

bottom 5.5 - 6.5 1 0.60 0.10 

surface 4 - 11 7 0.20 

8 30' 9 - 11 2 0.40 0.15 

bottom 7-5 - 9.5 2 0.40 0.10 

2oth-21‘t surface 6 - 11 5 0.16 

July 9 30' 7 - 12 5 0.30 0.05 

bottom 7.5 - 9.5 7 0.22 0.04 

surface 6 - 12 6 0.17 

10 30' 7.5 - 12 4.5 0.18 0.05 

bottom 5 - 9 4 0.15 0. 06 

- 

* Below the thermocline 
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At the beginning of the first decade of June the front separated cool (1.4 - 1.8 “C), less saline (below 3 1.8 psu) 
and vertically homogeneous near island waters from the warmer (2.8 -3.2 “C), more saline (over 32.0 psu) 
stratified shelf waters. The coastal @ant clearly divided this two water masses. So, the near island water was 
sharply contrasted as: 

l the most cold, because of direct cooling during abnormally cold spring; 

l low saline, resulting tie the inland snow melting; 

l density homogeneous water column, due to tidal and wind mixing forced by winter vertical convection. 

The near island coastal front in June was most clearly pronounced in the field of temperature (Fig.2). It 
could be traced across the entire water column. At the surface the front was observed 5 to 11.5 miles away 
from the shore in different sections of mesoscale survey. The average crossfiontal extent reached 3 and 1-2 
miles in the surface and bottom layers respectively (Table). The front inclination became visible starting from 
subsurface levels below lo-15 metres (Fig.2). According to the conducted survey, significant changes were 
found both in the location and the inclination angle of the front. Sections 3 and 4 showed 3-5 miles shit? of the 
coastal front seawards at as compared to Section 2 data, On the contrary, near the bottom the front was 
detected l-2.5 miles, closer to the Island (Table). The observed displacements of the coastal front in the 
opposite directions &qrespond.s to the decrease of its inclination angle. It is interesting to note, that in the 
plane of the section the coastal front rotated around an “axis”, which could be imagined at the 15-20 metres 
depth. Just at that depth the theimocline emerged due to summer heating later on. 

The most intensive crossfiontal exchange was observed in the lo-15 metres surface layer, where low-saline 
waters spread outwards from the shore. This water used to warm up rapidly. The “permeability-” of the coastal 
front in the surfam layer was observed in all sections of the June survey (Sections 3,4) and was proved by 
distributions of dissolved oxygen and nutrients ( Section 1, Fig.3). In the bottom layer, a trend for ‘backing” 
the coastal front with shelf waters was clearly traced. Section 3 even showed their penetration through the 
front along the bottom. The possibility of shelf water penetration into the near island area was defined, in 
particular, by the weakness of horizontal near-bottom gradients (Table) and was proved by distributions of 
phosphates and nitrates near the bottom at Section 1 (Fig.3). 

In the July survey, the situation at the coastal front south-westwards tiom the St. Paul Island had changed 
dramatically (Table, Fig.2, 3). The ongoing warming and intensive wind and tidal mixing over low depths 
were responsible for the coastal front link with gradient layer in pelagial. The layer was found beyond the 12- 
mile belt, 15-30 metres deep and constituted a thermo- halo and picnocline in the structure of shelf waters. 5- 
10 miles away from the Island the gradient layer has been split: which partially appeared on the surface and 
partially sank down to the bottom, forming the coastal front in July. The coastal front at the time was marked 
with surface and bottom partition fronts in the fields of properties. Now, the front separated the well mixed 
coastal water, already warmed up to 4.8 - 5.2 (“C ) but still desalted below 3 1.8 pus from the adjacent warm 
(up to 6.8 ‘C ) and saline (over 31.8 psu) shelf water in the upper 15-20 metres layer. Under the thermocline 
the shelf water was significantly cooler (3.6 - 3.8 “C) and more saline ( 32.1-32.2 psu) (Fig.2). 

The coastal front in July became wider from the surface to the bottom then in June, reaching the values of 5- 
7 and 4 miles respectively. Near the bottom, horizontal gradients of properties in July significantly decreased 
from Section 8 to Section 10, i.e. from south to north (Table, Fig.2). 

The cros&ontal exchange at the beginning of the 3 decade of July was detected in the 15-20-metres surface 
layer. Contrary to the situation in June, the layer exhibited penetration of warm and relatively saline shelf 
water, located above the thermocline, into the coastal front area. On the other hand, below the thermocline the 
trend for expansion of shelf waters into the near island area through the coastal front preserved, as in June. 
The “permeability” of the coastal front near the bottom was especially visible in Section 10 (Fig.2). This was 
also proved by distributions of phosphates and silicate at Section 7, done one day before along the same 
direction from the St. Paul Island (Fig.3). It should be noted that the f&ta1 dynamics in the shallow water 
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under the seasonal cycle action, observed in different. geographic regions, is very much in common with the 
above mentioned results [2]. 

The fine thermohaline water structure is usually observed in the Pribilof Islands region [3]. During the July 
survey the intrusion of the low saline coastal water @s been observed penetrating on it’s equal density level 
through the coastal f.kmt into the stably stratified shelf water. A good illustration of the intrusive water flow 
from the near island area may be seen in the nitrites and ammonia distributions at Section 7 (Fig.3). 

The general view of the typical coastal fknt structures and exchange processes involved is presented on 
Fig.4 

To conclude, the analysis of two oceanographic surveys in June and July 1994 of the coastal fbmt area 
south-westwards from the St. Paul Island showed different thermohaline and dynamic structures mainly due to 
the change in thermal conditions. Seasonal warming during the whole period of observation defined local 
peculiarities of circulation and those of crossfkmtal water exchange. 

This paper is supported by Grant RFBS # 98-05-64773. 
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Ah&act. A relatively small Ribilof area, as compared to the vast shelf, hosts the principal elements of 
macroscale oceanographic structure of the eastern Bering Sea. These are the middle and the outer shelf domain 
with the bordering middle hont, the shelf break front and the adjacent oceanic domain. The existence of 
specific features in the structure of shelf waters in the Pribilof area on the eastern Bering shelf are due to the 
local bottom topography -- the presence of the islands. 

The Pribilof Islands lay on the southern periphery of the eastern Bering Sea shelf, close to its outer 
boundary -- the shelf break. I-Iydrophysical and hydrochemical survey conducted in 1993 highlighted mesoscale 
peculiarities of waters’ structure in the vicinity of the Pribilof Islands on the background of the large-scale 
oceanographic structure typical to the eastern Bering sea [l]. The survey of 1994 proved the stable existence of 
various water types and fronts around the Islands, which were observed in 1993. This establishes more clear 
and detailed relationship behveen the local near-island and the shelf macroscale oceanographic structures over 
the Ribilof area [2]. So, the existence and the quasistationary condition of the oceanographic structure on the 
eastern Bering shelf is generally due to a set of climatic f%ctors and peculiarities of the bottom topography. 

Oceanographic description of the multifrontal zone in the Pribilof islands region. 
1. Coastal and Shelf break fronts. 

The local mesoscale oceanographic structure of shelf waters in the Ribilof area in general proved to be 
similar to the macroscale frontal structure of the eastern Bering shelf water, known &om the previous studies 
[2,3]. A coastal front appears around each of the two major islands of the Archipelago, which borders almost 
homogenous, less saline and well aerated near-island water (Pig. 1) from the surrounding shelf water, stratified 
across the entire water column. This frontal zone is a strict partition between two different water masses. The 
coastal front, an essential element of near-island waters’ structure, is maintained by processes of dissipation of 
kinetic energy of tides and wind, which take place over the near island shelf. The coastal front appears in the 
area where layers of tidal and wind friction fall apart along the vertical axis owing to increasing depth. Similar 
conditions facilitate existence of the inner macroscale tiont near the continental shore, that separates low-saline 
homogenous waters of the inner domain tiom stratified waters of the middle domain [2]. Similarity of coastal 
fronts fmation near the continent and near the islands is hinted by equal widths of the macroscale inner front 
and of the mesoscale near-island coastal front (Table 1). Therefore coastal frontal zones found around each of 
the Pribilof Islands are by their nature similar to the inner front located along the Alaska coast. 

According to observations of 1993-94, the coastal front around the St. Paul Island was found 4-6 to lo-12 
miles away from the shore over the depths of 40-50 to 60-80 metres depending upon the direction from the 
Island. The transversal extent of the front, according to the data obtained, was equal to average 5-6 miles. 
Nevertheless, special survey of the front’s part to the south-west from the St. Paul Island conducted in June-July 
of 1994, showed the coastal front’s transversal extent in the water column varies within a more wide range f?om 
1-2 to.7 miles. The coastal front around the St. George Island, due to the Island’s own steep shelf and the 
corresponding sharp increase in depth, was observed over somewhat higher depths of 80-l 10 metres but 
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Table1 The eastern Bering Sea shelf (Kinder, schumzlcher, 1981) 

and Pribilof area waters' structure(1993-1994) 

The Eastern Bering Sea Shelf l- The Pribilof Area 1 

--==I Oceanographic Distance 
domains from the 
and mainland, 
fronts miles 

Width, Waters’ types 
miles and fronts 

St. Paul Idand 

Distance Width, 
6unth4 miles 
island, 
miles 

o-7 7 

7-12 5 

12-26 14 

26-32 6 

32-46 14 

46-W 7 

>53 - 

Distance Width, 
from the miles 
island, 
miles 

o-2 2 

2-6 4 

6- 16 10 

IS-21 5 

21-26 5 

26-29 3 

o- 110 110 Coatd Domain 

Inner Front 

h4iddloDonwin 

Middh Front 

outwDomdn 

Shdf Brmk hont 

Ocodc Domdn L 

Table 2 

thn idand Wmtws 

Co&al Front 

hfdor shdf Wd. 

Shelf Putifkm Front 

Ederior Setf Waters 

Shelf Break front 

ocom& Wrhrl 

110 - 115 

llS-200 

200 - 225 

225 - 290 

290- 315 

> 315 

5 

85 

25 

65 

25 

Water Types in the Pribilof Area 

Distance from the islands, n.miles =il 
Water 

Types 
f 

1994 1993 

June July June July 
-t 

- 

St.G. St.P. 1 St.G. 1 St.P. 

Near island waters (Fig.1) 

Coastal front 
0-7 1 O-3 1 O-8 

I ! 
2-6 -- 

6-13 

19-22 

7-12 3-7 8-13 

12-24 7-14 13-26 
S Interior shelf waters 
H (Fig.2) 
E 
L 
F 

I 

26-11j W Shelf partition front 
A 
T 
E Exterior shelf waters 
R (Fig.3 ) 
S 

Shelf break front 

24-33 14-19 26-32 

33-48 19-26 32-43 

48-53 26-29 43-53 

>53 >29 >53 

31-48 30-46 

Oceanic waters (Fig. 4 1 
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much closer to the island’s shore fiofn 1.5-2.0 to 5-7 miles as far. The transversal extent was everywhere 
narrower that around the St Paul Island by l-2 miles (Table 2). 

The outer domain waters of the eastern Bering Sea shelf are separated from the oceanic waters of the deep- 
water basin by the macroscale shelf break front. The conducted survey proved the shelf break &oat being an 
element of the local coastal frontal system of the Pribilof Islands. The processes within the front greatly aikt 
structure of waters between the outer shelf border and the coastal fronts of the Islands. As the principal 
productive area of the whole Bering Sea ecos@em 1_4] the front strongly influences formation of biological 
productivity in the entire near-island region. The frcnt$ zone exists due to interaction between the Bering Sea 
Slope curren% which is a part of large-scale cyclonic circulation in the Bering Sea, with the slope of the eastern 
shelf At the south-western direction from the St. Paul Island the shelf break t.?ont locates some 50 miles as ti 
Tom the island’s shore over the depths of 120-150 metres. The transversal extent typically equals to 5-6 miles, 
though in July 1994 reached 10 miles. To the south &the St. George Island the tlont can be found nearly 30 
miles away from the Island where depths exceed 300 metres. Here it is about twice as wide compared to that 
near the St. Paul Island. 

2. Sdtice shelf partition fhmt. 
Shelf waters between the shelf break front and the coastal fronts around the Islands are devided by the 

subsurface shelf partition front and fall apart into the interior and the exterior shelf waters with respect to the 
island. The waters differ by vertical stratification. Two-layer vertical structure of the interior shelf water 
presents a high-gradient layer that separates quasihomogenuous su&ce water from underlying stratified one 
(Fig.2). The type of vertical stratification makes these waters similar to the middle domain water laying beyond 
the Pribilof Islands region. Regional-specific features in distribution of observed properties in the interior shelf 
water arise due to apparent influence of the near island water. 
Vertical structure of the exterior shelf water exhibits specific festures: here the thermocline expands vertically 
and devides into thermochaline fin~structure layers in its lower portion (Pig.3). The exterior shelf water was 
found to be under the influence of the oceanic waters and presented no significant difference from the outer 
domain areas on the eastern shelf 

The interior shelf water near the St. Paul Island canbe found lo-25 miles away Eram the shore; to the south 
of the St. George Island the distance reduces down to 6-19 miles. The exterior shelf waters south-westwards 
from the St. Paul Island located 30-40 miles as far, those to the south off the St. George Island were found 20- 
25 miles away from the shore. 

The shelf partition front plays a very important role in the mesoscale oceanographic structure of the Pribilof 
region. The tiont generally does not appear at the surl%ce though it is well pronounced in all observed fields of 
properties underneath the gradient layer. Only in few cases the sea surface in the frontal zone presented ‘spots’ 
in distribution of salinity and the consequent growth of the horizontal gradients. The shelf partition front was a 
‘border of inffuence’ from the Island on shelf waters structure, as no structural inhomogenities caused by 
presence of the island were traced beyond the front border. For example, ‘tongues’ stretching outwards to the 
sea, where influence of the near-island waters was apparent, were generally restricted by the shelf partition 
front. From the side of the shelf break, the shelf partition tiont in some cases was also a border of oceanic 
waters t+om spreading on the shelf along the bottom. Specific structure of fields of properties within the t+ontal 
zone reflected its connection with waters’ dynamics. In particular, convergence in the shelf partition t&&al 
zone to the south-west off the St. Paul Island was due to generally anticyclonic circulation of shelf waters in the 
Pribilof islands area [5]. Surveys of 1993-94 found enough reason to consider the macroscale middle front plays 
a part in formation of own mesoscale frontal systems around each of the major Islands. 

One of the key results achieved in the survey was the detection of the shelf partition front to the north- 
eastward from the St. Paul Island towards the middle shelf At this side of the Island the shelf partition front 
had divergence attributed to it, which was linked to a stationary flow along the Island’s shore south-eastwards. 
Therefme, the shelf partition front here looks like more a dynamic formation rather then mere a border of 
different water types. Analysis of the original data and its comparison with the earlier results [5] enable a 
reasoned assumption that the shelf partition front is a mesoscale analogue of the macroscale middle t?cmt. The 
fact that the fxmer is found at the both sides of the St. Paul’s Island most likely prompts on its close 
connection with the circulation of waters in the Pribilof region. In other work the mesoscale t?ontal system 
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described above may be considered as a dynamic disturbance of the macroscale middle front, which exists on 
the background of the local bottom topography around the Islands. 

The shelf partition front to the south-west off the St. Paul Island towards the shelf break is found 20 to 38 
miles as thr over the depths of 100-l 15 metres. According to the 1993 survey at the north-western side of the 
Island it was found 20-25 miles as far over the depth of some 60 metres. To the north-east from the St. Paul 
Island towards the middle shelf the shelf partition tiont was observed 19-35 miles as far where the depth 
reaches some 70 metres. The average transversal extent of the front near the St. Paul Island equalled to 4-5 
miles, though in July 1994 reached even 9 miles. At the southern side of the St. George Island towards the shelf 
break the shelf partition front was indicated some 15-20 miles as far being 3-5 miles as wide. Because of steep 
slope of the Island’s own shelf the t+ont located over the depths of more then 200 metres. The data of the 
mesoscale survey are contrast with [2,3], where it was reported that the macroscale middle tiont attributed to 
the lOO-metres isobath and 25 miles as wide. 

Therefore, the interior and the exterior (with respect to the Islands) shelf waters as well as shelf partition 
front outlined as parts of the local spatial structure of the waters in the Pribilof srea can be referred to as 
mesoscale disclosures of the middle domain, the outer domain and the middle front respectively, which are 
typical fa macroscale oceanographic structure of the eastern Bering sea. It should be emphasised, that the outer 
domain in the Pribilof region is dramatically narrower (4-5 times at the least) than that in other regions of the 
eastern Bering Sea shelf (see Tablel). That is why physical, chemical and biological processes in deep-water 
areas of the basin can immediately affect structure and productivity of the middle domain ecosystem in the 
Pribilof Islands area. 

It should be noted that vertical distributions of properties in the outlined mesoscale elements of water 
structure in the Pribilof region (Fig. l-4) are virtually the same as in the macroscale domains on the eastern 
Bearing Sea shelf (Fig.5). Their similarity and comparison of the transversal extents are presented in Tab. 1. 

Water mass exchange process in a multifrontal Pribilof idands area. 
Water exchange processes are plaing an important role in the Pribilof coastal ecosystem, both between 

mesoscale elements of the oceanographic spatial structure and within them. The exchange defines how clearly 
borders between pelagic communities will be pronounced, the level of interaction between them, inflow of 
nutrients on the shelf from the deep sea and their involvement into local production cycles. Processes of water 
exchange between mesoscale domains also define levels of isolation for specific near-island biotops and other 
important features of the ecosystem. The surveys of 1993-94 revealed the basic mechanisms of water transfer on 
the shelf within the ‘deep sea - shelf -- coastal zone’ system [ 1,6], (Fig.5). Field data analysis showed processes 
in the shelf break front were the key link interaction between deep and shelf waters. The frontal zone is not 
merely a part of the spatial water structure, but an element of the three dimensional field of motion. 

The shelf break tiont is attributed to the outer shelf border and is related to the processies in the Bering Sea 
Slope current, which is found below 50-70 metres as deep and has the nature of the eastern boundary current. 
At the deep sea side of the current waters descend, at the side of the slope - ascend up to the lower border of 
the thermocline at the least. The vertical component Of the water tranfer in the frontal zone brings relatively 
rich in nutrients oceanic waters onto the shelf and ‘feeds the shelf domains (Fig.5). For example, to the scuth 
off the St. George Island within the shelf break frontal zone waters ascend from the depths over 300 metres 
and subsequently spread on the shelf within the near-bottom layers. Oceanic waters could be traced in nearly all 
outlined types of waters’ structures during field periods of 1993 and 1994 [1,6]. Coming through all mesoscale 
spatial shelf structures the waters may even reach coastal frontal zones near the Islands. 

It should be noted that in spite the coastal front seems “rigid or tight”, oceanic water is fiiquantly observed 
within the hdal zone, occasionally breaking the tiont near the bottom. The ocean water inflow to the near- 
shore area was, fop instance, clearly detected in the late May 1993 at the south-western side of the St. Pauls 
Island [l]. 

The most fiivourable ccnditions for cros&ontal exchange through the coastal front, on the background of 
the observed seasonal differca~ces in its structure, can be found in the surface lo-20 metres layer. In July 1994, 
when the thermocline was well developed inflow of relatively warm and more saline water above the 
thermccline into the frontal zone was observed from the interior shelf zone. To the contrary, in June 1994 at the 
early stage of seasonal warming in absence of thermocline, light low salinity waters f?cnn the near-island zone 
entered within the surf& layer through the coastal t?ont into the surrounding shelf areas. 
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Spreading of the near-shore waters within a thin surface layer towards the open sea, observed at the south- 
western side of the St. Paul Island during field periods of 1993 and 1994, was generally constrained by the shelf 
partition front. In certain cases (observed in the early June 1993 [ 1 I), the very same partition front was also the 
border for oceanic waters spreading on the shelf within the near-bottom layers. Appearance of oceanic waters 
within the surf& 5-lo-metres layer in the interior shelf area, observed in 1993-94, was likely due to vertical 
tram&r in the shelf partition front, which was discussed above. 

Special attention should be paid to a possibility of penetration of oceanic waters beyond the Pribilof Islands 
into the middle domain. In particular, to the north-west f?om the Island off High BlufB and to the north-east 
towards middle shelf the oceanic waters were traced in the interior shelf area and in the shelf partition front, 10 
to 30 miles as far from the Island. In these shelf areas transgression of oceanic waters along the bottom was 
best visible in distribution of nutrients. We made an assumption [I] that in the vicinity of the St. Paul Island a 
stationary current existed at the depth over 3540 metres which brought oceanic waters along the bottom to the 
shelf area beyond the Island. This was proved later in May-November 1995, when a group of neutral buoys 
floating at the 40 meters depth have been traced tiom the satellite and the water flow velocity around 
Archipelago was estimated about 8-10 cm/s (Stabeno P.J., personal communication). This flow can bring 
oceanic waters, rich in nutrients, to the middle shelf area beyond the Island. It is well pronounced in the 
interior shelf water area and its border is most likely attributed to the shelf partition front. This data, along with 
the discussion on the nature of the shelf partition front, given above, enable a umclusion on a close relation 
between the macroscale middle front with water dynamics in the region and, in particular, with anticyclonic 
circulation of waters around the Pribilof Islands (Fig.6). 

Despite significant differences in temperature conditions (close to the maximum known for the eastern 
Bering Sea [A) during spring-summer periods of 1993 (relatively warm) and 1994 (with abnormally cold 
winter and spring) the mesoscale oceanographic structure of the Pribilof region did not change qualitatively . 
This largely concerns the presence of all components of frontal structure (the coastal, shelf partition and shelf 
break front) and their constant spatial position both in 1993 with and in 1994 [ 1,6]. 

Quantitatively, water properties, such as heat and salt capacity, vary significantly within a certain type of 
structure. For example, the specific conditions in winter and spring of 1994 resulted in formation of a lens of 
over-cooled water near the bottom (the absolute minimum within was -0.73”C) to the north-east off the St. Paul 
Island in the proximity of the shore. Significant variance in concentrations of nutrients in oceanographic 
domains of the Pribilof region, observed both on yearly and seasonal scales, were mainly due to variance in 
their inflow on the shelf from the open deep-water sea areas. ‘Feeding’ shelf areas with waters rich in nutrients 
is controlled by processes at the outer shelf border -- the shelf break fkont. Therefore, it is obvious that changes 
in the ‘Bering Sea Slope current -- shelf break front’ system promoted by climatic variations in the Bering Sea 
as a whole dramatically affect local variability of abiotic parameters of the Pribilof ecosystem [4]. 

The general view of the mesoscale frontal structures and water circulation around Archipelago on the 
background of the Eastern Bering Sea shelf macroscale t&its is presented on Fig.6. 

This work is partly supported by Russian Ministry of Science and Technologies and Grant RFBS # 98-05- 
64773. 
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EXPERIMENTAL STUDY OF THE STABILITY CONDITIONS FOR 
AN UNDERWATER CURRENT 
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Abstract- To study the behaviour of an underwater current, a large number of experiments are conducted in the 
13 m diameter LEG1 (( Coriolis )) rotating tank. The intermediate current is introduced at the level of the 
interface of a two-layer system initially at rest in solid body rotation in the tank. The density and the volume 
flow rate of the current as well as the total volume of water in the tank are kept constant during each 
experiment. We checked that the flow is effectively in geostrophic balance and that, as predicted by the model, 
the geometric aspect ratios have little or no influence. The flow regime is highly deterministic and is fixed by 
the initial (injector) values of the Rossby (or Burger) and Ekman numbers. We observe five typical flow 
regimes: (1) a stable current for large Rossby and Ekman number and a significant evolution of the current 
when these numbers decrease with (2) a serie of cyclonic vortices attached at the outer edge of the current, with 
an upstream stable current, (3) an anticyclonic instability which remains attached to the current, (4) dipoles shed 
from the current and at last, for the smallest values of Rossby and Ekman numbers, (5) generation of 
anticyclonic lenses of intermediate water, alike “Meddies”. The predicted instability wavelengths agree very 
well with the observed instability wavelengths, although in the lense formation case there are some 
discrepancies which can be linked to nonlinearity which is not taken into account in the model, The model also 
enables us to compute the energy transfers between the mean flow and the perturbations. The instability is thus 
proved to be always a mixed barotropic and baroclinic instability, predominantly baroclinic in the lense 
formation cases, which is fully consistent with the observations, and predominantly barotropic in the cases when 
the current is either stable upstream or fully stable. In the case of a stable current, the Ekman pumping is 
responsible for a significant inflow of intermediate water at the interface level, outside the current. 

l- Introduction 

Intermediate water currents are observed in various part of the world ocean since about thirty years, e.g. [ 11, 
[2], [3]. Such currents are known to play a major role in the exchanges between sea basins and they may lead to 
isolated eddies such as the Mediterranean Eddies (or Meddies) in the Atlantic Ocean [4] [5], or the Levantine 
Intermediate Water (or Leddies) South of Sardinia [6]. However very little is known about the detailed 
behaviour of such an underwater current flowing along a plane vertical wall and the present study is an attempt 
to provide an extensive parametric study of such a flow and to compare the experimental data with a Shallow- 
Water model that we developed.. Several previous experimental studies were devoted to surface gravity flows 
either in rotating channels [7] or in rotating tanks [8] [9] but, to our knowledge, there was no systematic study of 
the intermediate water current. In [lo] we presented some preliminary results and showed that an underwater 
current has a very deterministic behaviour which can be predicted when knowing the initial (stratification and 
rotation parameters) and the boundary (volume flow rate of injected intermediate water) conditions. Here we 
present the results of a comprehensive parametric study which was performed in the 13 m diameter LEGI- 
Coriolis rotating tank and compare the data with a Shallow Water model [ 111. Such a model allows interfaces to 
intersect, which is apriori the case when an intermediate water current flows along a wall at the interface of a 
two-layer system. 
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2- Physical system and parameters 

Let us consider a constant volume flow rate underwater current propagating along a plane vertical wall, at 
the interface of a two layer system of fresh and salted water, initially at rest in solid body rotation. Let us 
assume, as a first order approximation, that there is no movement outside the underwater current, i.e. in the 
upper and lower layer. Then a straightforward dimensional analysis shows that such a flow is characterized by 
the following nondimensional parameters: H/L, RGl = H/H, , RG2 = H/H, , geometrical aspect ratios, 

W2 = U/(&Hy’2 and Fr,, = U/(g;,H)t’2 , Froude numbers for the upper and lower interfaces respectively, 
Ro = U/f .L , Rossby number, and Re = UH/v , Reynolds number, where Hl, H3 and H are respectively the 
upper and lower layer thickness of the undisturbed stratified system, i.e. far from the current, and intermediate 
water thickness at the wall ; U is the characteristic velocity of the intermediate water current, and L is its 
characteristic width. The kinematic viscosity, v, is assumed identical for all layers; f is the Coriolis parameter; 
and gi2 = g(p, -p1)/p2 and gi3 =g(p3 -p2)/p2 are the reduced gravity accelerations characterizing the 
upper and lower interfaces of the intermediate water current. Now for some experimental conditions, it may be 

more useful to use Ek = Rem’.Ro.(H/L)-‘, Ekman number, Bu12 =g;,H/f2L2 and BUFF =g;,H/f2L2 , 
Burger numbers for up er and lower interfaces. When we assume geostrophic equilibrium, we find that 
H = f L U (l/g;, + l/g;, P and then Ro = Frf2 + Fr& . If we choose gi2 = gis, which will be the case for all 
experiments, we will have a further simplification. Let us note that, for practical reasons, it may be easier to 
characterize the intermediate water flow by its properties at the injector level, i.e. I& Lo and U or rather the 
injected volume flow rate Q = U H, L,/2 (then all parameters computed using these values will be with a 0 
subscript). 

3- Experimental set-up and techniques 

For the experiments we use the LEGI-Coriolis 14 m diameter rotating platform which is equipped with a 
13 m diameter and 1.2 m deep tank. The rotating tank is filled with a two-layer system of salt and fresh water. 
The rotation period (T) and the upper and lower layer densities (pi and ps) and thicknesses (H, and H3) can be 
adjusted to cover a wide range of variations of the parameters of the problem. Before introducing the 
intermediate current, the two layers are at rest in solid body rotation. The intermediate water is introduced into 
the rotating tank directly at the interface level between the lower and upper layers. The density (pZ) and the 
volume flow rate (Q) of the underwater current can be adjusted ; for a given experiment, they are constant with 
time during the whole duration of the experiment. For the sake of simplicity, the density of the intermediate 
water current is chosen so that (pz-p,) = (p3-p2). The flow of intermediate water is uniform and constant with 
time. 

Fig. l- Scheme of the experimental facility and notation used. 
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Its depth is adjustable so that the intermediate current is injected exactly at the interface level and the upper 
and lower slopes of the injector are equal to the mean upper and lower underwater current slopes, assumed to be 
in geostrophic balance, for all experiments. Immediately downstream of the injector we set a 2 m plastic sheet 
which can be adjusted for each experiment so that it corresponds to the lower underwater interface assumed to 
be in geostrophic balance. In order to have a constant volume of water in the tank and to avoid the intermediate 
water to come back in the injector region after propagating over the whole tank wall, we placed a collector a few 
distance upstream the injector (upstream and downstrean for an observer looking in the current’s direction and 
so having the wall at his right hand side). Hence the underwater current can move tieely along 35 m between the 
injector and the collector. Fig. 1 is a sketch of the facility. The density profiles along several vertical lines in a 
plane perpendicular to the wall are measured with ultra-sonic probes (recording the variations of the propagation 
time of an acoustic signal between two small sensors placed horizontally 2 cm away and moved vertically at a 
constant speed). Thus we can draw the upper and lower layer interfaces of the current. Dye is injected along 
horizontal lines at several depths and we record the deformations of the dye streaks. Usually one streak is in the 
upper fluid, one in the lower fluid and one in the underwater current at the initial level of the interface of the 
upper and lower fluid (i.e. when they are in solid body rotation before the start of the experiments). 

4- Parametric study of the stability of an underwater current 

Preliminary experiments [lo] showed that a very distinctive feature of the underwater current is that its 
stability is determined by the adimensional parameters’ values at the injector level. The present set of 
experiments fully confums it and, from all observations, it is possible to plot a flow regime diagram in one or the 
other of the parameter spaces. 

Roe 

1.00 1.50 
Fr 12.0 

Fig. 2- (a) Flow regime diagram in the RoO-Fro space ; (b) Flow regime diagram in the Fr12,0-Fr23,0 space ; * 
stable current ; + frontal cyclonic instability ; x anticyclonic instability ; A dipole ; 0 anticyclonic lenses ; @ 
quadripole. 

First in the (Roe-Fro) space (Fig. 2a), it is possible to check that all the parameter values computed from the 
observed characteristics of the current at the injector are very close to the Fro? 4.Roo2 curve corresponding to an 
underwater current in geostrophic balance when (pz-pl) = (p3-pZ). Therefore the injector effectively enables us to 
input a flow which is in geostrophic equilibrium and which has a constant volume flow rate. In the (Roe-Eb) or 
(Bb-Ek,,) spaces (not shown), it is possible to see that the higher values of both Ro,, (or Bu,,) and Ek, correspond 
to a stable flow progressing smoothly all along the vertical sidewall of the tank. Then the current’s velocity 
decreases from upstream to downstream and, at a given location, the dye experiments show a slow increase in 
current width with time. If we now keep the Ekman number constant and decrease the Rossby (or Burger) 
number, we first find, for Ro < 1, a regime when the upstream part of the current is stable whereas the 
downstream part of the current exhibits a sequence of cyclones which are regularly spaced along the tank wall. 
These cyclones are located at the outside edge of the current and they are slowly advected by the current. Also, 
above the underwater current, in the upper layer, there are cyclones regularly spaced along the wall. For 



Ro,,- 0.3-0.4 (or more precisely at Bt.+ 1) meanders appear and an anticyclonic vortex may develop. The latter 
remains attached to the current and is associated to a larger diameter cyclone. They both are attached to the 
current while being slowly advected by it. Usually only one such pair is observed along the current. For RoO- 0.2 
the cyclone and the anticyclone pairs appear in several locations along the sidewall and these dipoles separate 
from the current. Their trajectory is first roughly normal to the wall before being advected by the residual current 
which is linked to the wind stress acting at the free surface. Once, for a small Ekman number, we even observed 
a quadripole which was stable for a significant period of time. For Roe- 0.1 anticyclonic vortices are regularly 
formed and shed from the current. This anticyclonic lenses formation is periodic both in space and time, for once 
a lense is fully detached from the wall another meander appears and develops into an anticyclonic vortex. The 
lifetime of the detached lense is at least thirty to forty inertial periods and their spin-up time is approximately 
eight inertial periods. The apparent diameter of the lenses is twice the characteristic Rossby radius of 

deformation associated with the current R, = ( g;,H,/2]‘*/f . At the start of the lense generation process we 
always observe a small anticyclonic vortex located in the intermediate water current along the wall. It initiates a 
meandering process and as soon as the meander starts developping there is an associated cyclone, both in the 
upper and lower layer. The cyclone diameter increases as the meanders grows and reaches approximately the 
same diameter as the intermediate water lense when the latter detaches from the current. It seems that the 
lifetime of these cyclones is shorter than the anticyclone lifetime. Therefore it appears very clearly that no 
topographical effect (e.g. cape or canyon) is required for an underwater current to generate anticyclonic lenses 
since an instability of the current can lead to such antic 
2b) three distinct regions appear : (i) for Fri2,02 + 

clone generation. At last, in the (Fr12,0-Fr23,0) space (Fig. 
Fr23,0 Y > 1 the flow is stable all along the tank sidewall, (ii) for 

0.25 < Fr,2,02 + Fr23,02 < 1 the flow exhibits cyclonic eddies at the edge of the current and (iii) for Fr12,,-,’ + 
Fr23,02< 0.25 we find all experiments for which there is an anticyclonic instability observed. It seems that, using 
the values measured at the injector, the flow behaviour is independent of the geometric ratios H&Ii, H&I3 and 
H&,. Rather than using the flow characteristics at the injector, it is interesting to compute the same 
adimensional parameters using the flow characteristics immediately upstream an instability. It appears that, in 
the (Fr-Ro) space, the experimental data are still close to the curve corresponding to the geostrophic balance, 
although with more scattering than at the injector. The plots in the (Ro-Ek), (Bu-Ek) and (Fr12-Fr2)) spaces lead 
to the same conclusions as above, however, the critical values between regimes are not as clear except in the 
latter where all unstable flows occur for Frlz2 + Fr2,2< 0.25. It is only in the (H-L) space that it appears that the 
largest H/L ratios correspond to the lense and dipole formation regimes, whereas the smallest values correspond 
to the cyclone regime. 

5- Discussion and conclusion 

Let us first focus upon the stable flows. The dye measurements enable us to measure the along-wall 
velocity component of the underwater current and the ultra-sonic density profilers give the upper and lower 
interface profiles of the current. From the latter and assuming that the flow is in geostrophic balance, it is 
possible to compute the N geostrophic D current corresponding to the observed interfaces and to compare it with 
the actual current. At stations x= R,,, 5.R,-, and lo& from the injector, the agreement is quite satisfactory : the 
current width and the location of the current maximum velocity are almost identical for the computed and the 
measured velocities. However, for station x= 20&,, there is a clear discrepancy and the computed current seems 
shifted away from the wall. It is also worth noting that the upper and lower interfaces exhibit an inflection point 
at x= R, 5.R, and possibly lo.%, which corresponds to the distance from the wall were the current is equal to 
zero (i.e. to the current width). At station x= 2O.b the interface between the upper and lower layer outside the 
current is almost as thick as the current itself, whereas closer to the injector the current is significantly thicker 
than the interface outside the current. Thus, as we move away from the injector, there is both a weakening of the 
current maximum velocity, a slight increase in current width and a significant increase in the interface thickness 
between the upper and lower layer outside the current. The volume flow rate in the current also decreases by 
about 40 % between station Ro and 20. &. At a given station, the underwater current is in geostrophic balance 
almost since the start of the experiment and its width is constant with time. However, even close to the injector, 
it is clear that the interface between the upper and lower interface outside the current tends to widen with time, 
thus suggesting that there is an intrusion of water from the intermediate current into the interior region, at the 
interface level. From the vertical density profiles in the current region, it appears that it is possible to relate the 
increase in thickness of the current upper interface with time with mixing associated with a Kelvin-Helmost 
instability. But the main mechanism for the intrusion of intermediate water at the interface level is most likely 
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linked with the Ekman transport in the upper and lower interfaces of the current. The vertical laser visualization 
of the current distinctly shows that there are weak but noticeable jets, normal to the wall, confined in the upper 
and lower interfaces of the current, impinging upon each other at the level of the interface between the upper 
and lower layer and resulting into a (quasi-)horizontal jet. A simple estimate of the Ekman transport in the two 
active interfaces of the current shows that such a transport is of the same order of magnitude as the loss of 
volume flow rate in the current and thus that the Ekman transport is likely responsible for this lateral transport 
of intermediate water and the subsequent thickening of the interface. 

Let us now turn to the unstable flows. [ 1 l] developed a shallow water instability model and for varying 
Rossby number Ro, it is possible to compute the growth rate of a perturbation of given adimensional 
wavelength h/L. It appears that the growth rate is maximum (> 3) for the smallest values of both Ro and ML and 
that the lense formation case corresponds to these highest growth rates. The growth rate decreases quickly as Ro 
increases, being less than 0.25 for Ro > 0.4 and less than 0.08 for Ro > 1. This corresponds very well with the 
experimental observations : stable currents for Ro > 1, apparition of meanders and other anticyclonic 
instabilities for Ro I 0.4, then dipole formation and isolated lense formation. For the most unstable cases 
(smallest Ro values), the wavelength of the instability is of the same order as the current width. For each 
unstable flow, using the exact geometric ratios and experimental conditions, we can compute the theroretical 
instability wavelength and we can also estimate, within f. 10 cm, the wavelength of the unstabilities when they 
first appear along the current. Fig. 3 shows that the agreement between the predicted and the measured 
wavelength is very good for the attached anticyclonic instability and the dipole cases, and even for some of the 
isolated lense cases. 

2.5. 

Fig. 3- Comparison of the predicted and measured z- 
instability wavelengths normalized by the current 
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For most of the isolated (anticyclonic) lense cases, the observed wavelengths are smaller than the predicted 

wavelength but then the current is so unstable that the wavelength is difficult to measure and it is most likely 
that the process is strongly nonlinear, hence a deviation from our linear estimates is to be expected. For a given 
Rossby number, the model shows that the growth rate of the instabilities is practically independent from the 
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geometric aspect ratios, as is observed experimentally. From the dye measurements it is possible to compute the 
gradient of potential vorticity along a line perpendicular to the sidewall of the tank. Then it is possible to check 
that this gradient is always positive in the case of a stable current but that it changes sign in the case of an 
unstable current. Hence the necessary condition for instability is fulfilled [12]. [l l] shows that the instability is 
always a mixed barotropic and baroclinic instability. The flow is predominantly baroclinically unstable in cases 
when we observed lense formation and that, as Ro increases, the flow is less and less baroclinically unstable. 
The predominantly baroclinic nature of the instability in the lense formation cases is consistent with the 
observations, for we mentionned above that, in the lense formation cases, (i) during the formation process, a 
cyclone appears in both the upper and the lower layers (but not in the intermediate current itself), immediately 
upstream the growing anticyclone, which is typical of a baroclinic unstability, and (ii) that these experiments 
correspond to the highest H/L ratios (Fig. 4), that is when the maximum potential energy is available from the 
mean current. The horizontal shear along the vertical wall provides the source of barotropic instability. 

Although it is quite difficult to have the exact values of the Ekman and Rossby (or Burger) numbers in an 
oceanic undercurrent, it is nonetheless possible to have estimates from the various available published data. For 
instance, South of Sardignia seems to be a possible place for dipole or meander formations for the flow of 
Levantine Intermediate water (B~z 0.8 and Ro> 0.1) which may be related to the observed Leddies (Levantine 
Intermediate Water Eddies), whereas the flow of Mediterranean water in the Gulf of Cadix seems to be unstable 
(both for the upper and lower core of Mediterranean water, with a slightly more unstable upper core ; Bug 0.06 
and 0.05 i Ro 5 0.08). Along the Portuguese coasts the Mediterranean water current can also be unstable 
(BUZ Rag 0.05). The rotation period of the experimental lenses is consistent with the observed rotation periods 
for the Meddies. Thus, from the conclusions of our experimental study and the estimated Ro and Bu values, it 
seems that the current can itself be unstable in the regions where such lenses are actually observed in the ocean. 
Such conclusions are consistent with observations of salt lense production in the Iberian Basin [ 131 [ 141 [ 151 
which, from the locations of the Meddies they observed, concluded that they could be generated through a 
baroclinic instability mechanism either in the Gulf of Cadix or along the Portuguese coast North of Cape Saint 
Vincent. 
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Abstract. The twofold effects in the ocean response to synoptic variations of atmospheric forcing (AF) 
are considered basing on numerical experiments with a low resolution general circulation model. A direct 
response is seen as variations of the ocean variables in the frequency range of AF. Indirect effects resulting from 
the nonlinearity of the ocean dynamics/thermodynamics manifest themselves as longer term changes of sea 
water temperature and as an increase of the kinetic energy mean level. The indirect effects seem to be seasonally 
and geographically dependent. The longer term temperature changes originated due to the AF synoptic 
variations are most pronounced in mid latitudes and during the heating season. 

Introduction 

There is abundant evidence (e.g. [8]) that large-scale features of the upper ocean fields are largely 
formed in response to atmospheric forcing (AF), the latter expressed as momentum, heat and fresh water fluxes at 
the water surface. One of the pronounced variation modes in the AF continuous frequency spectrum are the 
synoptic variations. They are produced due to changes of weather conditions in a sequence of propagating 
cyclonic/antycyclonic disturbances generated predominantly in middle latitudes, where the AF power spectrum 
level within the synoptic frequency range (characteristic time scale of several days) is one or two orders of 
magnitude greater than, for example, in near equatorial region (fig. la). Storm events are one of the essential 
contributor to these variations [2]. 

Due to nonlinear nature of the dynamic/thermodynamic processes governing the upper ocean evolution 
its response to AF involves not only the immediate ocean changes in the corresponding synoptic frequency range, 
but some indirect effects for longer term ocean changes as well. 

These effects have been thoroughly studied from theoretical principles of stochastic climate models 
introduced by Hasselmann [4] and subsequently developed in a number of further works (e.g. [9] as a summary). 
The estimates of the indirect constituent of the twofold ocean response to AF short term variations based on a 
simple one-dimensional mixed layer model have been presented in [IO]. In the present paper the direct and 
indirect manifestations of the ocean response to the AF synoptic variations will be considered basing on 
numerical experiments with an ocean general circulation model (OGCM). 

Ocean Model and Design of Numerical Experiments 

The OGCM used for this purpose is based on primitive equations written in spherical coordinates [ 121. 
Finite differencing is similar to that of [ l] and devised within the framework of the so-called box-method. 

The small scale mixing in the upper ocean is parameterized using the concept of a well mixed layer 
(ML) [6] with updated formulation of the turbulent kinetic energy budget and employment of a special algorithm 

460 

_, .__.... --.. _. - _” . ._- ̂ . ..-- 



for embedding ML into OGCM [ 111. In addition to inclusion of ML processes the convective adjustment is 
performed at every time step and at any depth when static instability emerges. 
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Fig.1. Spectral densities of the wind stress module estimated from ECMWF daily time series over 1985-1990 (a) 
and of the depth mean kinetic energy estimated from OGCM simulations (b) in two ocean regions: in the 
North Atlantic (point Pl, cp = 52.6” N, h = 22.5” W) and in the equatorial zone (point P2, cp = 2.8” N, h 
= 29.4” W). Spectral densities were computed by smoothing the periodograms with the Parzen window 
(spectral window parameter = 20). Time series prior to estimating the spectral densities have been 
detrended by applying the first differences filter. Curves labeled as “daily forcing” correspond to run 
A01 , and curves labeled as “smoothed forcing” to the A30. 

The boundary conditions at the water surface involve a rigid lid condition as well as specified 
momentum, heat and fresh water fluxes. They are essentially the atmospheric forcing which effects are to be 
considered. 

The particular realization of the OGCM used in the numerical experiments was defined for the multiply 
connected world ocean domain, North Polar Basin being excluded. Coefficients of lateral turbulent viscosity AM 
and diffusion AH have been selected rather large, A,+., = 2 lo6 m2 se’, AH = lo4 m2 se’ , compatible with a relatively 
low resolution of this particular model realization: 64 x 32 grid points over the globe with grid step of about 5.5”. 
Vertical structure was represented by 15 unevenly spaced levels. Bottom topography has been fitted to the model 
grid from 1 o x 1 o data set. Time step is 2 hours. 

For the equation of state the UNESCO form was approximated by the 3rd order polynomial, as 
suggested by Winton and Saraschik [13]. 

To specify the boundary conditions at the water surface, the global flux data, supplied by ECMWF on 
the TOGA CD-ROMs [3] were used. The flux data include 6 hourly global fields of wind stress, net heat flux and 
evaporation rate (derived from latent heat flux). The AF was formed from these data as daily averages for each 
day of the 1986-1990 time interval. The climatological data on precipitation [5] were also involved to compute 
fresh water fluxes. 
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The design of numerical experiments aimed to asses the ocean response to synoptic AF involved the 
preliminary 6 year spin-up integration (started from the state of no motion and climatological temperature/salinity 
distributions [7]). The ocean was driven at this stage by daily AF specified by 1986-1990 ECMWF data. The 
spin-up run was followed by two 2 years integrations, each of them started from the final stage of the spin-up run. 
In the first of the by pair runs (hereafter referred to as “run AOl”) the ocean was driven by daily AF from 
ECMWF data for 1986-1987 and in the second run (referred to as “run A30”) by filtered AF for the same time 
interval. The filter applied was 30 days running average, which almost entirely eliminated synoptic variations. 
This can be clearly seen from comparing spectral densities of the wind stress module in Fig. la: curves labeled as 
“daily forcing” (run AOl) and “smoothed forcing” (run A30). The inferences on the direct and indirect 
manifestations of the ocean response to synoptic variations of AF were made through the intercomparison of the 
ocean evolution driven by daily and filtered AF. 

Results of Simulations 

The dynamic response of the ocean may be considered in terms of the kinetic energy (KEN) generated 
in the model under different forcing. 

Time series of globally averaged KEN for the whole set of simulations (spin-up, AOl, A30) are shown 
in Fig. 2. Both of the twofold effects of synoptic forcing are clearly seen in this plot. Day to day fluctuations of 
KEN are generated in the A01 run as a consequence of the direct response. These fluctuations are most 
pronounced in the uppermost layer, where the variations of KEN are two orders of magnitude more intense than 
in the underlying layers. Spectral density functions of the KEN time series (Fig. lb) are similar to that of the wind 
stress (Fig. la) though the differences in the spectral level between mid latitude and equatorial regions tend to 
decrease as compared to differences in AF. 
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Fig. 2. Global volume mean kinetic energy for three runs. Time discrete intervals for ‘history’ file (and for 
respective curves in the figure) are: 15 days in run Spin-up and 1 day in runs A01 & A30. 
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The indirect consequences of the dynamic response manifest themselves as an increase of the mean 
kinetic energy level in run A01 being compared to the case of filtered forcing in run A30. In geographical context 
that increase is the most distinct in mid latitudes, characterized by a developed synoptic activity, and in the Indian 
Ocean acted upon by seasonal monsoons. 

Similar features are observed in the thermal response characterized by day to day fluctuations of sea 
water temperature in run A0 1, though the spectral density of SST variations (Fig. 3b) is somewhat different from 
those of the AF (wind stress and net heat flux) and of the kinetic energy. The main difference, originated due to 
thermal inertia of the ocean water, appears in the redistribution of variance to low frequencies, which is typical 
for red noise random processes, in accordance with stochastic theories of SST variability [4]. 
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Fig.3. Spectral densities of the surface net heat flux estimated from ECMWF daily time series over 1985-l 990 (a) 
and of the upper 20 m ocean layer temperature estimated from OGCM simulations (b) in two ocean 
regions: in the North Atlantic (point Pl, cp = 52.6” N, h = 22.5” W) and in the equatorial zone (point P2, 
cp = 2.8” N, h = 29.4” W). Curves labeled as “daily forcing” correspond to run A01 , and curves labeled 
as “smoothed forcing” to run A30. 

The indirect consequence of the synoptic forcing manifest itself as a decrease of the upper layer 
temperature under daily forcing (run AOl) as compared to filtered forcing (run A30). The greatest changes are 
observed in mid latitudes (Fig. 4), as was the case for the kinetic energy . This decrease is accompanied by the 
increase of temperature in underlying layers, that is the synoptic AF variations contribute substantially to vertical 
heat redistribution from the upper layers to deeper ones. One of the redistribution mechanisms is a deep 
convection appearing in abrupt changes of temperature at great depth (Fig. 5). 

In the seasonal context the temperature decrease is enhanced during the heating season, while in winter 
the accumulated effects diminish. 
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Fig. 4. Differences of the mean annual temperatures in the upper model layer (O-20 m) between two runs: A01 
(daily forcing) minus A30 (smoothed forcing). Smoothing of atmospheric forcing leads to 
overestimation of the upper layer temperatures almost through out the World ocean. 
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Fig.5. Time series of the water temperature at selected model levels for a grid point in the North Atlantic 
((p=52.6” N, k22.5” W) for two runs: A01 - daily forcing (solid curves) and A30 - smoothed 
forcing (dash). Smoothing of atmospheric forcing suppresses deep convection as is indicated hy curves 
for levels 1900 and 2600 m (over the first year solid and dash curves are almost coincident). 
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Fig. 4. Differences of the mean annual temperatures in the upper model layer (O-20 m) between two runs: A01 
(daily forcing) minus A30 (smoothed forcing). Smoothing of atmospheric forcing leads to 
overestimation of the upper layer temperatures almost through out the World ocean. 
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Fig.5. Time series of the water temperature at selected model levels for a grid point in the North Atlantic 
((p=52.6” N, h=22..5” W) for two runs: A01 - daily forcing (solid curves) and A30 - smoothed 
forcing (dash). Smoothing of atmospheric forcing suppresses deep convection as is indicated by curves 
for levels 1900 and 2600 m (over the first year solid and dash curves are almost coincident). 
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Conclusions 

1. Synoptic variations of atmospheric forcing at the ocean surface exert a twofold effect: 
l produce directly the variations of the ocean state dynamic and thermodynamic variables in the 

corresponding frequency range; 
l have accumulative influence on longer changes, as a consequence of nonlinearity of the governing 

processes. 
2. The accumulative influence is the most distinct in the upper ocean layers, but its evidence may extend to rather 

great depths through the dependence of convective events on the short-term AF variations. 
3. Evidences of the accumulative effects seem to be seasonally dependent. In the field of the upper ocean 

temperature these effects accumulate primarily during a heating season, while during a cooling 
season they tend to decay. 

4. Hence, simulations of low-frequency variability with ocean general circulation models turn out to be closely 
dependent on the allowance for synoptic variations of atmospheric forcing. 
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Ihe field observation program was developed by POFSE&3OS group to charac&ize the 
oceanographic characteristics around the polar frontal region of the East Sea from 1995 to 1997. In this paper, 
detailed descriptions of the hydrographic and current structures along the line of 134’ E are presented. Year%- 
year variation was remarkable due to the development of the mesxcale eddies which had significant 
influences on the hydrographic and current fields in the Fast Sea Cross-sectional distributions of DO showed 
local processes such as sinking and mixing clearly and was very useful in identifying water masses Cwrent 

structures measured was in good agreement with geostmphic computations and revealed cyclonic and anti- 

cyclonic eddying motions 

Introduction 

The East Sea, enclosed by the Korean 
Peninsula and Japanese Islands is drawing keen 
attentions as an important t?atural laboratory for 
examining many physical processes including wind- 
and buoyancydriven effects, sea ice processes 
western boundary currents fronts mesxale eddies 
topographic effects flow through narrow straits deep 
convection, and many others that are ubiquitous in 
other marginal seas and the global ocean” 
Pronounced mesxzle eddies are readily observing 
yearround on satellite images (Plate I) near sharp 
polar front C21, C31. These eddies are exhibiting natural 
beauty (I would call the flowers of sea> and provide 
with opportunities for research subjects of eddy 
dynamics associated with polar front. Many people 141 

Plate I. Remotely sensed SST image in the East 
Seawherelinealong134” Eismarked. 

start to call the East Sea as mini ocean for its oceanlike behaviors in which gyre circulation is observed with the 
east Korea Warm Current (EKWC) as western boundary current and North Korea Cold Current (NKCC) 
forming cyclonic gyre north of the polar front where these two different water masses are colliding. One of the 
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Fig. 1 CID stations for the Polar Front Study in Oct., 1995, 
Nov., 1996 and Apr., 1997. 

most important features in the East Sea circulation is the polar 
front and accompanying eastward subpolar jet tranqxxting 
the water volume out of the East Sea through the Tsugaru 
Slrait 

lhe scientific attentions focusing on the East 
(Japan) Sea are increasing in these years generating a few 
international research activities and groups Among those, 
POFSIYKIOS and CREAMS [ll are noteworthy. Field 
observations of the polar front and mesxxale eddies in the East 
(Japan> Sea so far were rather scarce despite of its long 
historical recognition. Thtough CREAMS activities many new 

Fig. 2.Cross-sectional distributions of 
the temperate along 134” E in Oct., 
1995, Nov., 1996 and Apr., 1997. 

findings and measurements are being added [41, 151, [61. On the other hand, the KIOS rexarch groups for the 
&lar&ont Study in the&t Sea (POFSE) was formed in 1995 to carry out field observation program for three 
years Interested readers can refer to reports [7l in which the characteristics of the polar frontal regions are 
described in details in four m;u’or disciplines 

In this paper, we describe only part of the physical oceanographic chamcteristics in terms of the 
cmss-sectional distributions of thermohaline and current structums along 134” E. 

Field Observations 

The polar frontal region was investigated by three cruises in Oct., 1995, Nov., 1996 and Apr., 1997 
by using CID (Sea Bird 911) profilings and ADCP (RDI) trackings Total of 13 lines with 164 CID stations (5 
lines with 59 st in 95; 3 lines with 41 st in 96; 5 lines with 64 st. in 97) were covered and profiled. Detailed 
description can be referred to [7l. The CTD stations are seen in Fig. 1 and the reference line along 134” E was 
amaiorlinefrom37” N to41.5” N. 
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Cromional Structures of Thermohaline, DO and Current Fields 

1) Temperature Field 
Cross~tional distributions of temperatures along 134” E in 1995.1996, and 1997 are seen in Fig. 

2. In general, the thermocline depths are getting shallower gradually from south to north, while two areas 
around 37” and 39” N showed abrupt changes of the therrnocline depths The strong gradients of the 
thermocline depths are associated with the warm mesxcale eddies areas whr~ the polar front is located. 
Below surface mixed layer (50 m>, there exist very strong stratifications which distinguish the intermediate 
Korean Proper Water underneath the overlying Tsushima warm and saline water mass From Oct. 1995 to Nov., 
1996, we could observe the dramatic changes of the hydrographic profiles due to the presence of mesoxale 
warm eddies at least in four areas designated as A, B, C, D in Fig. 2. These eddies ate in cylindrical and/or 
conic shape depending on their mature stages The eddy A is believed to be in growing stage, while the eddies B 
and C are merging, yet weakening based on their sizes and 
intensities and the eddy D is slowly decaying. In such a short 
period of five months from Nov., 1996 to Apr., 1997, the eddy 
A exhibits very energetic evolving structures The axis of the 
eddy A moved toward north with its size increasing to more 
than 150 km in radius In addition, it penetrated much deeper 
(down to 350 m> through wintering process (severe vertical 
mixing). ‘Ihis incident dictates well the influence of the meso- 
scale eddies on the hydrography and the importance of their 
roles in distributing energetics in the East Sea. 

2) Salinity Field 
The diskibution patterns of salinities (not 

presented) are very similar to that of temperatures since high 
salinity corresponds to high temperatute in Tsushima water 
mass Yet, they are comparatively simpler than the 
temperature distributions except the upper surface layers 
where fresher water (< 33.5 psu> derived from land mass The 
core of the salinity minima was obssved in the eddy D 
between 40” and 41” N which corresponds to the DO rich 
water in Fig. 3. 

3) DO Field 
Cross~tional distributions of DO along 134” E in Fig. 3. Crosssectional distributions 

1995, 1996, and 1997 am seen in Fig. 3. The DO distributions are of the DO along 134” E in Ott, 

quite different from the thermohaline ones In fact, they betxayed 1995, Nov., 1996 and Apr., 1997. 

many more complicated structures and very strong year-toyear variation Most striking features are localized 
subsurface maxima seen in three years In 1995, the thin layer of the subsurface maxima (> 7.5 ml/l> was 
observed between 40.5’ and 41.5’ N at the depth of 50 m indicating the intrusion of cold and lessdine water 



Fig. 4.Horizontal distributions of the surface cunent field in Ott, 1995, 
Nov., 1996 and Apr., 1997. 

under the surface mixed layer from north The DO rich 
layer further penetrati down to 400 m forming a 
narrow core with the wall-like sharp boundary around 
40.3” N. This is considered as another indication of 
sinking water In the area south of 39” N, subsurface 
minima of DO (< 4.5 ml/l> were observed around the 
depth of 100 m in 1995 and 1996. The DO minima 
were originated from the Tsushima water mass In 
1996, the DO rich waters were extending further 
5xxdf1wai-d occupying the water column from 100 to 
400 m depths and over the vast area between 39” and 
41” N where mesxcale eddies B and C were 
identified in Fig. 2. In Apr., 1997, it also shows the 
very high DO (>8 ml/l> in localized area atound 40” 
N down to the depth of 150 m. It is suspected that in 
addition to the wintertime mixing, sinking and/or 
downwelling processes ate rqxnsible for this 
localized subsurface DO maxima. These facts assures 
that DO is a much more useful tracer for the study of 
water mass and the circulation in the East Sea 

4) Structures of Currents Fields 
Fig. 4 show the horizontal distributions of 

the ADCP current vectors observed in Ott, 1995, 
Nov., 1996 and Apr., 1997. They are very complicated 
at first glance due to the presence of anticyclonic 
maxale eddies in 1996 and 1997. In Fig. 4, 

Fig. S.Crossxxnonal distnbuhons ot the ALU-‘- 
measured current overlapped on geostmphic 
current along 134” E in Ott, 1995, Nov., 1996 
and Apr., 1997. 



schematic ellipses are drawn to indicate the presence of eddies corresponding to the eddies B and C in Fig. 2. 
Fig. 5 show the vertical profiles of the ADCP currents compared to the geostrophic currents which ate in 
excellent agreement The speeds of the currents are less than one knot in general, while local maximal currents 
flew over the ami where the axis of eddies existed. The vertical profiles of the ADCPmeaslred currents 
exhibited strong vertical gradients with some locations flowing in the lower layer opposite to surface current. 
This confirms that the current field is very baroclinic, yet geostrophic. The observed currents were compared 
to recent results of numerical experiments very favorably [8] where cyclonic and anti-tyclonic eddies were 
successfully reproduced in Fig. 6. 

Concluding Remarks 

The thermohaline and current 
structures along the cross-section of 134” E in 
the East (Japan) Sea are described. Following 
points are drawn: 1) Yeartoyear variation of 
hydrographic conditions are remarkable due to 
the presence of the mm-scale eddies in the East 
(Japan) Sea 2) Two ateas around 37” and 39” N 
showing abrupt changes of the thermocline 
depths is associated with the warm mesoscale 
eddies 3) In a short period of five months from 
1996 to 1997, the eddies showed very energetic 
evolving structures depending on their matute 
stages 4) The distribution patterns of salinities 
are very s+nilar to that of ternpemtures since 
high salinity corresponds to high temperature 
in Tsushima water mass yet, they are Fig. 6. An example of numerical experiments showing the 
comparatively simpler than the temperatute mesxxale eddies reproduced in the East (Japan> Sea. 
distributions 5) The DO di&ibutions are quite 
diffewnt from the thermohaline ones with many more complicated structutes and stronger yeartoyear 
variation Striking features such as localizrxl subsurface maxima and minima were observed. 6) In 1995, the thin 
layer of the subsurface maxima (~7.5 ml/l> was observed between 40.5’ and 41.5” N at the depth of 50 m 
indicating the intrusion of cold and lesssaline water under the surface mixed layer from north. In 1996, the DO 
rich waters w&e extending further southward occupying the deeper depths and over the wider area. 7) The 
vertical profiles of the ADCP currents are compared to the geostrophic cut-tents in excellent agreement The 
vertical profiles of the ADCPmeasured currents exhibited strong v&.ical gradients indicating the current field 
very batoclinic, yet geostrophic. 
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NEAR-BOTTOM AND INTERMEDIATE STRATIFIED CURRENTS. 
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M.V.Lomonosov Moscow State University, Chair Physics of Sea and Inland Waters. 

Moscow 119899, Russia, e-mail: sambis@ow.phys.msu.su 

Abstracts. On the basis of natural measurement data the processes of strati&d current evolution 

are explored. The near-bottom gravity and circulating currents as well as intermediate flows at 

the picnocline are under investigation. Special attention is paid to the study of these currents and 

internal wave intluence on the water quality parameter distributions. Mechanisms of formation 

and development of circulating current and intermediate flow are proposed taking into account 

the intluence of wind, bottom relief and internal waves on the water dynamics and on the diffu- 

sion of admixtures. 

Iutrodtlction. 

Density currents under investigation were formed and evolved under the strong influence of internal 

waves, meteorological and topographical factors. Presented results of complex natural investigations of strati- 

fied current dynamics and structure are obtained at the plane Mozhaisk reservoir. This reservoir was created at 

the upper part of the Moscow river. The length of this basin is 28 km, width and depth are up to 2.6 km and 23 

m consequently, mean bottom slope is 5*10e4. Vertical profiles of current velocity U, water temperature T, elec- 

troconductivity k, concentration of suspended material C, and dissolved oxygen 02 were registered simultane- 

ously by means of specially constructed equipment. Our measurements were carried out at the longitudinal 

crossings and at the term stations. There were observed density gravity flow, circulating near-bottom stratified 

current and jet flow at the thermocline 11,2J. 

Coals of our researches: l.The revelation of stratitied flows formation and evolution mechanisms talc- 

ing into account an influence of internal waves, meteorological conditions and topography upon the currents 

development. 2.The elaboration of such currents mathematical models for the prediction of these flows action 

on the water quality. 
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Near-bottom density currents. 

The observed gravity and circulating near-bottom currents are characterised by velocities up to 15 

cm/s, that are high for the plane reservoir with low water-exchange (mean water- exchange coefficient is 1,s 

year-‘). Typical parameters of the near-bottom density currents are following: 

flow height z, 4-6m 

current velocity 6 (averaged over the height z,,) 7cm/s(f 13%) 

water density difTerence in the flow and above it G (averaged over the height G) (4-7) - I 0 4 g/cm3 

integral Richardson nwnbef ~j u = gAp z, / pe’ 4-8 

roughness height <@ (averaged over the time of measurements) 3 cm 

friction velocity II* 0.2-l cm/s 

Vertical profiles of current velocity U, water density difference Ap , electroconductivity k, concen- 

trations of the dissolved oxygen Q and of the suspended material C,, shown at fig. 1, were obtained during the 

circulating flow investigation. The value of Ap in this current is quantified mainly by the thermal stratifica- 

tion. 

02, rnsll 

I ’ I ’ I I I’ I’ I 
2 8 

d.2 I ’ I ’ 
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Ap,toj g/cm” I '1 I I 1 f Q 260 

b 
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s’ 
,’ \ 
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k, mk&dcin 
7 , I , 

300 

I ’ I ’ II II I ’ I 

2 10 

Fig. 1. Vertical profiles of U (1) Ap (2) O2 (3) k, (4) and C, (5). 

The distributions of II, Ap in this flow and in the gravity cmmnt were similar. However in contrast to the 

gravity current the circulating Ilow propagated upslope. It was found, out that a circulation inside a pool causes 
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this current appearance and provides an exchange between deep and shallow parts of the pool. The analysis of 

obtained results showed that not only drift circulation but also stable density stratification belongs to the main 

factors inducing the revealed current. The essential motive force for such flow is longitudinal pressure gradient 

that is connected with wind velocity and with longitudinal gradients of p and G. One of the principle differ- 

ences of this current from gravity flow consists in the form of dependence of 5” from the excess liquid mass 
- 

per unit of the flow width Gz, . In the upslope moving current c2 z 023g[(hpz,), - 0.8Aoz,], where 

(bp .z, )M is the maximum of the Gz, value, obtained during the measurements at the term station. 

The intluence of density stratification on turbulence in the near-bottom current is characterised by the 

semiempiricaL expression (V, / ??) 2 = L6 - 10e2 / (1 + 4Ri, ) . The stratification stability growth limited the gas 

exchange between density current and upper waters. For this reason O2 concentration in the flow was propor- 

tional to I&. 

Jet-type stratified flow. 

Stratified jet flow in the thermocline was formed only in presence of the drift current and internal 

wave. Profiles of such current velocity U(z) and square buoyancy frequency N2 presented at fig.2 correspond to 

the typical distributions of U and N2 registered during 16-hours set of measurements. 

8 

f 

cm 

4--5 :, u, cmls 
0 

5 10 

Fig.2 .VerticaL profiles of U and N2 in the jet-type stratified current. 



The essential parameters of the current are following: 

current thickness sf 

jet flow velocity 8 (averaged over the df ) 

water density difference in the flow and above it G (averaged over the sf ) 

3-3.5 m 

l-4 cm/s 

(4-7). 104g/cm3 

density Fraud number Fr,, = Vl(g(Ap / ~)6,)“~ 0.5-3.5 - 

The drift flow energy is transferred into the picnocline by the internal wave of seiche origin (fig.3). 

Wave velocity disturbance amplitudes are proportional to the drift current velocity. These disturbances 

wind 
e e 

surface 

I bottom ,+ III 
Fig.3. Scheme of the intermediate jet current formation process. Shadowed area 

corresponds to the zones ofpositive wave disturbances of the flow velocity. 

propagation from the surface down to the picnocline leads to the appearance of the jet-type velocity profile 

(fig.3). Due to such mechanism the vertically averaged jet-flow velocity ?? (t) is proportional to the wind ve- 

locity U,,(t- At) with the time shift A t=lh (fig.4). 

2-1 I I 
2 3 

Fig.4. Diagram of the dependence of 

the vertically averaged intermediate 

flow velocity u(t) upon the wind 

velocity Uw(t+ A t), measured at 

height 2m above the water surface 

(At=lh). 
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At the boundaries of this jet flow the maxima of water density gradient appear. It provides the current stability 

until the next energy supplying by the internal wave. Figure 5 shows that the growth of the wind velocity leads 

to the increase of the density Froud number for the jet flow at the range of this number values: Fr, I 2.5 . 

4 u,,lllls 
1 

cl 

0 

cl 
Fr 

2 I 
0 2 4 

Fig.5. The diagram of the dependence of the Froud number for the jet-flow upon the 

wind velocity U,. Numbers I and II denote ranges of the.current stability and instabil- 

ity correspondingly, vertical dotted line indicates the boundary between these ranges. 

According to these results jet flow loses its hydrodynamic stability if the Froud number reaches values more 

then critical one that is about 3. Both currents (drift and intermediate) calmed down simultaneously with the 

wind. 

The comparison of measured vertical distributions of U and 02 with the profiles, averaged for the calm 

period, allowed to obtain the fields of U and O2 disturbances (fig.6a and 6b) and to reveal the evolution of these 

field structures under the intluence of the internal wave. 
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Fig.6. The distributions of current velocity and dissolved oxygen concentration distur- 

bances Ud and (O& (a), (b) as well as the suspended material concentration C, (c) in 

time t and over the height z above the bottom. 

On the left at tig.6a there are clearly seen the jet-flow and its velocity field perturbations at the range t<22h 

until the wind calmed down. Its are typical for an influence of the second mode of internal wave on the current. 

The same structures present in the field of (O& (fig.6b) at the picnocline. Field of C, (fig.6c) indicates the 

presence of “turbid cohmms”, that reach the water surface with the period from 2 up to 3 h. At the time interval 

after 2h there are observed two “clouds of turbidity” under the foot of each column. The pointed clouds corre- 

spond to the second wave mode influence upon the structure of the suspended material concentration field. 

Perturbations of suspended material concentration field during the 16-hours natural experiment are 

characterised by injection of this material from hypolimnion to epilimnion under the internal wave action. 

Horizontal scales of the formed turbid plumes were 0.3-0.6 km. In presence of the wind the 02 concentration 

within the intermediate jet influence zone was 30% higher than average one for the period of the term station. 

The discovered effects are of great interest, as they belong to the processes of formation and develop- 

ment of stratified currents widespread in nature. The obtained information about the mechanisms of such near- 

bottom and intermediate density flows evolution can be useful for the simulation of the similar phenomena in 

oceans, seas, lakes and reservoirs. 
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Abstract 
The turbulent diffusion of heat, pulse and suspended particles in a near-bottom density flow 
is investigated. The calculation techniques of account of distributions of turbulent transfer 
coefficients for heat and suspended particles are described. The experimental and calculated 
distributions of the appropriate coefficients are compared and the vertical structures of 
Prandtl and Schmidt numbers are received. The influence of suspended particles on the heat 
transfer is analyzed and described by semi-empirical expression of Prandtl number with 
taking into account hydrodynamic stability and the origin of stratification in the cold near 
bottom flow with internal wave. 

Introduction 
Thermally stratified density currents with suspended particles (turbidity flows) play an important role in 

mass-transfer in the near-bottom layers of oceans, seas, lakes and reservoirs. The forecast of the hydrosphere 
pollution by the admixtures transported by density currents includes the determination of the pollution zones. 
To elaborate the theoretical description techniques of the admixture diffusion in density currents it is necessary 
to take into account the specifics of the turbulent exchange coefficient profiles. The problem is essentially 
complicated at conditions of strong influence of the admixture of one type on the transfer of another. It is 
especially important in case of the suspended sediment action on the energy and heat transfer. The results of 
these effects investigations including the suspended particle size spectra transformations are presented in this 
article. 

The distributions of turbulent exchange coefficients. 
The main part of the introduced results was obtained in the expeditions of the Moscow State University. 

Characteristics of the near-bottom current investigated during these expeditions (velocity up to 70 cm/c and 
height 15+30 m) were of the same order as the parameters of similar flows observed at the sea and oceanic 
conditions and also at the lakes and reservoirs. Such a density current was discovered during the searching 
investigations at the Nurek reservoir (Tadjikistan). The typical concentration, velocity and water temperature 
vertical distributions in the formed near bottom density current are presented at fig. 1. These figure shows also 

the profiles of exchange coefficients of heat K h , pulse KT and suspended particles K s . 
The turbulent diffusion coefficients were calculated by applying the turbulent diffusion equation 

& 89 d -- -=- 
( 1 

K @ 
dt % a2 dz cs ’ (la) 

du, ay, W ay, where q=Si,T; -=-+u-+w--g 
dt at i% 

(for the plane task), w denotes vertical component of the time 
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Fig. 1. The vertical distribution of concentration s , velocity u, temperature T, transfer coeficient of 
pulse K, @triple line), suspended particles KS ( solid line), heat conductivity Kh (dashed line), 
Schmidt SC and Prandtl Pr numbers, and ratio Pr/Pr,, where PrA is average in the mixing layer. 

average current velocity, wvI = ~fi at q = Si and wQ, =O at p=T, K, =K,i,Kh,(Ksi isturbulent 

diffusion coefficient of particles with size Ui), t is a time, x denotes distance along the flow, z is height 
above the bottom. 

The distribution of exchange coefficient Kh was calculated (la). According to the estimates on the 
direct measurements base in studying flow are correct non-equations: 

W<<Of, U dT/dx + w dT/dz << dT/Bt . (2) 

From (la) after integrating with condition (2) follows expression of Kh 
z 

K, = I d,T dz+C, d,T, 
Zk II (3) 

where CH = const , zk z 0,05z, is the nearest to bottom (on measurements data) T registration level. To 

determinate CH it is necessary to set equation (la) parameters values on one of the flow boundary. 

The correctness of K~(z) found from (3) can be checked by comparing the measured profiles 

T (2, t ) and the calculated ones (from (la) with found distribution Kh (Z) ). 
The collation of calculated profiles T(Z) and measured ones testities to suitability of suggested 

technique. The deviations of theoretical T(Z) distributions from measured ones are caused mainly by the 
effects of non-stationarity which period is of the same order as the time of the profile T(z) measurements. 

The coefftcient K, (fig.2b, 1) was obtained from the equation (la) for the mix of particles of different 

@ _. 

fractions with the concentration S = CSi in approaches of quazi-stationarity and horizontal qusi- 
i=l 

homogeneity of the current with W << of. 
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Fig. 1. Itie vertical distribution of a) velocity U : measured (points) and calculated by model /I] (solid 
line); b) diffusion coeficient Ks ; c) components KS : penetrating Ksp (solid line and points) and shear 

K,l (dashed line). 

In the same approaches from the turbulent energy balance equation the expression K, is received [l] as 

K, =&I +Ksp, (da) 
where 

and K, = (Ks,, )m 5, 

are components of K s : shear with two maxima arranged in the near-bottom area and in the mixing layer and 

“penetrating” one dominant in a core of the current (third maximum, fig.2c). Such structure belongs to the 
distribution of type “diffision triplet”[l]. In (4) SC (z) denotes Schmidt number, ! is mixing length, 

2 

( ) K zP 
sP m 

z Of z, (f20%) is value K,, at z = zp , Fin = -exp )I is probability density 
Z 

function of log-normal distribution with a mode zp = 0,3z, (+_17%) and dispersion op = 0,5(+15%). 

The physical interpretation of diffusion triplet structure is bound up with two factors (fig.2c): 
1. Appearance of the component KS1 due to the shear turbulence in mixing and near-bottom layers. 

2. Origination of the central component K,, , that is determined mainly by vortexes penetrating 

through the core area. The vertical axes projections of this vortexes are distinguish from zero that is stipulated 
by the following reasons: 

a). By inpenetratability of a plane z = z, for vortexes with horizontal axes which orientation is 

dU 
determined by a sign of x. 

b). By the absence of the suppression influence of stratification on the orbital velocity component of 
vortexes with vertical axes. 

The basic deflection between the profiles Kh, KT , K, are observed in the current mixing layer (at 

z > 7 m). This distinctions are characterized by distributions of Schmidt SC(Z) and Pr(z) = KT /Kh 
numbers which are analyzed further on. 

481 



s x10’, g/cm3 
I I I I 1 

0.0 2.0 4.0 

PI & 

I$:,% 

4 

0,‘: - - 

0.8 
0.4 

---- .-. 
ai. 

A-1, o-2 o-1, q i-2 

Fig. 3. The distributions ofY a) suspended particle concentration S -1 and velocity U -2 on height z 

SVi above bottom; b) volume content of particles Vi with its size Qi on d@erent levels z, c) deviation 7 of 
I 

local spectra Vi (z)fi-om average on thickness offlow (m/l: = Vi - 0,s c). The solid line on a) is theoretical, 

dotted line is profile U (z) restored by S(Z). The lines on b), c) correspond to approximation of Vi and 

deviation ‘Ti 
r 

of types 4 II, III. On c) the I is basic components Wi of I, II and III types; the 2 (hatched 

area) is additional deviations of rypes II at z = 14 m. III at 9,s m, I and III at 5,5 m, I at 0,s m. 

Suspended particle size spectra 
Typical particle size spectra Vi (ai), are submitted at fig.3 together with the simultaneously obtained 

profiles of current velocity U(Z). TO research spectra Vi(ai) (fig.3b) the distributions Vi(ai,z) were 
- 

compared with Vi (averaged on of current height zu ). The deviations 6Vi of the curves Vi from c are 

characterised by types of I, II, III or by their combinations (fIg.3c) connected with perturbations of the mass- 
exchange mechanisms in a flow over its height z . 

The description of the Vi spectra changes in the near-bottom current is carried out on the basis of the 

solution of the equation (la) in a boundary layer assumption for the two-dimensional currents. Integration of 

(1 a) gives after a number of transformations the following function Vi = s si [l] 

vi t”i )= kO vO + kl vl + kII vII + kIIl vIII ) (5) 
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where ko ,kl , kll ,klII are coefficients, dependent on the properties of the current and of the suspended 

sediments, Vo , VI ,V,l ,Vll~ denote functions of the particles size value ai. 

The component k, VO is determined by the influence of turbulent exchange on the Vi (ai ) distribution. 

Other three components in (5) are bound up with the following mass-exchange mechanisms (fig.3c): 
1. The falling down function kl VI dominates in (5) if the process of gravitational sedimentation of particles 
prevails over turbulent suspending. 
2. The probability of suspending particles of the largest fractions rises with the increase of intensity and scales 
of turbulent exchange that conducts to occurrence of features of type II (flg.3c). The function VI, is bound up 

with the influence of advective processes and turbulent exchange on Vi. 

3. The component kill VIII belongs to type III (tig.3c) and is stipulated mainly by non-stationary processes. 

The influence of stratification stability and suspended particles concentration on the turbulent heat 
transfer 

The typical Prandtl and Schmidt number profiles are presented at fig.1 as well as averaged in time 
relation Pr/PrA , where PrA is value average over the mixing layer. To take into account the influence of 

stratification stability on Prandtl number semi-empirical expression Pr(RiA) is usually applied. Here 

Ri 
A 

= g “,~m 

P AU; 
is integral Richardson number. 

The results of the qualitative analysis of function Pr(Ri) for stratified currents are systematized below. 
The regularities of simultaneous changes of Pr number and the stratification stability are come to the 

following: 
1. Number Pr grows with increase of the stratification stability, and the view of function Pr (Ri) depends 

on area of values Ri . 
2. With a combination of the turbulent exchange with wave the value d Pr/dRi is increased. As a rule, in 

case of influence amplification of internal waves on the mass exchange the higher values Ri were 
observed than by the turbulent transfer. 
The analysis of the view of dependencies Pr(Ri) was carried out also in [2,3,4]. Proceeding from these 

results, it is possible as the first approximation to present semi-empirical dependence Pr (Ri) as 

0 1 2 
3 AD Ri4 

0,3 0 
I 

2 6 10 R#s 
Fig. 4. The diagrams of dependencies 

Pr = 1 + A,Ri. (6) 
In a turbidity flow besides the specified factors influencing 

to the ratio Ku /KT it is necessary to take into account the 
sediment influence on heat exchange. For this purpose it was 
executed the research of parameter A, from (6) dependence on the 

&W density Turner relation Rp, = - which characterizes the 
AdT) 

alignment of the suspension and thermal stratification contributions 
in a density layering of water. In according with our data (fig. 5) in 
the flow with the mixed stratification A, = A, (Rp,, Ri) . We 

assumed the expression 

A, = AS(Rk%)+ AR(RiA), (7) 

where As = 2(1- 0,06Rp,), AR = - 1,3/RiA , Rp, = 4 + 12, 
Ri = 0,5 + 5 . At Ri = 5 + 7 the terms from (7) are defmed as 

AS = 0, AR =4(1-4,5Rii’). According to fig. 4a the values 
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Pr found by profiles K, , Kh correspond to calculated ones by (6), (7). The factor A, depends on the 

Turner parameter in contrast to function Pr(RiA) from [3,4,5]. 
The division into two groups of points in a fig. 4 corresponds to two various modes of mass exchange in 

a flow. The analysis of the temperature field evolution in time during measurements has shown that the 
maximal values Pr = 3+10 are registered at the moment of the internal wave fronts passing through observed 
vertical line. At these moments the internal wave velocity vertical component has maximal value. Therefore 

z, m 
1x 
14 

10 

4 

1 

3 5 7 9 11 13 15 17 19 21 23 t.h:13,8 
Fig. 5. The evolution of temperature during the cycle of measurement. 

KT essentially increases at small changes of Kh . The interpretation of this effect was given in [6]. The line 1 
(fig. 4a) corresponds to the moments of the internal wave crests and foots passing through the point of 
measurements. At this moments the vertical component of the internal waves velocity is close to zero and the 
turbulent exchange dominates in the flow. Precisely in this mode there is dependence Pr on Rp, . 

According to the revealed interdependence of Pr , Rp, , Ri the Pr number growth in the process of 

current stability (Ri) increase is slowed down at the rise Rp, due to the influence amplification of the 

suspension stratification on a density layering of water. The diagram of dependence A, on Rp, (tig.4b) 

illustrates this process. For the investigated turbidity flow with Rp, = 4~12, is = 3x1 O-’ and RiA = 0,5 + 5 
the marked above effect is connected to dual character of sediment influence on the current: on the one hand 
growth A&) leads to increase of the flow stability and reducing of turbulent exchange. On the another hand 

increase A&) leads to the current acceleration above an inclined bottom and to the turbulence intensity 

growth. The last effect is taken into account by dependence A(Rp,) in (6), (7). Therefore the increase Rp, 

due to A&) th at e conservation of the value Ri results in reduction Pr, that characterizes intensification heat 
exchange in a flow accelerated above an inclined bottom. 
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Abstract. The results of the near-bottom density current natural investiga- 
tions including our last expedition data are introduced in complex with the 
mathematical modelling. The mathematical model of the density flow was 
elaborated and verified using the conclusions of the experimental data analy- 
sis. The current velocity field is described taking into account the influence 
of density stratification, bottom slope, as well as the erosion and deposition 
processes on the main and secondary flows. On obtaining these theoretical 
results the current velocity disturbances field structure was revealed. It allows 
us to discover the main regularities of the internal wave propagation length- 
wise and over the flow height. The dispersion relation was obtained for this 
wave in the density current flowing in the moving surrounding water. 

Expedition Data Analysis. 

The density currents under investigation were formed in reservoirs (mountain and plain) due to the in- 

trusion of the cold, turbid river water in to the receiving basins. Expeditional investigations were performed at 

the mountain Nurek reservoir at the Vahsh river and at the plane Mozhaisk reservoir at the Moscow river. These 

currents velocities were from 15 to 70 cm/s (Fig. l), flow height was up to 30 m, the water density difference in 

the near-bottom density current and above it was up to 5.10m3 g/cm’, bottom slopes were up to lo-’ and sus- 

pended particles sizes were up to 70 mkm. The points at the current velocity profiles correspond to the measure- 

ment data and curve respect to the theoretical distributions These theoretical distributions are obtained by ap- 

plying specially elaborated mathematical model presented in the second section. The analysis of the expedition 

measurements data showed that the flow dynamics and structural perturbations are mainly determined by the 

interaction of primary density current with the secondary near-bottom flow and internal waves: U=U,+u+Q, 

(see fig. 2). 

The origin of the discovered secondary flows is corrected with the suspended particles concentration 

growth due to the bottom erosion. This effect was observed not only at the steep bottom slopes but also at the 

plateau in consequence of the current acceleration under the action of internal wave [Monin A. S., 1988; Sa- 

molyubov B.I., Sluev M.V., 1996, 1997,1998]. The secondary flows of such origin existed at the short intervals 
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Fig. 1. Distributions of depths H (bottom relief), water density difference (1) and current velocity 
(measured (2) and theoretical (3)) along the near-bottom density flow propagation axes at the 
crossing in the Nurek reservoir. On insertion: the scheme of vertical distributions of the density 
difference of Ap(z) and velocity U(z) in density current (1 and 2). The explanations are in the text. 

of the main gravity current length. The local 

increments of the near-bottom current veloci- 

ties may arrive 150% of their tmd&&ed 

values due to the action of these ignitive sec- 

ondary flows. 

To investigate the influence of the sus- 

pended particles transport processes on the 

stability of the density currcnt the longitudi- 

nal distributions of the Richardson number 

were analysed in the shear layers of the tur- 

bidity flows and of the thermally stratified 

currents. These results were compared with 

distributions of the bottom sediment entrain- 

ment function E, and with the volumetric 

concentration of suspended particles near the 

- 
s Vortex-wnve disturbances (v,) 

Sccondmryignitiveflow(u) 

Fig.2. Conceptual schema of the near-bottom density 
current with secondary gravity flow and internal wave. 



bottom S&J, (fig.3). The flow stability in the 

near-bottom boundary layer Bi, decreased at 

the intervals of bottom erosion (IQp,) and 

increased in the regions of current decay. 

At the intervals AX where density cur- 5, , 

rent loses its stability (Rio<RicT) the internal cm/s 1; 

secondary current practically disappears 0 

(fig.3). The theoretically calculated vertically Ri, 10 - 
RcQ 

----m---Q 
averaged velocities of ignitive flows U faii at &Go.- h--Q _ / 

8 
I Lb 0 

these intervals up to the values less then 1 0 5 10 15 x,km 
cm/s. The acceleration of the secondary 

gravity flows takes place in regions of the Fig.3. 
active interaction between density current and 

bottom due to the erosion and sedimentation processes (E, > Sk/p, and E, < Sdp, at fig.3). 

The mathematical model of the density flow was elaborated and verified using the conclusions of the 

experimental data analysis. This model allowed obtaining theoretical distributions of current velocity lengthwise 

and over the height of the flow in the analytical form. The current velocity field is described with taking into 

account the intluence of density stratification, bottom slope, erosion and deposition on the main and secondary 

flows. On obtaining these theoretical current velocity distributions the current velocity disturbances field struc- 

ture was revealed (fig. 3). This structure has typical wave character. Such perturbations of the current velocity 

field are caused by the forced internal wave Positive current velocity 
action on the density flow. The origin of the disturbances zone 

(Ud=U-Ug-u > 0) 
discovered wave is connected with glacial na- 4o 

ture of the river, providing the non-stationary 

intrusions of the cold turbid water in reservoir. 

The dispersion relation for this inted wave 60 

kz=CRN/(U-c~) was verified [Monin A.S., 

19881. In this relation coefficient CR is de- H, 

pendent on Ri; k, denotes the vertical wave m 

number, N=WPW~PO “* is the Vaisala-Brent 0 5 10 15 x,km 
frequency, cf quantities phase velocity of the 

internal wave. The wave phase velocities were Fig. 4. 
evaluated in the near-bottom boundary layer 

and in the mixing layer of stratified current. These velocities are connected with the density flow mean velocity 

0 by the expression cr~0.7~o(U/Uo - 0.2) ,where Do = u/x=o. 
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Theoretical Description of the Density Current Structure. 

The structure of the current velocity profile U(z) is schematically represented on insertion (fig. 1). On 

the scheme: Ap = p(z)- p(zu), Ap, = Ap(z,), Apa = p(q,)- p(z,), z. = s,-,z, is roughness height, z,, de- 

notes the current height, z, quantities the level of the current velocity maximum II, = U (z&, Ur = U (z,,) is the 

following current velocity. 

The simulation of current is carried out in approximations of a boundary layer for the two-dimensional 

(plain) flow. The set of equations of the flow dynamics and of the turbulent energy balance of density current 

can be written as: 

au au* 1 ap 1 a z d2U 
y+a(UW)=gApiS---+--+v.- 

z+ax az P pax P~Z al’ 

I 0 = -gAp-2, 

1 au+aw=, 
a~ az ’ 

I -$(p’W’}-D-E. 

The axes x and z are directed correspondingly downwards along the bottom slope and towards to me 

open surface; p, Ui W and p’, U’, W’ are average and pulsing values of water density and components of current 

velocity (longitudinal and vertical); p denotes pressure; z = -p(U’W’) is turbulent stress; i, << 1 is bottom slope; 

v denotes molecular viscosity; b is specitk (per unit of water volume) turbulent energy; U, = &/pr’” is shear 

velocity; Ufja,U/ , D, E and ;(p’W’) are production, diffusion, dissipation of energy b and energy losses con- 

nected with turbulent vertical mass-exchange. 

The distributions U(z) presented at fig. 1 are obtained horn a system (1) in approximations of the local 

quasi-stationary and horizontal homogeneity of the current. This analytical solution was found for low density 

turbidity and thermally stratified currents (Aplp < 3.10”) [Samolyubov B. I., Sluev M. V., 1996, 1997, 19981. 

For regime of dynamically rough bottom in the flow eddy viscosity vT = (z/pd,U) = (103+105) v, the current 

velocity vertical distribution is: 

(2.1) 

(2.2) 

Where 5=/z-z,llAz, and ~=z/zm are dimensionless ordinates, Az,,, = z,,-G, AU,,, = U,,,- Ur. Ex- 

pression (2.1) is integral of equation (1.4) at the interval of the local quasi-stationary and horizontal homogeneity 

of the current & (at zero left part) in range z < z, by U(z,) = 0. The similarity assumption is applied only in the 

mixing layer (hsz,,) for obtaining (2.2). 
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In (2.1) K = 0.4; L, is integral scale of turbulent exchange: L,(c,) = ]U& ]L;‘U,clq , where 
50 50 

Le = utj 
,:[ 

;(p’W’)+D++, 1 denotes the scale of turbulence similar to the Monin-Obuchov scale; 

Ed = E - U~/KZ is deviation E from Ux3/~z COrESpOndhg to the energy 1OsSeS connected with ditksion D and 

mass-exchange g 
/( ) 

p p’w’ [Eldsvic K., Brors B., 19891; U-T/ kz is the dissipation component, that is equal E un- 

der the condition of balance production=dissipation in (3.4) for the near bottom part of the current (z < z,). From 

(1.1) (1.2) at z(za=O and &p = aXp/,=,, the expression U? in range z& (at AX&nterval with 

ga,j~m ~pdz << axPI,=,, is received. when the value v&J in (1.1) at ZCZ z, is negligibly small): 

The distributions (2) (3) were tested by comparison of theoretical current velocity profiles with meas- 

ured ones in density currents with typical parameters: rp 2 3.10e3 g/cm’, ~~=(0.2+20)~10”, Ri,=gAp,z,,,/pU,213. 

L&0.2&. 

In accordance with (3) in the current with a quasi-homogeneous water density difference profile Ap(z) 

(when p-pm << Ap,) at range ZQ,,, the shear velocity normalized distribution is UJU~(1-<)1’2, where U* is fric- 

tion velocity. In such conditions the evaluations reliably testify that the contribution of the 2nd term from (2.1) 

in value U (z) don’t exceed 25 % for L&0.2&. Deviations of L,(c) from LB (averaged in layer 511) are less 

then 40%. It enables us to use in (2.1) L, instead of L,(c) with accompanying error of definition U up to 10%. 

Then from (2.1) at UJIJ.=( 1<)“2 the velocity distribution can be expressed as: 

Scale L, is evaluated by applying (4) under condition of I$=, = U, and expressed as 

+KZ,(l- <oy’2 ++2(l-50y1*- 
1 

The integration (6) on < in limits PQ,+~ with L, from (5) gives expression z,: 

<, = O.lexp i ul -urn ZGT, > 

;- I u* -’ 

(4) 

(5) 

(6) 
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where U Izsz, = Jio Ud< With an error up to 10 % the replacement U IZsZ, ZO.SUm verified at typi- 

cal values U8=(0.04+0. l)U,, U IZsZ, =(0.7+0.9)U, is allowable. 

According to the theoretical conclusions of [Stacey M., Bowen A. A., 1990, Samolyubov B. I., Sluev 

M. V., 19981: U? - S &?~u~f /U . This interdependence is based on the results of measurements in 9 density 
p - 

currents with i, = lO”+lO-‘, Ap = 10-4+10-2 g/cm3, z,, = 54-40 M: of/U - it’2. Therefore, U? - “ApzUii’L . 
P 

This proportionality is valid for the given (fig. 1) and for the other similar currents on the intervals AX with 

i,=const at i, 210”. The corresponding expression U? at i, < 10e2 : 

i, 2 10e3 
9 

U, i, ~10~~ 
(7) 

where C* z 2.8.10-36/p,)l’2, Ape is value Ap at the beginning of an interval AX with i, = const [Sa- 

molyubov B. I., Sluev M. V., 19981. At is=Cz the formula (9) passes in to the expressionu? =U2Ri,,is well 

known for density currents at h)d-intervals [Chikita K.. 1989, Fukushima Y., Parker G., Pantin H., 19851. In 

contrast to this expression the formula (7) allows to take into account the nonlinearity of the function U,2 (is). 

The input parameters of (4.2) (6 - 7) are i,, UF, z,, G, U,, z,,,. The values z”, Fp can be found by ap- 

plying one-dimensional model of current propagation; parameters U,, z, can be evaluated as U,= 14I.I. (rt15 %), 

&=0.42, [Samolyubov B. I., Sluev M. V., 1996, 1997, 19981. The structures U at fig. 1 are obtained from (4.2) 

(6) with L,, &, U* found from (7) (8) (9) for a given initial values of the model parameters. The deviations of 

theoretical curves from the measured values U are stipulated by the effects not diSCOMted in a model: current 

non-stationarity and water density growth with depth in range z < L. 
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Abstract 

A total of eight small-scale measurement surveys took place in the Iceland-Faeroes Frontal Zone in the period 
1985-1992, using a towed thermistor chain carrying 100 temperature sensors and some conductivity- 
temperature-depth sensors. The surveys covered the seasonal variability in the region and also allowed 
assessment of temporal variability on time-scales down to daily. Rapidly developing mesoscale features with 
length scales O(lOkm) were tracked and observed to develop. The measurements were often supported by 
coincident satellite infra-red images; these allowed real-time adaptation of the survey tracks, and the movement 
and development of frontal and eddy features could thereby be followed. The observations allowed the detection 
of a large number of structures that are characteristic of this region. Those summarized in this brief account 
include: the large ‘warm intrusion’ region; a spring/summer low salinity contribution to the structure of the 
major frontal boundary, in the form of a narrow surface jet of Icelandic Shelf Water; and the role of this jet in the 
structure of cold eddies generated at the boundary. 

Introduction 

The Iceland-Fzroes Frontal Zone (IFFZ) is one of the world’s most dynamic ocean regions, occurring at the 
confluence of the northwards-flowing warm saline Atlantic Water of the Gulf Stream extension with the cold 
saline waters of the Iceland Sea. The system of sub-sea ridges that connect Greenland with the European 
Continental Shelf, via Iceland and the Faeroe Islands effectively blocks the southward transport of deep cold 
water masses of Arctic origin, except at the western side of the Denmark Strait. Cold water overflows between 
Iceland and the Fmroes, and between the Fzroes and the Shetland Islands are much less significant, and largely 
intermittent [ 11. Figure 1 shows schematically the arrangement of water mass features in the region. 
The region has been the subject of a large number of surveys since 1950, involving increasingly sophisticated 
techniques. Steele reported CTD stations at approximately 1Okm intervals in 1959 [2], and Koltermann, 
Meincke and Muller [3] reported CTD data from 1973, with similar spatial resolution, but including repeated 
sections which gave some indications of the temporal variability. These data gave indications of the overall 
structure of the frontal zone and estimates of the cold overflow [4]. Smart [5] reported a series of near-synoptic 
surveys in 1980-81 using extensive patterns of air-dropped expendable bathythermograph (AXBT) probes, and 
for the first time used surface thermal images from satellite infra-red sensors to aid the interpretation of the data. 
These data were the first in which temporal variability during the measurements was removed as a variable, 
although the AXBT data were still coarsely sampled (-40km), and the satellite data, though truly synoptic, only 
represented the surface condition, and gave little indication of the deeper structures. The measurements showed 
large changes between surveys, but failed to resolve important details of eddies and frontal structure. 
In all of these investigations, it proved impossible to separate the influences of temporal and spatial variability in 
the interpretation of the data. CTD surveys are limited by practical considerations to relatively slow progress 
along measurement tracks, even for coarse spatial sampling. Aircraft surveys, though faster, are also limited to 

491 



South 
Atlantic ocean 

North 

Figure I, Schematic diagram of the Iceland-Faeroes 
Frontal Zone. (a) basic structure; (b) typical structure. 

coarse sampling. Satellite infra-red images 
resolve details spatially, but are so limited by 
cloud cover here that they under-sample in 
time; correlation of individual features to 
determine their dynamics has rarely been 
possible, even when their sub-surface structures 
are relatively well understood. It was only in 
the 1980s that it became possible to measure 
the detailed structure of the frontal zone and to 
attempt to separate the effects of temporal and 
spatial variability. This needed towed chains 
and vertically undulating towed sensors, 
supplemented by satellite infra-red imagery and 
also by precision satellite altimetry. 
Investigations such as the towed thermistor 
chain surveys summarized in this paper [6,7] 
and those using the Seasoar undulating towed 
CTD [8,9], supported by the acoustic Doppler 
current profiler (ADCP) coincided with the 
publication of the monograph of Fedorov [lo], 

which largely confirmed the region as one of the most vigorous in the World’s oceans. Fedorov also clarified 
the distinction between a front and a frontal zone, which is particularly relevant to complex regions such as 
Iceland-Faroes. A third survey approach, using AXBT probes together with infra-red images, was reported by 
Niiler et al. [I 11, and a fourth approach, using a combination of AXBT measurements and altimeter data, was 
reported by Robinson et al. [12]. This paper will review recent advances in the current state of knowledge 
regarding the structure of this frontal zone, concentrating on new techniques and combination of their data. 

Experimental and Sampling Considerations 

The past two decades have seen a dramatic increase in the number and variety of techniques for observing 
processes in frontal zones. Understanding of the Iceland-Faeroes frontal zone requires consideration of what 
each of these tells us and what each of them is likely to miss. Although those carrying out the earliest surveys 
will have realised that standard CTD and AXE%T sections and grids were undersampling the spatial and temporal 
variability it was not then possible to assess neither the extent of this undersampling nor its consequences for 
monitoring the dynamic structures present. 
Towed undulating CTDs, able to collect km-scale data along tracks at about 10 knots, are a major advance on 
standard CTD measurements, However, it may be shown that the gentle inclination of the profiling sensor leads 
to problems in sensing frontal features, which here can have vertical boundaries with 1OOm horizontal length 
scales, and also coastal water filaments, which may only be a few km wide. Towed sensor chains are necessary 
to resolve these features, and although these are normally limited to much lower speeds their contribution in this 
sense cannot be otherwise matched. Although ideally a chain would have C,T or C,T,D sensors at each location, 
we have found that the T sensors are most important, needing the greatest vertical density. A relatively small 
fraction of co-located C (S) sensors allows the deduction of a T,S relationship adequate for most purposes of 
deducing density and sound speed structures; an even smaller proportion of D sensors allows inference of the 
whole chain shape. The cost of the overall chain can be reduced to give a performance better than that of a 
simple thermistor chain. The thermotrawl system, developed and used by Russian oceanographers [12], carries 
the same principles further, using relatively inexpensive sensors for the majority of the water column. 
ADCPs provide a valuable enhancement to both towed chains and undulating systems, in providing estimates of 
vertical variation of current on scales of a few hundred metres. Knowing that structural variability may be on 
shorter length scales, however, gives interpretation problems for these data which are worse for undulators than 
for the lower speeds of chains. However, inclined boundaries appear in ADCP data as shear layers with reliable 
local current variations, giving important information in support of the thermal or T,S data being collected, as the 
current data may be compared that that expected from the measured slope of the density boundary. 
The combination of ADCP and either towed chain or undulating profiler is the current optimum for assessing the 
structure and dynamics of active frontal zones such as that of Iceland-Faeroes. However, it is unlikely that 
investigations will progress effectively unless they are supported by satellite remote sensing data. These 
essentially synoptic data not only allow the establishment of the spatial context of line and grid in-water data, but 
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they are able to support survey direction and planning. High resolution satellite data, even of many megabytes, 
can now be supplied to ships at sea via satellite data links. Although this situation applies principally to infra-red 
image data it is now also possible for very high resolution digital synthetic aperture radar (SAR) data. 
Satellite infra-red images show the detailed structure of these structures at the sea surface, at -1km resolution, 
and they are potentially capable of allowing a perfect understanding of the region. However, they are seriously 
limited by cloud - the best months for cloud-free observation here are April and May - and overall surface 
warming reduces the value of images in July and August. Cloud cover is so continuous here that it is rare for a 
sequence of images to last long enough for significant changes in structure to be seen. We are limited to 
occasional glimpses, and although these often demonstrate remarkable similarity in the structures they show it is 
clear that they are grossly undersampled in time. The 2%day image sequence partly reported by Scott & 
McDowall [7] from May 1988 is unique so far in being supported by thermistor chain and altimeter data; they 
clearly show the processes of cold eddy generation and development. 
SAR images, notably from the European Space Agency (ESA) ERS satellites penetrate cloud, and are therefore 
of potentially greater value. However, since radar images of the sea are formed by spatial variations in wind- 
driven surface roughness they are hard to interpret, being influenced by wind structures and surface films as well 
as by surface current shears and convergences. It is likely that this source of data will improve in future, as more 
sophisticated radars are developed, with better coverage, and interpretation skills are improved. However, SAR 
can already play a major part in at-sea survey direction. The ESA radars are relatively limited in swath, at 
lOOkm, compared with current infra-red imagers, and this gives relatively little data at a given site; for Iceland- 
Faroes a usefL1 image can be obtained from a single satellite about every three days. Future radars are expected 
to follow the Canadian Radarsat in having wider (and adaptable) swaths, giving improved temporal sampling. 
Each of the data sources reviewed here is unique set in its sampling characteristics, trading spatial and temporal 

resolution and giving varying degrees of 
flexibility for survey planning. A survey may 
adopt either a ‘grid survey’ [5,9] or a ‘feature- 
tracking’ approach [6,7]. The main benefit of 
the former is that its data may be contoured to 
represent a large area, but it needs to cover an 
area large compared with the mesoscale, 
making interpretation of the data as ‘synoptic’ 
increasingly questionable for larger areas. 
Further, it does not provide information on 
local changes during the period, or indeed the 
effects of such changes on the interpretation of 
the results as ‘synoptic’. Feature tracking 
assesses the time development of a relatively 
small part of the frontal zone, following 
specific features and adapting measurements 
to monitor movement and changes. 
Information on the overall picture comes only 
from satellite images (when available), but 
feature tracking does give information on the 
detailed depth structure of any features found 
in images, and also shows the speed and 

Figure 2. Infra-red image (05 12, 14/S/88) showing 
intrusive cold water filaments in the warm intrusion 
The dotted line is a CXOSAT altimeter track, reported in 
detail in 17.1. Dark is warm in this image. 

nature of changes. 
The complementarity of the two approaches 
will be made clear in the following 
descriptions of specific components of the 
frontal zone. 

The structure of the warm intrusion 

A large northwards bulge of the frontal zone is frequently seen between 9”W and 1 l”W, sometimes extending 
north as far as 66”N, when the majority of the major frontal activity is between 64”N and 64”30’N. This region 
is shown in figure 2, adapted from [7]. This is a reasonably typical image of this large permanent feature of the 
frontal zone, which comes from the movement of warm, high salinity Atlantic upper layer water northwards over 
the Ridge, -300-400m deep at this location. The warm layer is typically 150m to 300m deep, becoming 
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Figure 3. Representation of 02°C temperature contours, over at 250m water depth, along a 190km section 
through the warm intrusion, near lO”3O’W. Three distinct warm regions are seen, here marked A,B,C, with 
sharp frontal boundaries, indicated using dotted lines, The cold region north of the B-C boundary appears to 
be a cold filament entering the intrusion from outside. The A-B boundary, here showing a 1 “C temperature 
difference, is close to 64”30’N. Here, all upper layers are well mixed following an extended period of gale 
force winds. The data were collected on 19/S/88, shortly after the image shown in figure 2. 

L 

shallower further north, but often with a sharp lower boundary with the underlying cold, lower salinity 
Norwegian Sea water. Figure 2 shows cold water filaments intruding into this warm water mass from both 
eastern and western boundaries; these are typical of the warm intrusion. The 2%-day time sequence of images at 
this time showed no overall circulation of the warm intrusion. 

WARM 

0 WM 2 
Figure 4. Schematic diagram showing the structure of 
the Iceland-Fsroes warm intrusion, as derived from 
near-coincident infra-red and SAR images. 

Successive surveys of this region have allowed 
an accumulation of evidence relating to the 
formation and development in time of the 
warm intrusion. Firstly, the data indicate that 
the similarity in surface temperature between 
the warm intrusion and the Atlantic water to 
the south - seen in typical thermal images - 
does not always indicate a similar sub-surface 
structure. A frontal boundary is often seen at 
the southern end of the intrusion that is 
approximately aligned with the main boundary 
east of Iceland, around 64”20’N - 64”40N. 
This boundary separates the weakly stratified 
Atlantic water and a more strongly stratified 
layer formed of Atlantic water modified by 
mixing with the underlying and adjacent 
Norwegian Sea water. This boundary changes 
significantly, both between surveys and during 
a survey lasting a few weeks, as the 
modification takes place. As well as ‘this 
southern boundary, further boundaries are seen 
ti.nther north in the warm intrusion, each 

transition leading to a shallower layer which has undergone greater modification. Figure 3 shows a north-south 
section through the intrusion, showing this thinning of the warm layer, including the appearance of the frontal 
boundaries which separate the warm water regions. 
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The origin of the warm intrusion was discovered during surveys of its southern boundary, carried out using zig- 
zag tracks progressing east-west along it. It was occasionally found during a northwards section of this zig-zag 
failed to find the boundary, and experienced a northwards-going strong warm current. Continuing northwards to 
map the extent and progress of this current, evidence was obtained that it quickly formed an anticyclonic 
circulation in the warm intrusion region. Such current patterns can be seen occasionally in i&a-red images, and 
figure 4 shows the reconstruction of a pattern obtained using a combination of near-coincident infra-red and 
SAR images [ 141; the circulation information comes from observations of the backscatter variations in the SAR 
images of the eddies. The warm jets are typically 20-50km wide, and form circulations of diameter 20-50km. It 
is likely that these warm inflows are episodic, perhaps related to pulses of the strong tidal flows in the region. 

These observations show that the warm intrusion 
is formed by a number of these warm 
anticyclonic eddies, separated from each other by 
regions of strong cyclonic shear. Eddies are 
forced northwards by new inflows of warm 
water, and they are quickly modified, both by the 
underlying cold water and by the cold filaments 
intruding at their boundaries, seen in figure 2. 
Evidence for the cold filaments separating the 
warm eddies also appears in figure 3. 

Figure 5. Illustration of the coastal zone jet, derived 
from a CZCS colour image. 

This picture of the region differs from that 
deduced by Allen et al. [9], on the basis of a grid 
survey with ADCP and undulating CTD. Allen 
et al. concluded that the warm intrusion as a 
whole had anticyclonic circulation, and although 
this is consistent with its overall density 
structure, the smaller scale observations indicate 
the existence of the smaller anticyclonic eddy 
circulations which resolve this apparent anomaly. 

This conclusion is supported by the observation, reported above, that the intrusive cold filaments do not become 
distorted in a 2!&day period, as they would if the whole region were rotating. These conclusions demonstrate 
the value of the feature tracking mode of survey, as a complement to the grid survey mode. Consideration of all 
of the available data indicates that neither approach manages to capture the spatial and temporal variability 
perfectly, but that the ability of a towed sensor chain to detect narrow boundaries significantly improves the 
understanding of this complex region. 

The contribution of low-salinity water to cold eddy generation 

Further analysis of the complete dataset has also modified the conclusions offered by Scott & McDowall [7] on 
the generation of cyclonic cold eddies at the south-western comer of the warm intrusion, The generation of these 
eddies at a particular geographical location, 64”30’N, 1l”OO’W (figure 2) is a striking feature of the western end 

of the Iceland-Faroes frontal zone. Analysis of 

Survey Width Mean Mean several of the datasets has shown that, in the 

km Temperature Salinity spring and early summer, a narrow jet of cold, 

July 2.6 4.7”C 34.48ppt very low salinity water runs eastwards from the 

August 2.5 5.6”C 34.62ppt 
coastal zone along the major frontal boundary. 

September 4.7 6.l”C 34.39ppt 
This jet is only a few km wide, but its distinctive 

Table 1. Indications of variability of the coastal zone 
T,S characteristics can be traced as far as the 

current jet in the Iceland-Faeroes major boundary. 
cold eddy generation site, and the same water 
has also been detected around the periphery of 
cold eddies generated here. The coastal zone 

origin of this water can be seen in ocean colour images from the CZCS satellite, as a result of the high sediment 
load it often contains. Figure 6 illustrates this information, and table 1 indicates the observed variations of the 
water mass characteristics. Figure 6 also shows the generation of a cold eddy at the location indicated in figure 
2, and provides an illustration of the entrainment of the coastal zone water around the eddy. 
These results have provided huther evidence of the value of the feature-tracking survey mode, and also of the 
value of towed chains compared with undulating sensors. Undulator data does show indications of low salinity 
water, but its coarse horizontal sampling gives no clear indication of this current. 
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Summary 

The large volume of related data obtained from eight surveys of the Iceland-Faeroes region contain information 
on the many water mass features that are characteristic of this complex frontal zone. The data, obtained using a 
variety of in-water and remotely sensed techniques, have been found to be complementary in several senses: in 
the synergy of the various kinds of in-water data with each other and also with the different kinds of remotely 
sensed data; and further, in the support provided by successive re-visits to the region, both during each survey 
and between surveys at different seasons in a multi-year period. It has been concluded that the high levels of 
spatial and temporal variability of this dynamic region make its adequate surveying impossible using any single 
survey technique. A combination of data - from several repeated, time-separated surveys - from a detailed 
towed sensor chain, an on-board ADCP, infia-red satellite images and colour satellite images gave a combined 
analysis potential which would have been significantly reduced by the absence of any one of these sources. 
Similarly, it is estimated that no carrying out less than four or five of the eight surveys would also have seriously 
degraded the final understanding of the region. 
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Abstract. A two-dimensional, two-layer, boundary-fitted coordinate model based on the hydrostatic nonlinear 
shallow-water equations on an f-plane is employed for the simulation of the hydrodynamics of the Strait of 
Gibraltar. The model is forced by imposin g mean interface depths, mean surface displacements, and diurnal and 
semidiurnal tidal surface displacements at the Atlantic and Mediterranean open boundaries. The model predicts 
(1) the existence of a hydraulically controlled exchange Row between the Atlantic and the Mediterranean, (2) the 
generation of eastward propagatin, (7 internal bores due to the interaction of the semidiurnal tidal flow with the 
Camarinal Sill, and (3) their diurnal and fortnightly variability. The locations of internal bores as function of the 
semidiurnal tidal phase as obtained by the numerical simulations are compared with those inferred by the analysis 
of synthetic aperture radar data. 

Introduction 

The Strait of Gibraltar connects the Atlantic Ocean with the Mediterranean Sea, The vertical density distribution 
in the oceanic region of the Strait of Gibraltar is characterized by the presence of an upper layer of Atlantic water 
and of a lower layer of denser Mediterranean water. The mean circulation through the strait is composed of two 
counterflowing currents: In the upper layer Atlantic water flows eastward, toward the Mediterranean, and in the 
lower layer Mediterranean water flows westward, toward the Atlantic. The resulting mean exchange flow is 
mainly modulated by tidal currents and by currents induced by wind and atmospheric pressure variations. 
Armi and Farmer [1] performed a detailed analysis of different hydraulic phenomena occurring in the Strait of 
Gibraltar and of their intluence on the exchange flow, which revealed the existence of locations where the flow is 
hydraulically controlled. These locations arc situated inside the Strait of Gibraltar at the Tarifa Narrows, at the 
Camarinal Sill, and at the Spartel Sill, and outside the Strait of Gibraltar, west of the Spartel Sill. The mean 
exchange flow through the Strait of Gibraltar was estimated by Bryden et al. [2] by analyzing data from current 
meter moorings deployed in the strait over almost one year. 
In the Strait of Gibraltar, due to the interaction of the semidiurnal tidal flow with prominent topographic features, 
internal disturbances are generated. Among these, the most frequently observed are quasi-stationary internal 
disturbances near the Camarinal Sill and eastward propagating internal waves, often ranked in trains of internal 
solitary waves [3]. As internal waves modulate the sea surface roughness via wave-current interaction, they can 
also be detected by remote sensing [4]. By analyzing synthetic aperture radar (SAR) data acquired during two 
flights with an aircraft over the Strait of Gibraltar, Richez [5] was able to observe the evolution of two eastward 
propagating internal waves. In particular the analysis of the SAR data revealed the existence of strong differences 
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in several characteristics of the internal waves like, e. g., wave location as function of the semidiurnal tidal phase 
and wave phase speed, which were ascribed to diurnal inequalities in the semidiurnal tidal currents. 
The numerical modeling of the hydrodynamics of the Strait of Gibraltar has been carried out by using, e. g., 
three-dimensional hydrostatic general ocean circulation models [6] as well as two-dimensional hydrostatic 
barotropic models [7]. Using a three-dimensional hydrostatic general ocean circulation model, Wang [6] was 
capable of describing several aspects of the barotropic and baroclinic semidiurnal tidal flow in the Strait of 
Gibraltar including its diurnal variability and fortnightly modulation. Tejedor et al. [7] carried out numerical 
simulations aimed at describing the barotropic semidiurnal tides in the Strait of Gibraltar by using a high- 
resolution, boundary-fitted coordinate model. As a result of this model, detailed cotidal charts and charts of tidal 
current ellipse parameters were constructed which are in good agreement with observations. In the present paper 
we investigate the two-layer exchange flow between the Atlantic Ocean and the Mediterranean Sea as well as the 
barotropic and baroclinic semidiurnal and diurnal tides in the Strait of Gibraltar by using a high-resolution two- 
layer boundary-fitted coordinate model. 

Model 

The model used for the description of the hydrodynamics of the Strait of Gibraltar is a two-layer model. The 
equations which constitute the model are the nonlinear, hydrostatic, shallow-water equations on an f-plane which 
include interface and bottom friction terms. In the following we denote the vertically averaged velocity and 
transport vectors by Ui and lJi = u,h; (i = 1,2) respectively. The subscripts i = 1 and i = 2 refer to the upper and 
lower layer respectively. For the upper layer, the momentum and the continuity equations read: 

-+v+~ @U,)+F.UI = -gh,V~ -%, -UZ~I -“2’9 au1 
at PI 

~+v.u, = 0, 

while for the lower layer they read: 

f3u2 ; v.(“~ @U2)+F.U2 =-,Eh2vTj, -g’h2Vr/2 +zb’l -“2)‘“I K2 

dt 
- u*l--u2Iu21, 

P2 

~+v.u, =o. 

(2) 

Here V denotes the horizontal Nabla operator, l he scalar product, and @ the tensor product. The two- 
dimensional Coriolis matrix F is defined as: 

F= 

where f is the Coriolis parameter, ht and h2 are the thicknesses of the upper and lower layer respectively, q1 is the 
sea surface displacement, and q2 the opposite of the distance of the interface from the undisturbed sea surface, pt 
and p2 are the water densities in the upper and lower layer respectively, g’ = g (pz - p,) I pz is the reduced 
gravity , where g denotes the acceleration of gravity, and 4 and K2 are the interface and bottom friction 
coefficients, respectively. Note that the densities p1 and p2, as well as the coefficients K1 and K2 are assumed to 
be constant in our model. 
The equations, which are discretized on a staggered Arakawa C-grid, are solved by employing an alternating- 
direction method and a semi-implicit Crank-Nicolson scheme in boundary-fitted curvilinear coordinates. The 
advective terms are calculated by means of a directional upstream algorithm. For further details about the 
numerical methods used in this model the reader is referred to the work of Tejedor et al. [7]. In Fig. 1, which 
refers only to a part of the model domain including the region of the Strait of Gibraltar, the curvilinear grid as 
well as the bottom topography used in the numerical simulations are presented. The actual Atlantic and 
Mediterranean open boundaries of the model domain (not shown in Fig. 1) are located approximately at 6S”W 
and 3”W respectively. Along these open boundaries, the model is forced by prescribing the sea surface elevation 
caused by the semidiurnal (Mz and &) and the diurnJ (0, and K,) tidal constituents. Radiation conditions for the 
upper and lower layer transports are moreover employed to minimize reflection. At the closed boundaries a free 
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Fig. 1. Bottom topography and computational grid used in the numerical simulations. The gray levels indicate the 
water depth. The points Cm and Gh mark the locations to which the model results shown in Fig. 4 and Fig. 5 

sefcr. 

slip condition for the velocity is applied. The complex hydrodynamics of the Strait of Gibraltar can lead to a local 
surfacing of the lower layer as well as to a change in the extension of the regions where this layer is present. In 
this model a special technique for the numerical treatment of movable lateral boundaries is thus implemented, 
which allows for the description of the temporal and spatial evolution of localized water layers: A layer whose 
thickness is larger (smaller) than a critical value E (typically a few centimeters) in a certain grid point is 
considered active (inactive), i. e., the momentum equations are solved (not solved) there. The water column is 
thus considered as composed of stratified water for those points where two active layers are present and of 
merely Mediterranean (Atlantic) water for those points where one active lower (upper) layer and one inactive 
upper (lower) layer are present. 

Steady two-layer exchange flow 

In this section we present the results of numerical simulations carried out by using the numerical model described 
in the previous section which are aimed at simulating the main characteristics of the non-tidal exchange flow 
through the Strait of Gibraltar. For these simulations we used the following model parameters: ~,=0.5 kg/m3 and 
~2=5 kg/m3. We initialized the model by assuming a dam-break setup: The western part of the model domain is 
filled with Atlantic water ( p, = 1027 kg/m?), its eastern part with Mediterranean water ( pZ= 1029 kg/m3). Both 
water masses, which are separated by a lock, are initially at rest and the sea surface is level. Once the lock is 
lifted, the light Atlantic water flows as a near-surface jet toward the Mediterranean and the heavier Mediterranean 
water flows as a bottom-arrested current toward the Atlantic. At the two open boundaries, radiation conditions 
are implemented which prescribe reference levels for the sea surface displacement as well as for the interface 
depth. For the sea surface displacement, the reference level is set to zero at both boundaries; for the interface 
depth, it is set to 4.50 m at the Atlantic boundary and to 20 m at the Mediterranean boundary. Sensitivity 
experiments indicate that, as long as during the adjustment phase counterflowing currents evolve which tie able 
to reach the open boundaries, very similar steady states are attained, when realistic values for the reference levels 
are imposed. 
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Distance [nm] Distance [nm] 
Fig. 2. Steady sea surface displacement (a) and interface depth (b) as simulated by our numerical model. The 
black areas mark the regions where no lower layer is present. The values of the sea surface displacement are 

given in ccntimeters, those of the interface depth in meters. 

In Fig. 2 the steady sea surface displacement (a) and the steady interface depth (b) in the Strait of Gibraltar 
obtained by our model are presented. Along the strait, the mean sea surface elevation decreases toward east, the 
difference between Cadiz and Malaga (not shown) being about 10 cm. Across the strait, the mean sea surface 
displacement increases toward south, the difference between the northern and the southern shore being about 5 
cm at the western mouth of the Strait of Gibraltar and about 11 cm at the eastern mouth. The steady interface 
depth decreases toward east and increases toward south. Note the dramatic change in the interface depth near the 
Camarinal Sill which is an observed feature of the hydrodynamics of the Strait of Gibraltar [I]. 
In Fig. 3 the steady upper layer (a) and lower layer (b) velocity field are shown, together with the regions where 

the water flow is supercritical, i.e., where the composite Froude number G2 = “12 / g’ht + ui / g’h, is larger 
than 1. The steady velocity field is characterized by the presence of a water flow toward the Mediterranean in the 
upper layer and toward the Atlantic in the lower layer. The absolute values of the total transport associated with 
these flows are about 0.7x10” m3/s in both layers which closely agrees with the estimates of Bryden et al. [2]. 

Note that, in several locations within the Strait of Gibraltar, the flow is hydraulically controlled, i.e., G2 = 1. 
The model results show that these locations are, in general, disconnected. In particular, it is not possible to 
identify a strait cross-section through which the steady exchange flow is hydraulically controlled across the whole 
strait. 

-- 

SPAIN -6 SPAIN 

Fig. 3. Steady upper (a) and lower (b)layer velocity. The black arcas mark the regions whereno lower layer is 
present. The gray shaded areas mark the regions where the flow is super;critical, i. e., where the composite Froude 

number is larger than 1. 
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Fig. 4. Fourier transform of the time series of the surface displacement (a) and of the interface depth (b) of a 
point at the Camarinal Sill (point Cm in Fig. 1). 

Tidally induced dynamics 

In order to investigate the peculiar features of the hydrodynamics in the Strait of Gibraltar induced by the 
semidiurnal and diurnal tides we carried out numerical simulations over a neap-spring tidal cycle. The model was 
initialized by imposing the steady two-layer exchange flow described in the previous section and forced by 
prescribing the tidal elevation of the sea surface at the two open boundaries. Fig. 4 shows the Fourier transform 
of the time series of the sea surface displacement and of the interface depth for a point at the Camarinal Sill 
(point Cm in Fig. 1). While in the time series of the sea surface displacement the semidiurnal signal largely 
exceeds the other signals, in the time series of the interface depth this signal is of the same order as the 
fortnightly, the diurnal, the terdiurnal, and the quarter-diurnal ones. The presence of a strong fortnightly signal is 
a consequence of the fact that, while durin g neap tide the diurnal average of the interface depth is larger than the 
mean interface depth, during spring tide it is smaller, their difference being approximately 30 m. The presence of 
a strong quarter-diurnal signal results from the fact that, within a semidiurnal tidal cycle, an elevation of the 
interface depth is produced at the Camarinal Sill during maximum westward tidal flow as well as during 
maximum eastward tidal flow. 
Fig. 5 shows the Fourier transform of the time series of the upper and lower layer along-strait velocity component 
for a point at the eastern mouth of the Strait of Gibraltar (point Gb in Fig. 1). In this case, while in the time series 
of the lower layer velocity the semidiurnal signal largely exceeds the other signals, in the time series of the upper 
layer velocity the main signal is the diurnal one. These findings of our numerical simulations are in good 
agreement with experimental evidence [ 81. 
The diurnal inequalities, which are known to exert a profound influence on the tidally induced internal dynamics 
in the Strait of Gibraltar [8] are captured by our numerical model. They are particularly evident in the difference 
between the simulated evolution of two consecutive eastward propagating internal bores as well as in the 
hydraulics of the region of the Camarinal Sill and of the Tarifa Narrows. The distance traveled by two numerical 
simulations for spring tide and results obtained from the analysis of the SAR data of Richez [5], which also refer 
to spring tide, agree reasonably well: In both cases, the difference in the time of release of two consecutive 
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Fig. 5. Fourier transform of the time series of the upper (a) and lower (b) layer along-strait velocity component of 
a point at the eastern mouth of the Strait of Gibraltar (point Gb in Fig. 1). 
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consecutively generated eastward propagatin g internal bores as a function of the semidiurnal tidal phase for 
spring tide and for neap tide is depicted in Fi g. 6. In this figure, the main difference between two consecutively 
internal bores is approximately 2 h and the difference in the time of their arrival at a certain point west of the 
Camarinal Sill increases slightly with the distance from the Camarinal Sill. The stars in Fig. 6 refer to generated 
eastward propagating internal bores consists in the time of their release from the Camarinal Sill and, therefore, in 
the time of their arrival at the eastern mouth of the strait. A comparison between the results of our data obtained 
from ERS 1 SAR images which were acquired during different phases of the neap-spring tidal cycle. From these 
data, a large variability in the tidally induced internal wave field in the Strait of Gibraltar can be inferred, part of 
which is also found in the results of our numerical model as a consequence of the diurnal variability and 
fortnightly modulation. 

’ 
ERS-1 SAR-Data 
(Brandt et al, 1996) - 

0 -,,,,,,,,, ,,,,,,,,, ,,,,,,,,, ,,,,,,,,, ,,,,,,,,, ,,,,,,,,, 
0 10 20 30 40 50 60 

Distance from Camarinal Sill [km] 

Fig. 6. Space-time diagram delineating the eastward propagation of the leading edge of eastward propagating 
internal bores through the Strait of Gibraltar. The dotted lines are derived from experimental data obtained from 

airborne SAR measurements during spring tide [5], the stars denote data obtained from ERS 1 SAR 
measurements during different phases of the neap-spring tidal cycle [3]. The solid lines refer to the propagati’on 

of two consecutive internal bores during spring tide, the dashed lines to the propagation of two consecutive 
internal bores during neap tide as simulated with our numerical model. 
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Abstract- SW Atlantic SST fronts dynamics are studied from three satellite SST data bases: “METEOR” 
(1989-1994) “ds277” -Reynolds (1982-1995), and NOAA-AVHRR (19961998). SST fronts are analysed and 
classitied: Brazil Current Subtropical Front (2O”C), Principal Subtropical Front (18”C), North Subtropical 
Front (15”(Z), Subtropical Surface Front (12”(Z), South Subtropical Front (lO’C), Subantarctic Surface Front 
(7’C), Circumpolar Subantarctic Front (5“C) and Polar Front (3°C). The influence of the atmospheric processes 
on the formation of mesoscale cyclonic eddies on fronts of the BMC is determined. 

, 

l-Introduction 

Southwestern Atlantic (SWA) and, first of all, the Brazil-Malvinas (Falkland) currents confluence zone 
(BMC) is the world ocean western currents extension zone. Acording to [l], “the South Atlantic stands out as 
having numerous exceptional features”. After [2], the study of water dynamics and fronts in the SWA by 
satellite data has been widely accepted. Several approaches have been used: [3], [4], and [5] analyzed the 
variability of temperature fields, [6] analyzed the variability of time and place of SST anomalies, [7] 
investigated satellite data for the determination of boundary sharp change of color of waters and phytoplankton 
pigment concentration, [8] analyzed altimetry data for the determination of zones of sharp changes of sea level 
and currents connected to them, [9], [3], and [lo] analyzed the trajectories of surface and deep currents using 
different buoy systems. The following criteria for the identification of surface SWA fronts by different authors 
are shown on Fig. 1: 

Fig. 1 - Schematic representation of the front and interfrontal zone positions in the SWA. Developed from the 
original scheme presented by [14] (a); Climatic isotherms (b-winter, c-summer) indicating the position of the 
SST fronts. 
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1, BCF - Brazil Current Front is the northern boundary of the BMC; it coincides with the Brazil Current Return 
Flow to the west of 46’-5O”W, characterized by [2], [3], [ll] [12], and [13] as 21”-22°C 21°C 19”-20°C and 
20°C SST, respectively. 
2. NSTF - North Subtropical Front coincides to the east of 41°-42”W with the eastern extension of the Brazil 
Current. This front is designated as BCF on the schemes presented by [l l] [12], [14], and as North Subtropical 
Front by [ 151. The characterization of this front agrees with [ 1 I] [ 121: near 15°C SST and 35.6 salinity in the 
O-100 m layer, and the position of the 10°C isotherm and 34.8 isohaline between 300 and 500 m. 
3 SSTF - South Subtropical Front as described by [ 161, [ 171, [ 1 l] [ 121, and [3], coincides with the northern 
boundary of the Subantarctic Zone. By [ 131, it is named as Falkland Escarpment Front (FEF), while [14] and 
[19], call it STF, and [15] name it South Subtropical Front. This front was characterized by [16] as 9“-10°C 
SST, and by [ 1 I] [ 121 “the outcrop or near outcrop of the 10°C isotherm at the 9’-1 l°C temperature range, and 
very close to the surface 34.8 isohaline at the 34.5-35.1 salinity range”. 
4. CSAF - Circumpolar Subantarctic Front coincides with the southern border of SAZ and with the northern 
boundary of PFZ. In the documents of WCRP [ 191, it has the name of the circumpolar SAF, and on the 
schemes by other authors it is named SAF. For [20], this front belongs to the ACC system and it is identified by 
the 4°C isotherm position at 200 m depth. For [21] and [22], the front can be established by the subsurface 
horizontal temperature gradient change between the 3” and 5°C isotherms. 
5. PF - Polar Front coincides with the core of the Antarctic Circumpolar Current and is characterized by the 
surface 2’ -3°C isotherm by [6] and the 34.00 isohaline position by [23]. 

Z- Results 

To study SWA thermal fronts we used three independent sources of information: i) monthly composition of 
satellite SST charts from the Russian “Meteor” system for the period 1989-1994 (60 monthly charts), ii) 
monthly “ds 277” Reynolds data for the period 1982-1995 (168 monthly charts), and iii) daily NOAA 
(RSMAS) satellite SST data for the period 1996-1998. The horizontal SST gradients on the basis of the first 
two data bases, for the region 34O-56”s and 48’-70°W, and for the centres of squares with a 30’ step were 
calculated. The identification of frontal zones and fronts we made by choosing the maximum values of the 
horizontal SST gradients (> l”C/lOO km and > 1.5’C/lOO km, respectively) when the horizontal SST gradients 
followed the courses of SST isotherms. To determine concordance, space-time analysis was performed for the 
60-monthly distributions of the SST gradients on “Meteor” data and the 168- monthly distributions of the 
“Reynolds data”, separately for the spectrum of gradient values from 0.5”CYlOO km up to 4.0°C/100 km. The 
daily NOAA (RSMAS) satellite data using the criterion of the position of the thermal fronts and interfrontal 
zones for 1996- 1998 were investigated. 

Here we analysed details of the formation of cyclonic and anticyclonic mesoscale eddies, the atmospheric 
processes, and discharge of low salinity shelf waters, related with and front dynamics previously defined in the 
Brazil Current Frontal System. One of the goals of this study is to adapt the use of satellite SST for the 
identification of thermal fronts. Therefore, the criteria chosen here for the identification of fronts and frontal 
zones based on satellite SST data, are in accordance with previously published values of horizontal gradients of 
SST(Gt). According to [24], [12], and [26], (Gt) on the fronts of the Subantarctic Frontal Area, and the Brazil- 
Malvinas Frontal Area (BMC) are between 1.42YYlOO km and 4.65”CYlOO km up to lO“C/100 km (10-40C/m). 
Based on monthly “METEOR satellite SST data and “ds277” - Reynolds data, for the location of the frontal 
zone and front values (Gt) we calculated > l”C/lOO km and (Gt) > lS”C/lOO km, respectively. This criterion 
coincides with the one postulated by [25]: the value of (Gt) for frontal zones must be one order of magnitude 
greater than the average meridional climatic gradient of temperature (< 0.002°C/km). The isotherms near to 
which the maximum horizontal SST gradients are formed, were determined statistically on the basis of the two 
independent data bases Fig. 2. The spatial-time analysis was carried out for variolls horizontal gradients (Gt) 
values: > 0.5”C/lOO km, > loUlOO km, > 1.5”C/lOO km, > 2YYlOO km, > 2.5”C/lOO km, > 3’C/lOO km, and 
> 4”C/lOO km. Histograms and charts of the gradient distribution show the conformity of the horizontal 
gradients to the determined isotherms position only for the (Gt) values from l’C/lOO km to 2”C/lOO km and 
more. For smaller values, the (Gt) identifies the uniform frontal zone for the BMC, and Malvinas and Antarctic 
Circumpolar currents. For high values, the (Gt) identities only the convergence of the different values of the 
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Fig. 2 - Histogram of distribution of horizontal gradients SST >2”C/lOO km - (a), (b) and > l’C/lOO km - (c), 
(d), based upon the “Meteor” satellite data (a, c) for the period 1989-1994 (60 months), and “ds 277”- 
Reynolds (b, d) for the period 1983-1996 (168 months). 

SST isotherms at BMC. For horizontal SST gradient values > 1.5YYlOO km, the values of temperatures for 
thermal fronts in SWA are established. The agreement of the thermal fronts with the 20, 18, 15, 12, 10, 7, 5 
and 3°C isotherms, independent of time, is found. Fig. lb,c shows these values for climatic isotherms and their 
positions characterize SST fronts in the SWA in winter (lb) and in summer (1~): Brazil Current Subtropical 
Front (BCSTP-20”) Principal Subtropical Front (PSTF-18”) North Subtropical Front (NSTP-15”) Subtropical 
Surface Front (STSF- 12’) South Subtropical Front (SSTF- lo’), Subantarctic Surface Front (SASF-7O), 
Circumpolar Subantarctic Front (CSAF-5”) and Polar Front (PF-3”). Depending on season, we suggest the 
Brazil Current Front can be any of the subtropical fronts: BCSTP, PSTF, and NSTF or some of them can 
overlap. 

The spatial-temporal analysis of dynamics of the SST fronts: PSTF-18°C NSTF-IS’C, STSF-12’C, SSTF- 
10°C, SASF-7°C and CSAP-5°C was carried out using monthly mean values. In this paper it is possible 
present the most general characteristics of the SST front dynamics only. Fig. 3 indicates the variability of 
positions of the three SST fronts (PSTF-18°C, SSTF-10” C, and CSAF-5°C) inside their respective front 
zones. Maximum northern and southern limits of these zones for the studied area of the Southwestern Atlantic 

Fig.3 - Dynamics of the PSTF-18°C (la), SSTF-10°C (Ila), and CSAF-5°C (Illa), and position of the PSTP 
(lb), SSTF (IIb), and CSAF zones (IIIb), from “ds 277”-Reynolds (a, b), and SST “Meteor” (c, d) data. 
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(34-56”S, and 48-7O’W) are marked by positions of SST fronts by specific dates (year/month).The position of 
the fronts and their critical sites are shown using both data bases. Some differences of positions and dates can 
be explained by the varying data periods and by the processing methods applied. Annual and interannual 
variability of the position of the SST fronts, is accompanied by significant spatial-temporal changes of the SST 
gradients. Three quasi-constant areas with the maximum gradients exist: BMC, over the slope of Patagonian 
and Malvinas Islands shelves, and eastward of 55’W between 42-52”s. Depending on the season, these areas 
are formed on various subantarctic and subtropical fronts. It was established that the maximum values of the 
SST gradient (>5”C/lOO km) correspond to the Brazil Current Front and it can be any of the subtropical deep 
fronts. In summer, it can be either BCSTP-20°C or PSTF-18°C or NSTF-lS”C, or some of them can overlap. 
In winter, the BCF can be formed on PSTF-18°C or NSTF-IS’C, or STSF-12’C, or some overlap can be seen. 

Aiming to classify the SST fronts, the formation of some meso-scale peculiarities of dynamics of waters in the 
SWA was studied for 1996-1998. Fig. 4 shows a IR image (4a) of SST data (06.20.1996) and in relation with 

Fig. 4 - Position of a cyclonic eddy (a) on the Malvinas side of the BMC (RSMAS data for 06.20.1996). and (b) 
a 7-day (from 06.19 to 06.26) schematic composition of the SST fronts and frontal zones positions. 

it a composition scheme (06.19 and 06.26.1996) of the SST front and interfrontal zone positions (4b). On the 
image and scheme, the cold eddy, formed in the Malvinas part of the BMC and on shallow SST fronts, is 
shown: STSF-12°C and SSTF-10°C. The generation of cyclonic eddies must be accompanied by sharp increase 
of the surface current velocities and by formation of eddy system of “fungous” (mushroom-like) structure [27]. 
We suppose the fungous vortices are forced by atmospheric processes, which are expressed in winter. These 
eddy systems can contribute to an increase of subantarctic water transport, penetration of the Malvinas current 
to the north, and to growth of discharge of the low salinity water to the open ocean. During the duration of the 
eddy (8 days), the eastward displacement of the BMC was about 200 miles, and the horizontal SST gradients 
increased from 3-4°C up to 7-lO”C/lOO km. In agreement with [8], such zone shifts of the BMC must be 
accompanied by the formation of the northward extension of the Malvinas Current and fast displacement of 
current to the southern coast of Brazil. SST front dynamics shows that such displacement during the existence 
of the cyclonic eddy was about 350 miles. 

[28] have shown, that after the passage of powerfnl atmospheric polar fronts, the period of formation of 
cyclonic cold eddies in the Malvinas part of the BMC in June 1996 (Fig. 5) and June 1997, were accompanied 
by a complete reversal of the wind direction (northward/southward). We suppose the atmospheric circulation 
forces the ocean near-surface dynamics when the strong wind of average velocity higher than 10 m/s blows in 
the low atmosphere for more than 5-6 days. In 1996 and 1997, cyclonic eddies were generated in the confluence 
zone at the same month (June). In 1998, the cold eddies were formed on the BMC by active atmosphere 
processes in August- September. 

The coastal observations for the same period indicate a sharp decrease of the salinity of the shelf waters (i.e. 
on station Isla de Flores at the Rio de la Plata, salinity decreased from 20 to 1.00 %o). The mechanism of the 
low salinity water discharge from the Rio de de la Plata to the shelf, and from there to the open ocean has not 
yet been investigated. The influence of these waters in the thermohaline processes in the Brazil-Malvinas 
Confluence Zone are poorly known. On the other hand, the increase of the thermohaline gradients on fronts 
should strengthen the western boundary extension [8], and the advection of the low salinity shelf water on the 
BMC. The dynamics of the SST fronts become a necessary component of the study of the redistribution and 
transport of the low salinity water in coastal, shelf, and oceanic subregions of the Brazil Current Frontal 
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System. A number of authors presented data on the formation of anticyclonic meanders and warm eddies on 
Brazil Current West Branch (BCWB) [2], [ll] [12], [3], [24], [29], and [30]. They observed warm core 
eddies are formed at the southern boundary of the meander at approximately one week-intervals. The life cycle 
of the eddies at mesoscale, from120-180 km up to 300400 km, is between several weeks and l-2 months. 

Fig. 5 - Synoptic situation before (a) and after (b) the cold eddy formation on the BMC fronts. 

[29] showed two warm eddies (“Asp”, and “Anthony”), limited approximately by the SST isotherm 12°C and 
isohaline 35.1, corresponding to the characteristics of the Subtropical Surface Front (STSF-12°C) according to 
our terminology. If the thermocline depth is accepted as a rough estimate of the eddy depth, outside of BCWB 
such a shallow front will limit warm eddies up to 300-400 m [29]. Fig. 5b presents such a warm eddy: it was 
separated from the southern boundary of the meander (06.13.1996) a week before a cyclonic eddy was observed 
in the Malvinas part of BMC. Over almost three weeks, the boundary of the warm eddy was NSTF-IS’C, which 
is characterized by a depth thermohaline frontal section up to 500-600 m [ 1 l] [ 121. The different values of the 
depths of frontal sections of the SST fronts could be used as indicators of the vertical sizes of eddies. Thus, the 
transport of heat and salt by such eddies can be roughly estimated by satellite SST information. 

3- Summary 

We tried to show that indicators of the SST fronts are determined analyzing the data published by many 
authors and the reported results are coherent with the most important previously published data and satellite 
information. We suggest a nomenclature for SST fronts in the SWA. The usefulness of the satellite NOAA- 
AVHRR data for the construction of composite serial schemes of SST fronts and interfrontal zones is 
demonstrated. Based on these schemes, we suggest the analysis of the front, frontal and interfrontal zones time- 
space dynamics. The present investigation describes an example of atmospheric forcing on ocean dynamics, in 
the BMC region. A more systematic approach is need, in order to characterize the phenomenology and 
dynamics of the ocean-atmosphere coupling. It seems clear that the kind of event described, even if it could be 
exceptional for its characteristics, constitutes one of the mechanism that promotes low salinity water flow from 
the Rio de la Plata estuary. The formation of a cyclonic eddy in the BMC zone is an important product of this 
interaction, with consequences on the fluxes of materials from the shelf water to the open oceanThe depths of 
the fronts can be used for a rough estimation of the vertical and horizontal structure of eddies having no longer 
contact with BMC. The reported results are being used in order to develop an automated monitoring system of 
the water dynamics and fisheries in the SWA. 
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Abstract: A semi-analytical model is developed for simulating the transport of fine suspended particulate matter 
(SPM) in the shelf/slope zone by mesoscale currents in the -bottom boundary layer (kBL). The model takes into 
account multiple deposition/resuspension events and is forced by the current that is prescribed outside the BBL. 
Vertical profiles of horizontal velocity and SPM concentration are calculated analytically in a zero order 
approximation, i.e. by neglecting horizontal inhomogenities within the BBL in comparison to vertical variability 
of parameters. Then these profiles are used to calculate horizontal fluxes for the depth integrated advection- 
diffusion problem that is solved numerically. The erosion/resuspension flux at the bottom is taken in the form 
E = M(z- zo), where 7 = 7(x,y,t) is variable bottom stress, A4 and r0 are empirical constants. The model 
is run to simulate SPM transport by various types of mesoscale currents including cyclonic and anticyclonic 
eddies and a meandering along-shore current. It was found that because of strong non-linearity of the problem a 
small variability in the strength of the current results in a great difference of erosion and sedimentation rates. 
Mesoscale eddies moving along the continental slope produce deposition and erosion zones extended in the 
direction of their propagation. This mechanism produces both downslope and upslope migration of sediments. 

1. Introduction 

It is expected that human activity related to raw material exploitation on the sea floor could introduce 
some changes in the natural process of sedimentation. The situation in the oil and market ‘forces the exploration 
and exploitation of hydrocarbon deposits in the ocean at greater and greater depths. A good example is future 
development of oil industry in the East-South Barents Sea [ 11. Another example of industrial activity is arranging 
long pipelines across the Black Sea. Present oil prices economically limit the feasibility of large-scale industrial 
activity in the Arctic. This stagnation phase gives time for carrying out research on precautionary outer 
shelf/continental slope environmental protection. From environmental point of view it is especially important to 
be able predicting sediment and related pollutant transport in the onshore-offshore direction. 

Processes of sand migration and beach erosion under action of wind waves have been widely studied in 
the surf zones within the typical water depth range O-15 m [2,3,4]. Despite some progress in recent years [5,6,7], 
transport of suspended particulate matter (SPM) at greater depths is much less understood. Further of the 
coastline the bottom is mainly covered by fine sediments rather than by sand. It is too deep for wind waves to 
penetrate to the bottom in intermediate and outer shelf and continental slope. Large-scale currents flow mainly 
along contours of constant depth and are not able to cross the shelf edge because of geostrophic constraints. 
Other physical process could be responsible for sediment migration in these regions. Potential carriers are 
mesoscale currents such as eddies and meanders of along slope current, tides, swell and internal waves. 

This paper focuses on transport effects by mesoscale currents. Typical examples are mesoscale eddies 
that have been repeatedly observed both on shelves [8] and continental slopes [9]. These eddies have maximum 
orbital velocities of the order of 20 cm/s and diameters of about IO-30 km. In the following sections, a model is 
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developed that describes both horizontal fluxes of SPM and deposition/erosion processes on the sea floor. There 
is a great variety of physical characteristics that influence erosion of sediments. Many of them are unknown and 
need specialist experiments to be quantified. The aim of this paper is to reveal main features of the SPM transport 
in the bottom boundary layer. For this reason the model is constructed as simple as possible to provide adequate 
description of the main parameters rather than to go in much details which are related to a specific region or a 
season of the year. 

2. Model description 

The model simulates erosion, propagation, and deposition of fine sediments forced by mesoscale 
currents in the Bottom Boundary Layer (BBL). While the model predicts 3D parameters of suspended particulate 
matter (SPM) plume, emphases is made on evolution of bulk properties such as depth integrated SPM mass, total 
bottom sediment flux and total mass of eroded or deposited matter. Boundary layer approximation is used that 
implies that vertical gradients of parameters are much greater than horizontal ones. The influence of vertical 
density stratification within BBL on near bottom currents is neglected. 

Taking into account that inertial forces in the BBL are small compared to Coriolis force and friction, the 
momentum equations in the BBL are written as follows 

The equation for the distribution of suspended matter is 

(1) 

(3) 

where f is Coriolis parameter, Kz and K, are turbulent vertical friction and diffusion coefficients. 
Boundary conditions at the bottom are 

u=v=w=o, z=c,<u; +v; ), F, =E-D, at z = b(x, y) (4) 

a2 
where F,(x,y,z, t) = (W - W,)C - K, 

62 
is the vertical component of the SPM flux, E is the erosion rate 

E(x,y,t) = M(z(x,y,t)- zo) at z > To. E = 0 at z < z0 [lo], D(x, y, t) = wscb is the deposition 

rate, M and c, are constants, cb is the near-bottom SPM concentration, z = K, ,:( E)’ + (z )’ is the 

bottom stress due to near-bottom current, I?~ is the erosion/resuspension threshold stress, w, is the settling 

velocity, z = b(x, u) is the bottom elevation above a reference plane. 

The model is forced by the current above the BBL so that the current velocity (u,,v,) or its 

geopotential @(x, y, t,z,.) at a depth level z,~ above the BBL are prescribed. Above the BBL the SPM flux is 

taken zero: 

F,, = 0 at z 2 zf . (3 

510 



For mesoscale currents the typical evolution time is greater than the pendulum period I/f so that the first term in 
Eqs. (1,2) can be neglected and the reduced Eqs. (1,2) have an analytical Ekman-style solution 

u+iv= iv-% ;i@J [I_ exp(- (1 + O(z; W,YD),, 
E 

(6) 

where QD,, oY are horizontal derivatives of the geopotential, h, ( X, y, t) = 2Kz 
f 

is Ekman scale, 

i= - 1 . The value of Ekman scale is calculated from the second equation (4) yielding 

h,= 2(u;+v3C,if. W e assume the following relation between vertical diffusitivity and friction 

coefficients K, = rK,, r = const 

Integration of Eq (3) over vertical from the bottom to Z, yields 

d 
I cdz + d 

I ucdz + d 
I vcdz = M( 7 - 7,) - wscb , (7) 

a & * 

where cb is the SPM concentration immediately above the bottom. 
To complete the equations we need to express the vertical distribution of SPM in terms of its bottom 

concentration that can be obtained in different ways. For the present study we use the fact that under mesoscale 
currents the balance of SPM concentration in the BBL is governed mainly by upward-downward vertical fluxes. 
In the zero order approximation we neglect temporal and horizontal derivatives in Eq.(3) and use the boundary 
condition (5) to obtain 

c(x,y,z,t)=c,(x,y,t)exp(-5 K ’ cw, - w)dz) . 
b c 

If we adopt a widely used assumption W, >> w (see e.g. [6]) then integrals in Eq.(7) are rewritten in terms of m 
, the total mass of SPM over a unit bottom square, as follows 

‘[ ucdz = - r” A[mx + (2p + l)Q>, 1, ‘f vcdz w ; 4@,(2P+1)-@,1 
b b 

‘[cdz =cbhd =m, A= P Kc hd ,(p+1)2 +p21> k,(wA= w, 3 P(wA= hE . 

(9) 

In deriving Eqs(9) it is taken into account that both Ekman scale, hb-, and vertical diffusion scale, & are smaller 
than the total water depth, the thickness of the BBL is hBSL= max (hE,hd ), and free stream depth level , zfi is 
located above the BBL: z 
for one unknown variable,‘;. 

b > hBHL Substitution of Eqs. (9) into (7) yields one diffusive-advective equation 

8 
a m-J.& 1 ’ {mA[mD, +(2p+l)cD,])+ i z {mA[~y(2~+1)-~~]} = E-w, y . 

d 

The right hand side of eq (10) is the total SPM flux at the bottom, positive values corresponding to 
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Fig. 1 a. Near bottom vertical SPM flux, E-D, produced by a stationary 
cyclone. Units are 10s6 g/(cm2 set). 

considered that differ mainly in the 
forcing current pattern: (i) non- 
moving cyclone, (ii) non-moving 
anticyclone, (iii) meandering 
stream current, and (iv) an 
anticyclonic eddy embedded in an 
along-slope current. For natural 
fine sediments the values of ~~ and 
Mr0 are in the range of ro=1+16 
dincm-’ and Mzo=l O‘6+-5. 1 OM5 gem- 

‘s-” As the thin surface layer of such sediments is usually poorly consolidated it is reasonable to take z0 and Mr0 
for calculation close to the lower end of the ranges. The following constants were taken throughout: 

prevailing erosion. After solving 
this equation numerically, vertical 
distribution of concentration is 
calculated from (9) and (8). The 
total mass of eroded/deposited 
material is obtained by integration 
the RHS of eq (10) over time. 
Numerical code used for solution 
of eq. (10) is similar to that 
described in [ 1 l] and is based on 
direction splitting method and 
enhanced Lax-Vendroff scheme for 
advection. 

3. Results 

A few model cases were 

c, = 2.5. 10-3, 
f = 1.0.104 set-‘, 7. = 1.1 

din cm-*, w, = 5 3 10m3 cm.i’, 

[12,13,14]. The model was forced 
by idealised currents whose 
parameters were taken typical for 
mesoscale eddies e.g. in the Black 
Sea. 

(i) Non-moving stationary 
cyclonic eddy. Geopotential in the 
free stream above the Ekman layer 
has a Gaussian shape. Maximal 
orbital velocity is 25.5 cm/s at 
radius of 20 km. The values of the 
Ekman scale and vertical diffusion 
length scale depend on distance 
from the centre of the eddy and 
range from zero at the periphery to 
9 m @man scale) and 8.2m 
(diffusitivity scale). 
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Fig. 1 b. Mass of SPM , m, over unit square produced by a stationary 
cyclone. Units are g/cm’. 
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3- The eddy starts rotating in the 
fluid with zero SPM concentration so 
that the only source of SPM is the 
resuspension of sediments from the 
bottom. Erosion is most intensive in 
the regions where free stream 
velocities are highest. Because of 
frictionally induced secondary 
circulation, the fluid particles in the 

"-1-L ‘,I - t-0 

5 I 
bottom Ekman layer deviate from the --- t=o.35 h circular anticlockwise rotation to the E *\\ 

E -2 -I ’ \ f 
- - t=o., h 
- _ 

‘\ 1 
t-l.1 h left. The horizontal flux of SPM has 

E an inward component, and maximum 

2 -3- 
75 

\'4 
concentration of SPM is found at a 

5 s ’ smaller radius then maximum velocity. 

+ A- \I 
The SPM particle fall onto the bottom 
in the inner area of the eddy. They are 
not resuspended there because the 

-5 I I I I I I I I I I actual shear stress at the bottom is less 

0 10 20 30 40 50 than the threshold value. At the initial 
Distance, km stage the total amount of SPM 

increases because of prevailing bottom 
Fig.lc. Contour plot of total near bottom SPM flux, E-D, at erosion, then deposition becomes more 
different times for a cyclone. intensive and an equilibrium between 

overall erosion and deposition is 
reached at t=3 days. 

Fig.la shows a contour plot 
of total (erosion - deposition) vertical SPM flux at the bottom. Dark grey areas mark downward total flux and the 
light grey areas are related to the upward flux. Deposition is prevailing in the inner area of the eddy while erosion 
corresponds to the area of the 
fastest free stream velocities. 
Fig.1 b depicts the total mass of --i-_-----i.I-.__i_ 
SPM in a water column over a unit 
sq==e, m, after a steady state 
distribution of SPM concentration 
is reached. It is shifted towards the 
eddy centre. Fig.lc shows the line 
plots of bottom SPM flux vs radius 
at successive times during the 
initial stage of development of 
erosion. 

(ii) Fig. 
equilibrium bottom SPM flux for 
the anticyclonic eddy that has the 
same parameters as in the above 
case except the direction of 
rotation. In this case SPM flux has 
an outward component and the 
area of deposition is shifted to 
periphery of the eddy. 

-301 

-40~1 
I 

-5@t---- ! -50 -40 -3~~-‘-Iio .-.~io‘-*‘. ----T-~----T---+ 
0 10 20 30 40 50 

Distance, km 

Fig.2. Near bottom vertical SPM flux, E-D, produced by a stationary 
anticyclone. Units are 1 OW6 g/(cm’ set) 
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Fig.3. Near bottom vertical SPM flux, E-D, produced by a stationary 
meandering current. Units are 1 O-6 g/(cm2 set) -The flow is directed fi-om the 
top of the panel to the bottom. 

E I’ .x 4 ‘1, \ 

Distance, km 

Fig.4a. Contour plot of geopotential for a moving anticyclone 
at an intermediate time. Units are 1 O4 cm*/sec? 
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Distance. km 

Fig.4b. Near bottom vertical SPM erosion flux, 
E, produced by a moving anticyclone. Units are 
10” g/(cm’ set). 

Fig.4d. Mass of SPM , m; over unit square 
produced by a moving anticyclone. Units are 
g/cm*. 

.50 
-50 40 .io 2.0 .;o- 0 ib 20 30 4-i 

Distance, km 

Fig.4c. Near bottom vertical SPM flux, E-D, 
produced b? a moving anticyclone. Units are 
1 oeh g/(cm- set). 

Fig.4e. Total amount of eroded/deposited 
sediments after passing the eddy. Units are g/cm? 

(iii) Fig.3 shows the bottom flux distribution for a meandering current. Maximum free stream velocity 
is 66 cm./sec. This flow generates both cyclonic and anticyclonic turns. Accordingly the areas of deposition (dark 
grey) occur inside or outside the meander. 

(iv) Fig. 4 illustrates the SPM transport produced by an anticyclonic vortex which is advected by an 
along-slope current. The parameters of the eddy are identical to the case (ii). The ambient current flows 
uniformly to North-West and has a speed of 5.6 cm/set. This case simulates propagation of Coastal Anticyclonic 
Eddies in the Black Sea [BTitov]. Figs 4a, 4b, 4c and 4d show the contour plots of velocity geopotential, erosion 
bottom flux, total bottom flux, mass of SPM in a water column over a unit bottom area at the same intermediate 
time. Fig.4e shows the distribution of amount of eroded and deposited sediments after the eddy crossed model 
area. 
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4 Discussion 

Strong non-linearity in SPM transport introduced mainly because of two reasons. Firstly, the bottom 
stress depends non-linearly on the free stream velocity. Secondly, there is a threshold stress for erosion and 
resuspension of SPM. Transport of SPM by mesoscale currents differs in some important details t?om the 
transport by high frequency currents generated by waves. It is well known [2,3] that in case of surface waves the 
direction of SPM transport coincide with the direction of the wave phase velocity. In case of mesoscale currents 
the direction of SPM flux does not coincide with the direction of the tree stream velocity because of Iiictionally 
induced secondary circulation in the bottom boundary layer at time scales compared to pendulum day and longer. 
This effect leads to essentially 3D pattern of SPM fluxes. One of the results illustrated in Fig. 4e is that an along 
slope current containing an eddy could redeposit sediments both off-shore and on-shore. This effect provides a 
mechanism of suspended matter exchange between the shelf and the open ocean. 
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Abstract. Several new mechanisms of the North Pacific Intermediate Water (NPIW) formation have 

been investigated. Specially stressed was the importance of processes of large-scale vertical momentum transfer 

in the dynamics of intermediate waters. The effect of vertical momentum transfer from the Kuroshio Extension 

to NPIW was estimated from climatological and drifter data. Processes of geostrophic adjustment in the 

Kuroshio-Gyashio confluence zone and their effect on NPIW are also discussed. 

Overview 

North Pacific Intermediate Water (NPIW) is usually defined as a salinity minimum observed in the 

North Pacific. Throughout the decades of investigations, spatial distribution of NPIW was thoroughly studied 

[ 11. but only a few ideas of physical mechanisms of its formation were forwarded. According to the traditional 

approach [2], NPIW is formed by the Okhotsk sea water that penetrates to the Mixed Water Region by means of 

the Gyashio current, and subsequently intrudes into the Subtropical Gyre due to isopycnal mixing. 

Data of numerous sections across the Kuroshio Extension o(E) as well as observations in the warm core 

rings of Kuroshio indicate on the regular equator-ward drift of NPIW layer. However, studies of Ichiye [3] 

showed the absence of zonal geostrophic flow at NPIW depth. In this study we made an attempt to investigate a 

number of mechanisms that could possibly produce ageostrophic drift and thus be responsible for NPIW 

formation. 
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Density-driven penetration of the Oyashio water into the Subtropical Gyre. 

Hereafter we discuss the mechanism of NPIW formation analogous to that of the Mediterranean 

Intermediate Water in the North Atlantic. WC calculated the weight of water column confined by a pair of 

isopycnals (26.8 and 26.9 oe) as anindicator of watermass intrusion driven by gravitational and frictional forces 

(Fig. 1). In general, this weight decreases southward. as if the source of NPIW were located at the Oyashio. 

However. tonally elongated local minimum is observed along the northern edge of ICE. At the same tune. a 

local maximum in the layer weight is located just to the south of KE. It might be possible to attribute this 

peculiarity to the intrusion of the Oyashio water into the Subtropical gyre east of 148”E with its westward 

recirculation south of KE. but analysis of seasonal mode at 26.8 crH surface (not shown in figures) demonstrates 

that seasonal perturbations propagate from the Mixed Water Region omnidirectionally. crossing ICE southward 

at any longitude east of Honshu. Such weight distribution suggests some kind of local forcing existing in ICE. 

that will be investigated in the following chapters. 

Momentum transfer 

It is quite common to distinguish between small- and large-scale horizontal friction (or process of 

momentum transfer). However, small-scale turbulence alone is still believed to be responsible for the vertical 

friction at any scale. Recently some indications on the importance of mechanisms of direct momentum transfer 

in vertical direction on large scales appeared. Among this mechanisms we can accentuate the attenuation of 

waves, emitted by a moving layer, inside another motionless viscose layer, and interaction of baroclinic 

perturbations (such as meanders, eddies etc.) with the vertically sheared flow. The latter mechanism seems to 

be the most credible. In either case, momentum, “emitted’ by moving upper layer (Fig. 2), being absorbed by 

the lower layer, exert a force on it that, similarly to windstress at the seasurface, results in an ageostrophic drift 

of the lower layer. Unfortunately. we can not measure this drift directly. Yet, it is possible to evaluate the loss of 

geostrophical momentum by the upper layer. 

We used Levitus climatology data to calculate 3D-distribution of isopycnal geostrophic velocities 

referenced to 1OOOdbar level. Momentum loss in a fluid volume E can be defined as 

1 di? dl;: 
E dt 

-p. ,,=p,(W)P 

Provided that the momentum is transferred downward, we can infer that the force exerted on the lower layer 

and equivalent to this momentum transfer. is determined as 

(2) 

where H1 is the thickness of the upper layer and Hz is the thickness of the lower one. Since we considered 
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Fig. 1. Weight anomaly of water column between 26.8 and 26.9 oe, 
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Fig. 2. Scheme of NPIW meridional drift due to momentum “radiation” from the upper layers. 
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the 26.8 oe isopycnal to be the lower border of the upper layer, Hi is determined as the depth of this isopycnal. 

For the meridional velocity of stationary ageostrophic drift of the lower layer we get 

1 
iT2 = --F”, 

Pof 

where F is the zonal component of the force (2). 

Employment of smoothed climatological data resulted in the underestimation of geostrophic velocities. 

In order to take into account such underestimation we compared the trend of variation of velocitiy in the 

mainstream of KE derived from climatology data with that obtained from drifter observations (Fig. 3). In the 

following table sununarized are some characteristic values. 

u. cm/s c:, s-’ r/,, cm/s2 

Levitus 15 4. 1o-8 6.10“ 

Drifters 50 2*10-’ 10” 

Here CJ, is the derivative of zonal velocity (J along the curvilinear path of KE mainstream and U,=dU/dt 

is Lagrangian time derivative of r/. After the correction we get 

(4) 

Results of estimation of \I2 with Hz equal to the typical thickness of NPIW -1OOm is shown in Fig. 4. 

We can also estimate the net ageostrophic NPIW transport Q across KE mainstream at 144.5170.S”N. 

60 p-1 

---1 

I (VI, cm/s 

- Drifter data - Drifter data 

- - - Linear trend of drifter data Linear trend of drifter data 

- - - - Climatology data 

145 150 155 160 
Longitude, “E 

Fig. 3. Mean Kuroshio Extension (KE) speed along its mainstream, 
calculated from drifter and climatology data. 
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Fig. 4. Velocity of ageostrophic drift of NPIW induced by momentum transfer from upper layers. 
Shaded are the regions with positive velocities. 

FigS.Scheme of geostrophic adjustment upon Kuroshio detaching from the coast.. 
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We can also estimate the net ageostrophic NPIW transport Q across KE mainstream at 144.5-170.5”N, 

the latter being defined as the line of maximal velocity (s: y(x)=y(u=u,,)): 

and the time of ventilation of entire NPIW layer in the North Pacific by this mechanism as lOOyears. 

Though our estimates agree with the results of some studies of chemical tracers [5,6], still our scheme 

either underestimates NPIW production rate or allows for a number of other physical mechanisms to coexist 

with the described one. 

Geostrophic adjustment in the Kuroshio-Oyashio confluence zone and in the decaying Kuroshio 

Extension. 

One such mechanism can be due to a geostrophic adjustment occuring east of Honshu in the Kuroshio- 

Oyashio confluence zone. The vertical structures of the Kuroshio and Oyashio water masses are initially 

completely different. This calls for geostrophic adjustment during the confluence process. Existence of such an 

adjustment is also confirmed by the results of isopycnal analysis that reveals abrupt changes of NPIW 

characteristics just east of Izu islands, The subtropical watermass is forced to float while expanding northward, 

as Oyashio water subsides under it. This process continues in KF as the latter decays eastward. 
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Abstract. Fronts existing on Lake Baikal correspond practically completely to the classification of oceanic 
frontal zones and fronts detailed by K.N. Fedorov [l], but there are also some differences. Since there are no 
tides fronts on Lake Baikal, and no run-off and estuarine fronts in the ocean, this is a case when river waters 
have a higher density than oceanic one due to a low probability of the latter. On Lake Baikal, inflowing rivers 
may have water density and salinity both more and less than for the waters of open lake. For example, the first 
case is represented by Selenga River. In this veiy case frontal structure caused by intensive vertical mixing is 
observed at the major part of Selenga shallow water during all a year [2, 3 etc.]. The most complete 
characteristic of fronts of oceanic type on Lake Baikal spread practically from surface to bottom, is given. 
The characteristics of such fronts were discussed in detail at Konstantin Fedorov Memorial Symposium [4, 5, 
6, 71. 
Peculiarities of physical nature and structure, as well as ones of Baikalian fronts ecology representing an interest 
both for limnologists and for oceanologists, are considered. 

Introduction 

By its hydrophysical, hydrodynamical and other processes, deep water Lake Baikal is a small ocean. This 
becomes obvious when studying its fronts. Some phenomena, fronts being one example, are much more easily 
and conveniently studied in Lake Baikal, e.g. oceanic type fronts under ice, but this is complicated by the fact 
that differences in water density, variations in water temperature and salinity, playing major roles in the 
processes of mixing of lake waters in Lake Baikal, are insignificant on the oceanic scale. Various density 
relationships between waters that mix are discussed. 

II. The main Aim and Methodology 

The purpose of this paper is to work out study of processes of mixing and front genesis of fresh deep waters on 
Lake Baikal. We employ the experimentally theoretical approach. 
The fronts appearing due to water masses of equal [l, 8, 91 and unequal density mixing (inflow fronts near large 
rivers delta) are discussed. First descriptions of fronts on Lake Baikal (thermal bar type and oceanic type) were 
done by [2, 10, 111. 

III. Results and discussions 

Classification of Fronts on Lake Baikal. 
The Brief theorv. Let us propose one of the most common schemes of fronts classification based on their origin, 
i.e.. taking into account the density of parents waters A, B and ones obtained due to mixing C. One can 
immediately present all possible classes of mixing (Table 1): 
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Table 1. 

Mixing and stirring (class I and II) may result (or not result) in front genesis. Let us consider it in more detail. 
Under initial conditions, we suppose that waters with equal density and different temperature and Class I. 

salinity take part in the mixing which becomes more density at cabbeling than parents waters [ 1, 91. 
The case class 1.1. Let us consider which conditions in this case may cause a front genesis. The front genesis 
conditions must be presented as: 
PA-PB =Ap=O a. ; ApAB or Apcab > 0 b. , (1) 
where is Apcab value cabbeling. We take p& in the form by Kilmatov, Kuzmin [ 121. All possible variants of 
the condition (1) are considered in more detail by Sherstyankin. Kuimova [9]. Theoretically four types of water 
mixing are possible: at constant S or T, or p, and, finally, different mixed variants are possible. Let us consider 
them in detail. 
The class I. 1 .a. At S = Const. This is an isohalinic mixing. The condition of front genesis (1) is written in the 
form of: 

Ap = ptAT = 0 a. and Apcab = -(ptiAT”/8) b. , (2) 
where the lower index in p means differentiation. The condition (2 a.) is fulfilled only when pt vanishes. It 
occurs at temperature of maximal density T = Tmd( S.P). The front which appears under such conditions is called 
a thermal barrier or thermal bar. 
The class I.. 1 .b. At T = Const. This is isothermic mixing., The conditions of front genesis (1) are written in 
following way: 
Ap= psAS =0 a. and Apcab =- (pssAS’/8) <O b. 

I.e., the, case of class I.. 1 .b. pass into class 1..2. 
(3) 

From the analysis of the expression (3) it appears that ps>O and never vanishes. Apcab.is everywhere < 0, i.e. 
the conditions of front genesis are not now here realized at any T, S and P. 
The class I.1 .c. At p = Const. This is isopycnic mixing. The conditions of front genesis (1) are written in 
following way: 
Ap = ptAT + psAS = 0 a. and Apcab = -(p,,AT + 2p,,AS) AT/8 b. (4) 
It is seen that the fulfillment is possible within the whole range of T,S-diagram at any P, and can lead to an 
unlimited number of appearance of front genesis. At unrestricted changes of T, S and P. This is the most 
common case. 
At long-term mixing a complete densities leveling occurs, and the case class I.3 realizes. 
Class II. The fronts of this class appear when mixing waters have an unequal density, when ]pA - pa] f 0 
(conditions 11.1 and II.2 in the Table 1). Such situations appear usually when river flow into a sea in near- 
mouth sites [ 1, 93, when due to a low salinity of river waters they are easily. 
At long-term stirring and mixing complete densities leveling and transition to class II.3 or I.3 occur, but multiple 
realization of classes I. 1 and 1.2 is not excluded. 
Among fronts classes established by K.N. Fedorov [I] the majority of fronts belongs to the class I (Table 1); as 
for class II, only run-off fronts, in particular, estuarine ones, can be classified as belonging to it for sure. 
On Lake Baikal both cases are realized. The littoral waters of Lake Baikal are influenced by the flow of large 
rivers with salinity, changing from 50 to 300 mg/l and with 96.5 mg/l. more at mean salinity of the waters of 
open Baikal [14]. In Selenga shallow water area there is mixing of denser waters (higher turbidity, salinity) with 
open Baikal waters, and a f?ontal structure appears. This structure suggests that mixing occurs in all water 
column from the surface to the bottom, as it follows from spatial distribution of temperature attenuation 
coefficient, Fig.1, [3]. The observations show that mixed Selenga River waters are spread in Lake Baikal in 
several ways: along an 
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Fig. 1. The spat3 distribution of (A) temperature T, “C, and (B) attenuation coefficient C, m-‘, arb.un., 
on the Selenga shallow water. The transect Cape Krestovskii - settlement Kukui in Selenga delta. 
The location of this transect on Lake Baikal see on Fig. 2. 
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Fig.2. The simple diagram of formation a convergent zone and the front appearing center on 
Lake Baikal. It is the real example of fragmentary spatial distribution attenuation 
coefficient, C m“, near Cape Ivanovskii. 
One can see the reason of frontal paradox by K.N.Fedorova and the key to its. 
Transects on Lake Baikal: 1 - Cape Krestovskii - Settlement Kukui (The Northern part 
of Selenga delta), 2 - from Cape lvanovskii and 3 - Maritui - Solzan. 
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underwater slope (Fig.l), in lake water column [2] and in surfacial layers only during the period of summer 
warming up maximum. 
In the seas similar cases occur very seldom because practically always p and S of river waters are less than for 

marine ones. Near inflow fronts lenses of lighter fresh waters on sea surface pa (case 11.1 in the Table 1) or 
lenses of primary heavier waters pA appear [ 131. Fronts are classified on the base of a conception of 
K.N.Fedorov [l] taking into account front genesis and vortices genesis on Lake Baikal. Front genesis areas on 
Lake Baikal are closely connected with the gyre around Lake Baikal, inner basin vortices, near-coastal currents 
and run-off of large rivers. 
Finally, long stirring or mixing with the fronts of the II class can results in the fronts I and, as a final result, in 
full mixing (cases I.3 and 11.3). 
Practically all the types of oceanic fronts with some exceptions (e.g., tidal front) can realize on Lake Baikal, 
therefore the lake is a natural laboratory to study them. 
Front zones on Lake Baikal are divided into: 1. Climatic ones connected with nowadays and paleo-planetary 
processes on whole Lake Baikal and in its basins; and 2. Synoptic ones connected with synoptic processes in the 
lake and in the atmosphere. 
Front sections and fronts are divided into geostrophic ones (small values of Kibel-Rossby frontal number K,r) 
and ageostrophic ones (great values K,r). The first ones consist of climatic fronts in whole the lake and in its 
basins which are also curculation-topographic, and of synoptic fronts with a scale of whole a basin and less. 
Second ones are synoptic fronts appearing, as a rule, due to storms and after them with a scale of whole the lake 
and less. Fronts of spring and autumn thermal bars are also synoptic ones. 
There are fronts appearing in the conditions of unequal density which are considered apart. These are inflow 
fronts forming near large rivers inflow the waters of which have a different salinity S and turbidity. For example, 
on Lake Baikal, these are the largest tributaries Selenga, Barguzin with a higher S and Snezhnaya with a lower S 
than in Lake Baikal 1141. Inflow front on Selenga River in near delta boundaries [2] and denser waters of 
Selenga and Barguzin rivers penetrate Lake Baikal via near-bottom areas and canyons, Fig. 1. 

Peculiarities of Nature and Structure of Fronts on Lake Baikal. 
The thermal bar as a lacustrine phenomenon was described at the and of last century and in the beginning of this 
one by Fore1 [15]. Two processes are in the base of the fronts considered: mixing of waters of equal density [1, 
91 and cabbeling . 
Due to optical observations, deep-water fronts (beam Attenuation Coefficient, C) were discovered on Lake 
Baikal (Southern part, in the area of neutrino telescope installation by DUMAND project) in winter at the depth 
about 1400 m in observation site [lo]. By that time thanks to the observations from the surface to the bottom 
optical structures of Baikal waters were described; they were composed of upper zone (0 - 300 m) with high C 
values, of deep one with the greatest vertical gradients of C, with the highest water transparency and small, with 
negligibly low C gradients (~300 - 1200 m) and of near-bottom one with increased C and their gradients values 
[ 161. More detailed (each 1 km) observations showed the existence of very thin and more turbid vertical water 
layers about 1 km thick and spread almost Tom the surface and practically to the very bottom and having nature 
and structure of oceanic fronts by K.N. Fedorov [I]. In 1988 one of the authors (P.P.Sherstyankin) agreed with 
K.N. Fedorov to meet to discuss materials on baikalian fronts but unpredictable and sad circumstances have 
prevented this from happening. 
In order to understand clearer the nature and the structure of fronts, some of them appearing at the equal density 
[ 1, 8, 91 and at stationary state are considered. The best conditions for the study of such fronts are realized in 
winter under the ice on Lake Baikal [lo, 111. 
The main peculiarities of Baikalian fronts (at the depth about 1400 m): 
1. A frontal section (convergent zone) is very steep, almost vertical; it is due to unsignificant difference in water 
densities Ap (some units per 1 Od g/cm3); 
2. Convergent zone width about 1 km; 
3. If in upper layers there is a pycnocline above the convergent zone, so, in the upper part of leap layer there is a 
significant change of T, C and p, causing (ta hydrostatically stable layer of oceanic pycnocline)) (the basis of 
frontal exchange paradox by K.N. Fedorov (his words are in the quotation marks)), and in the lower part leap 
layer, a pycnocline is destroyed almost completely, a convergent zone (front appearing center) begins, it creates 
((the most effective mixing and heat and salt transfer mechanism)) (answer to Fedorov’s paradox) (Fig.2); 
4. On the flanks from front appearing center an isopycnic income of water from leap layers into convergent zone 
takes place, but water income cannot remain isopycnic long time, so, it becomes diapycnic (fine structures area); 
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5. Below front appearing center water from convergent zone reaches deep area, cross it and flow near the 
bottom. We fixed the increase of turbulence in convergent and near-bottom zones. Probably, the oceanic effects 
described in [7] are connected with such phenomena. 
6. Assessments of the values of vertical rate W by the formula given by K.N. Fedorov [l] for winter conditions 
are W = 0.07 cm/s or near 70 m/24 h or 22 km/year. 
7. Fine T, S and C structure appearing near the front is a consequence and occasional coincidence of water jets 
running and compensating the running to convergent zone. A tine optical structure on Lake Baikal was observed 
in 1971 and described in 1979 [ll]. 
Fine structure nature (T, S, C) is due to water income into convergent zone, therefore it is clear why it may be 
manifested near the fronts. 
When the center of front genesis is on the water surface (classic thermal bar) lighter particles floating on the 
water surface (e.g., foam etc.) are attracted towards the thermal bar line. It is caused by cross currents appearing 
with a front. It is interesting to notice that in calm weather Research Vessels which stay near (in front or behind) 
thermal front line are later on the thermal front line. It is not occasional, but a regular phenomenon (crossing and 
directed towards each other frontal currents). 
Analogous phenomenon is observed when the center of front appearance is under the surface, a water area with a 
higher C formed above it, and these waters are warmer (lighter) in summer and have a higher pycnocline. It is 
caused by a lateral flow of the water towards the convergent zone in the lower part of pycnocline both nom the 
coast and from the central lake area. 
Vertical velocity W was determined by Fedorov’s formula 

W = K, H/(2 B’), (5) 
where K, is the factor of horizontal exchange, H is the depth and B is the width of convergent zone. For the 
period of reversal temperature stratification close to the autumn homothermy the diffusion rate p equal to 0.2 cm 
was determined in experimental way using [ 181 formula, and Ki = pr/2, where r is the horizontal scale, was 
found by this formula [ 191. For the baikalian condition indicated from (5) the following formula was obtained: 

W[sm/s] = 0.05 H/B, 
where H and B are expressed in the same length units [ 10, 111. 

About Thermohalinical Nature of Fronts on Lake Baikal. 
Spatial distribution of temperature T, salinity S (in reality - conductivity), attenuation coefficient of light 
radiation (transparency) C, O2 concentration at the section Maritui-Solzan on October 2 1, 1994 were analyzed at 
the qualitative level. Measurements were made with CTD-Probe SBE-9 [7]. It was supposed that conductivity in 
a narrow range of changes is proportional to S, and this is enough for T,S-analysis at the qualitative level. 
The Fig.3 (A-C) shows that in the site of front genesis T and S are in accordance, as required during isopycnic 
transition. Where T increases (T > T,,,d, where Tlnd is the temperature of maximum density), it corresponds to 
decreases of water p, salinity S and p increase, and vice versa. Front genesis is well observed only by C, by T 
and S it is not evident due to some changes. It is also observed by even isolines, although one of main front 
genesis conditions - a significant increase of horizontal gradients in the front area in comparison with spatial 
averages - is observed. The most sensitive front index is optical one - transparency, established for Lake Baikal 
before [l 11. The f?ont is also observed by oxygen content. One can believe that all fronts described before by 
their optical indices [ 10, 11, 201, are also thermohaline. C isolines on the graphs with T, S and 0 are shown by 
dash lines, Fig.3. 
C isolines suggest that: 1. A front appears at the depths 50 to 200 meters; 2. Convergence zone width does not 
extend 1 km; 3. Convergent zone is practically vertical from the site of its appearing (depths 50-200 m at the 
station in 5 km from the shore) to near-bottom layers where turbidity increase is observed like in the upper 
layers. 
Dynamic activity increase in the oceans just in these layers of frontal section was noted by K.N.Fedorov, 
N.P.Kuzmina [21]. 
On the Fig. 3 T and 0 from all the stations of Maritui-Solzan section are put on the same graph, and it makes two 
peculiarities of convergent zone trustworthy: the waters of convergent zone are the most turbid (great C values) 
in comparison with adjacent stations (practically full similarity with C data for April 3-5, 1988, [5]), and the 
content (concentrations) of 0 is minimal. Increased oxygen consumption on pre-coastal stations was noticed 
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Fig.3. Temperature, ‘C; electric conductivity (analogy with salinity), @m/cm*; dissolved 
oxygen concentration O-,, mg/l; Attenuation coefficient (the dashed line), me’, 
measured on the Maritui-Solsan transect on October ?l , 1994 p]. 
The location of this transect on Lake Baikal see on Fig. 2. 

before by V.A. Tolmachev [22]. For convergent zones such an effect is noticed for the first time and suggest an 
increased biological activity of convergent zones. 
Practically vertical C isolines way must be connected with small changes of potential density, it corresponds 
completely to Margules formula (The less the difference of water density is, the higher is the slope of frontal 
bound), as well as isopycnic exchange character. 

Ecological Role of Fronts in the Ecosystem of the Lake Baikal. 
Fronts as a purely hydrological phenomenon constitute a part of abiotic background for waterbody ecosystem 
and are primarily responsible for near-bottom water ventilation. Hydrologists, hydrobiologists, and other 
oceanologists have for a long time known this phenomenon [23,24 etc.], they just termed it differently. 
Let us consider, on the example of Lake Baikal, the physical properties of these fronts that can be useful for the 
existence and development of ecosystems with deep water biota [ 10, 11,20,25]. 
Principal among those properties are related to the genesis and existence of the fronts’ convergent zone. Let us 
consider these properties and peculiarities: a) The place where fronts originate may be from surface down to 
200-250 m; where pycnocline water comes rich in seston, fresh organic matter etc.; b) With width 1 km and less 
the convergent zone penetrates all the deep water zone, reaches bottom area (up to 300 m high) and spreads out 
to central and coastal parts of the lake; c) Downward movement of the water in the convergent zone has a 
turbulent character. The fronts are productive zones and areas of location of biotic aggregations, in general 
biologically active zones [26,27,28]. 
Thus, the fronts deliver into deep water (within the convergent zone) and bottom zones oxygen-, nutrient-, etc. 
rich surface waters for deep water biota, thus providing for a moving, flowing character of water and destroying 
standstill areas everywhere, including immediately at the bottom. At convergent zone boundaries, a gradient-type 
distribution of physical and biological properties of water environment is created, which is of extreme 
importance for the existence, sustenance and conception of life [29]. Remarkably, the fronts exist even under ice, 
in the absence of surface-roughing by winds, and are capable of providing in such conditions for a quadruple 
water exchange, creating in hydrodynamically isolated nuclei relatively still zones in deep water zones [25] 
having an 8 to 1 l-year-long water exchange [30]. 
Turbulent type of water movement (sinking) in the convergent zone is indirectly confirmed by the character of 
the record of light attenuation coefficient on an XY-recorder Fig.1. While working in the convergent zone the 
record is a wide trembling line in comparison with a quieter 1 km record. Knowing characteristics of 
transparency measurer (the length of the base of transparency measurer is 1 m), one can assess the scale of 
turbulent water movement by fractions of meter. This record effect is observed from surface to bottom. 
Let us notice another interesting effect. Synchronous C and O2 measurements in the convergent zone show that C 
increase is accompanied by 02 values decrease [7] (Fig.2). It indicates directly an increased biological activity in 
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the convergent zone due to the formation of convergent zone waters by waters from pycnocline which are rich in 
high suspended and organic matter etc. content. When average velocity of waters movement (sinking) in the 
convergent zone is 70 m/24 h [l 11, the time of staying there is estimated in two weeks, it is probably sufficient 
for oxidation processes manifest. 
Minima of O2 content in near-shore areas under steep Northern and North-Western Baikal shore are noticed as 
well by other authors. 
The influence of near-bottom waters (fronts) ventilation on very important biotic processes in oceanic and 
lacustrine ecosystems was noticed by hydrobiologists and oceanologists long ago [l, 23, 241, and their 
contribution to the study of this problem is hard to overestimate. 
Another ecological property is added to the most interesting properties of fronts, which, from the point of view 
of oceanic (limnetic) turbulence, represent a double cascade [l], namely, ecologically active abiotic background 
in deep water bodies. 

Conclusions 
Many fronts properties and peculiarities which are difficult to be observed in the oceans are more accessible for 
the observations on Lake Baikal in winter, so, it is necessary to perform (maybe, regularly) Lake Baikal 
expeditions. 
The Lake Baikal is Natural Laboratory for investigations deep water fronts and related phenomena. 
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THE COMBINED HYDROPHYSICAL AND ACOUSTIC STUDY OF 

THERMOHALINE FINE STRUCTURE IN THE ATLANTIC OCEAN 

V. E. Sklyarov and A. V. Berezutskii 

P.P.Shirshov Institute of Oceanology, Nakhimovskii pr. 36, Moscow 117851, Russia 

Abstract. We present the results of combined acoustic and CTD measurements of thermohaline tine structure 

which was observed under a large-scale tongue of Mediterranean Intermediate Water (MIW) in the central 

Atlantic. A horizontal intermittency was a significant feature of the MIW spreading. Several types of 

thermohaline vertical fine structure were obsereved by CTD data within the areas of local intensity maxima of 

intermediate water. A classification of acoustic images and features of hydrophysical parameters distributions 

was made to reveal a connection between CTD and acoustic data. The observed relationship between the 

thermohaline structure and sound-scattering properties of MIW showed the high potential of the remote acoustic 

sensing technique for investigation and monitoring of MIW structure and dynamics in the Atlantic ocean. 

The main purpose of this note is to demonstrate that the use of acoustic sensing in combination with 

oceanographic measurements is a good tool to study the structure and dynamics of Mediterranean Intermediate 

Water (MIW) in the Atlantic [ 1,2]. A set of directed studies was carried out on the spatial-temporal variability in 

characteristics of MIW and its effect on the structure of the field of volume sound scattering (VSS) in one of the 

regions of the central Atlantic (29%35“N and 2O”W-26”W). Measurements were made at 44 oceanographic 

stations during the period of observations [3]. Each station included a CTD cast and simultaneous narrowbeam 

acoustic sensing from a board of the ship at frequencies of 12 kHz and 24 kHz down to 2000 m. 

Results of the hydrographic analysis showed that the central part of the study area (Fig.l) exhibited 

intermittent regions of elevated values for temperature (T) and salinity (S) anomalies with a depth maximum in 

the 1000-l 100 m layer. The horizontal intermittency resulted in spatial variability of vertical thermohaline fine 

structure. Based on the formal method five types of vertical tine structure were revealed. Parametrization of the 

fine structure was performed for all hydrophysical data collected for the study area. 17 parameters were 

calculated for characteristic types of stratification encountered during the period of observation (see Table 1). 
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Figure 1. Map of salinity distribution at depth of 1100 m. 
The areas of “inversion” and “staircase” fine structure are 
contoured by dotted and dashed lines. 

Table 1. Parameters of fine structure layering of waters 
1400-1800 m 1400-1800 m 600-1200 m 600-1200 m 200-500 m, “stairs” 

“Stairs” no “stairs” strong weak layering with lateral 
intrusive layering advection 

-(44)x10-: -(3-8)x10-; -(2-6)x10” 1 -(6-8)x10-? -(6-8)x10-? 
S,“/Jm -(5-8)x10 -(2-8)x10 -(1-9)x10-’ -(1-2)x10-’ -(2-4)x10-’ 
N lO”c-’ 6 l,l-1,3 0,5-1,5 2,9-3,4 3,2-3,4 3,1-3,3 

1,3-1,7 1,3-1,7 usually -(l-10) usually -(8-20) usually -(5-20) 

X,m 1,2-1,5 20-60 0,95-1,15 various 0,9-1,05 20-60 l,O-1,5 10-40 1,5-2,0 15-60 
Kt3 0,90-0,95 0,80-0,95 0,85X),95 0,5-0,9 0,5-0,9 

Kw -(0,3-0,7) (-O,l)-0,4 (-0,5)-0,5 -(O,l-0,8) -(0,7-0,8) 
s 0,5-l,o 0,05-0,30 -0,03-0,03 o-O,3 0,3-0,7 

% 0,4-l,o various O,l-0,5 O,l-0,3 O,l-0,2 
I4 0,8-1,5 1 l-10 0,3-l,o 0,3-0,8 
I?’ 1-3 1-2 0,5-3 2 large l-20 l-20 10 1-4 5 

ATjASi 0,2-0,4 0,05-0,25/0,1-0,4 0,1-0,3/0,03-0,1 0,05-0,15/0,2-0,3 O-0,1/0,2-0,05 
AT,JAS,, O,l-0,3/0,05-0,15 0,02-0,15 0,02-0,05 o-o,05 o-o,05 
AT,lAS 0,55-0,75 0,55-0,65 0,05-0,06/0,45-0,6 0,45-0,65 0,5-0,65 
ATJAS, 0,2-0,6/0,1-0,3 0,05-0,3 0,04-o, 10 0,04-0,12 0,04-0,12 
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When analysing the features of the thermohaline structure of MIW, one should note the following. Near the 

most clearly expressed anomalies of T and S a strong developed fine structure was observed. In the layer 

between horizons 1200-1300 m and 1700-1900 m “staircase” fine structure was found. Vertical dimensions of 

the stairs were 4060 m with temperature changes on the order of 0.3”-0.5”C and salinity of 0.05-0.15 ppt. Some 

profiles contained up to 20 stairs. The estimates of characteristics of fine structure - vertical density ratio R,, and 

temperature-density correlation 6 - yielded values of 1.3-l .7 and 0.5-1.0, respectively. Such values for these 

parameters are typical for the double diffusion “salt finger” mechanism of these stairs’ formation. The significant 

share of low-gradient layers confirmed their double diffusion convective origin. For vertical profiles, in which 

stairs were not observed, the values of % were 1.3-1.7 and the values of 6 were 0.05-0.3, which corresponded 

to domination of “intrusions” type of fine structure. An intensive layering of the “inversions” type was observed 

under the large core of MIW at depths of 600-1200 m approximately 100 km around 32“N,22”W. The most 

intensive one was at the same depths at the boundary of the meddy. The typical values of the temperature and 

salinity inversions were about 0.2”C and 0.07 ppt, respectively. The typical thicknesses of the most intensive 

intrusions were from 15 m up to 50 m. Small-scale (less than 15 m thickness) intrusions were also observed. 

Propagation of the MIW layer was spatially nonuniform. It was characterized by the existence of regions with 

maximal intensity of the layer and strong stairs stratitication below it, and regions where it was not expressed 

and stairs were absent. The regions of minima and maxima of layer intensity were separated by zones of 

elevated gradients. These zones were characterized by a significant degree of the thermoclinicity, so the 

isopycnals were approximately horizontal. The formation at thermohaline stairs of intrusive structures 

propagating across the frontal zones were detected at horizons 1400-1800 m. The horizontal scales of such 

structures were on the order of several tens of km. It seems the transformation was caused by isopycnal 

advection processes. 

An important aspect of the research under discussion here was the link established between the structure of 

the field of volume sound scattering (VSS) at frequencies of 12 kHz and 24 kHz, and the thermohaline structure 

at depths of 600-1900 m. The results showed that at horizons of MIW a complex pattern of VSS was observed. 

Nevertheless, analysis of the acoustic images revealed a trend toward increased intensity of scattering in the 

depth range of 1000-1200 m upon approach to the maxima of T,S layer intensity (Fig.2). It also showed the 

possibility of acoustically monitoring the top boundaries of both meddies and of large-scale MIW tongues. 

The acoustic data analysis revealed the layered structure of VSS at depths of 700-1800 m. It was the 

significant feature of the observed scattering. At these depths a system of scattering layers of different 

thicknesses usually existed. The layers thickness varied from 0.75 m (the range resolution of the acoustic units) 

up to tens of meters. The range between two neighboring layers had lower scattering levels. Thus our data also 

showed existence of fine structure of volume sound scattering at MIW spreading depths. The comparison of the 

acoustic sensing results and the features of hydrophysical parameters distributions revealed the connection 

between the layered structure of VSS and the fine structure of MIW. Thicknesses of the most thin sound 

scattering layers didn’t exceed the range resolution of the sonar tools. The data analysis revealed the connection 

between the locations of these thin layers and the gradient zones of fine structure. The connection was seen most 
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Figure 2 (top). Acoustic images, 
showing the intermittency of the 
MIW structure. a - outside the 
meddy, b - meddy central part. 
Frequency of 12 kHz, sound- 
backscattering range from -85 to 
-79 dB. Profiles 1 and 2 are 
salinity profiles outside and inside 
the meddy, respectivly (profile 2 
is shifted to the right by 0.0 1 ppt); 
3 indicates the top boundaries 
of MIIW. 

Figure 3 (left). Acoustic image (a) 
of a staircase fine structure of 
MIW and vertical statistical 
distribution (b) of scattering 
strength. Arrows show the 
consistency between the acoustic 
and in situ observations. 
Frequency of 12 kHz; sound- 
backscattering range from -85 to 
-79 dB. 
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distinctly at stations where the staircase fine structure was developed (Fig.3). This acoustic image demonstrates 

the consistency between the remote and in situ observations. On the other hand it showes those peculiarities of 

the thermohaline structure and dynamics, which could not be traced on the basis of the CTD data only. These 

are: (i) significant changes in thicknesses of quasi-homogeneous layers under conditions of both variation and 

conservation of their middepth, (ii) - changes in depths of layers but conservation of their thicknesses, (iii) - 

variations in gradient zones thicknesses and as a consequence, variations in values of thermohaline gradients 

and backscattering intensity. These peculiarities indicate both the complex pattern of thermohaline fine structure 

dynamics and the variety of its formation processes. The connection between the acoustic and thermohaline 

tinestructures was also found for the stations where some stairs were transformed into inversions by isopycnal 

advective moving. Although the nature of VSS was not exactly revealed during our pilot investigations, the 

coincidence of the positions of the scattering layers with the gradient thermohaline stairs implies that the action 

of microstructure scattering mechanism should be take in to account. 

Conclusions. The comprehensive CTD and acoustic studies revealed and examined the intermittent nature of 

spreading of MIW and the spatial structure of the field of volume sound scattering. Remote acoustic diagnostics 

of areas with higher and lower temperature and salinity anomalies at horizons of propagation of intermediate 

waters was found to be possible, due to the existence of the spatial variability of sound-scattering properties of 

MIW. The upper boundaries of thermohaline stairs observed under the areas with local increases in temperature 

and salinity were clearly recorded by acoustic tools. A connection between positions of thin sound scattering 

layers and step boundaries was found. The typical values of sound scattering strength of these layers were of the 

order of -82.. .-76 dB. Statistical analysis of CTD data revealed five types of thermohaline fine structure. It 

showed the uniqueness of the studied region of the central Atlantic, which may serve as an excellent area for 

investigating the various types of fine structure and forms of deep water convection under conditions of 

propagation of intermediate waters with an intermittent nature. A link found between the thermohaline structure 

of the layer of MIW and the field of volume sound scattering indicates the expediency of using the method of 

echosound diagnostics for studying the structure and dynamics of intermediate waters of the Atlantic. 
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Abstract. As an unanticipated result of recent moored observations, strong quasi-barotropic currents with 
marked seasonal variation were found in the highly homogeneous deep water of the northern Japan Sea. In this 
paper, the observed deep currents are discussed in comparison with the ECMWF wind data, surface current data 
from a moored ADCP and remotely sensed data (sea surface temperature and drifter tracks). The observed deep 
currents significantly differed in temporal variability from site to site despite the rather small spacings of the 
mooring array. It is suggested that none of the observed current features can be accounted for in terms of the wind 
forcing only. 

l- Introduction 
It has been conjectured from hydrochemical analyses 

that the deep circulation in the Japan Sea is generally 
sluggish and non-seasonal as is the case in the world 
ocean. However, our recent moored current 
measurements [l] demonstrated that this is not true in 
the Japan Sea. The current measurements were made at 
selected seven sites (Fig.1) in the northern Japan Sea as 
a part of an international research program CREAMS 
(Circulation Research of the East Asian Marginal Seas). 
As an unanticipated result, we found that there exist 
strong, quasi-barotropic deep currents with strong 
seasonal dependence even in the interior region far from 
the western boundary of the basin. This suggests that 
the deep circulation of the Japan Sea is driven annually 
by atmospheric forcing in contrast to the conventional 
view that the present circulation was generated by deep 
convection events in exceptionally severe winters before 
1969. Then, what is the major driving factor for the 
observed deep currents, wind forcing or 
thermohaline 
processes? In this article, we examine the effect of wind 
forcing by comparing the observed current features with 
available wind data and surface current data from an 
upward-looking ADCP deployed at a representative site dl 

45N 

40N 

35N 

Fig. 1. Sites of moorings deployed during 
CREAMS field experiment of 1993-96. 

uring the CREAMS program field observation phase. 

2- Observations of the Japan Sea Circulation During the CREAMS Project 
In August 1993, during the first CREAMS cruise of R/V Professor Khromov, the international team of 

scientists deployed three moorings Ml-M3 equipped with 9 current meters to start the survey of the intermediate 
and deep circulation in the north Japan Sea (see Table 1 for details about distribution of instruments). The 
moorings Ml and M2 aimed at yearly survey in the eastern part of the Japan Basin. M3 was deployed in the 
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central north Japan Sea. It was redeployed 
twice and was finally recovered in August 
1996 providing us with a unique 3-year 
series of current meter data for the Japan 
Basin interior. Other four moorings, 
carrying 12 current meters, a sediment 
trap and an upward-looking Acoustic 
Doppler Current Profiler (~CV, 
operated in the western part of the Japan 
Basin in 1994-96. M4, M6, 
and M7 were deployed for one year near 
the Primorye coast: M6 measured currents 
over the continental slope whereas M4 
and M7 worked off shore. M.5 operated 
during two years in the Subpolar Front 
region west of Yamato Rise. 

The network of moorings covered the 
deep part of the Japan Basin. Its overall 
design intended to capture general cyclonic 
circulation that was conventionally 
thought to persist in the Japan Basin (e.g. 
[2] among others). At the site M7, the 
ADCP (RD Instruments) was used on top 
of the mooring (330 m depth), aiming to 
observe a response of upper ocean to 
northwesterly wind. The Aanderaa RCM8 
current meters were deployed basically at 
the 1000, 2000, and 2500 or 3000 m 
depths, so as to resolve probably weak 
vertical shear of horizontal currents in the 
nearly homogeneous deep water (e.g., 
[3,4]). The current meter records of 
originally 1 hour sampling period were 
low-passed with a tide-killer filter of 24 
hours and sub-sampled once per day. 

In between the deployment/recovery 
cruises the attempts were made to monitor 
the near-surface circulation by means of 
the satellite htfrared imagery. The NOAA 
high resolution infrared images were 
acquired by TeraScan system (Sea Space) 
and processed with Multichannel Sea 
Surface Temperature method. Finally we 
had the sea surface temperature (SST) data 
on the Mercator grid of approximately 
1.1. km resolution covering the whole 
Japan Sea. To complement the current 
measurements we selected several series of 
the satellite imagery when the atmosphere 
was partly free of clouds and the water 
vapor content was rather low in the air 
above the northern Japan Sea as in the 
cold season. 

To obtain the near-surface velocities 
we analyzed data of the WOCE 
Surface 
Velocity Programme Lagrangian drifters, 
with the drogues cantered at 15 m depth, 
which could complement the satellite 
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Rwa 0.14 -0.42 

3000 RcMa 20Aug,l993 Data Missing 

RCMB .I3 JUl.1994 0.11 -0.14 

RCMB 0.16 -0.14 

3500 RCMB 22Aug.1993 -0.40 -0.3a* 

RCMB .3 Aug,l996 -0.25 -0.47 

RCMB -0.19 -0.29 

3000 RcMa 17Jul,l994 _ 1.06 - 2.97 
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Rct4a -0.82 - 2.17 

3100 RCMB laJul,l994 -3.93 -0.44 

RCMa .9Aug.l996 -5.59 -0.70 

RCMB -4.00 0.31 

SedimentTrap 

2900 RCMB lAug,l995 -3.20 0.50 

RCMa .4 Aug.1996 - 1.73 0.12 

RCMB -0.60 0.27 

2200 SCAOCP 4Aug.1995 

RCMa .7Aug.l996 -0.07 0.13 
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+Thsdat.m,miulngdvlngJulyl994-Julyl995. 

Table 1. Mooring characteristics and mean currents. 
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128 132 156' 140 

Fig. 2. The ECMWF surface wind stress curl over the Japan Sea: 
(a) annual mean for 1991-98, (,b) mean for the winter 1993/94, 

(c) mean for the winter 1994/95, (d) mean for the winter 1995/96. 
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infrared imagery. Fortunately, we found two trajectories of the buoys lunched in 1996that entered the interior 
of the Japan Basin in the vicinity of M3 and happened to be trapped by the eddies, which in turn could be traced 
in the satellite images. 

In order to examine relationship between the sea circulation and the atmospheric wind forcing, we used the 
ECMWF daily surface wind stress for the period of 1991-98. An advantage of this data is higher resolution, 
particularly in space, i.e. 0.56x0.56’, as compared with the data used in previous analyses [5,6]. The annual and 
seasonal mean wiud stress curl was computed for individual years and considered vs the current features found in 
the Japan Basin. The results of this analysis are briefly given in the next section. 

3- Results and Discussion 
The annual mean wind stress is largely set up by the Asian Winter Monsoon, which blows from Siberia. 

The annual mean wind stress curl shows pattern very similar to that of the winter season alone (Fig.2). The 
anticyclonic curls appear in the region southwest of Vladivostok between the East Korea Bay and the Primorye 
coast. The tongue of anticyclonic curls stretches to the southeast towards the Yamato Basin. The wind stress 
curls are positive over the East Korea Bay, near the Hokkaido Island, and over the coastal zone east of 
Vladivostok. This pattern generally agrees with the surface wind stress curl pattern obtained by Na et al. [S] 
except in the region southwest of Vladivostok where an anticyclonic curl was identified here. 
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Fig. 3. The ECMWF surface wind stress and the ADCP current velocities at M7. 

Surprisingly, despite the mean strong negative wind stress curl near M7, we did not find any evidence of 
persistent strong currents or eddies in the sea upper layer at M7. Fig. 3 shows the daily surface wind stress near 
M7 and the sea currents in the upper layer between 60 m and 300 m measured by ADCP at M7 in August 1995- 
July 1996 (the upward-looking ADCP was deployed too deep to observe the surface Ekman transport). Apparent 
in Fig.3 is huge annual variation of the surface wind with strong northwesterly prevailing in November - March 
and very weak wind in the warm season. The southeastward currents of less than 0.02 m/s were observed in the 
subsurface layer in August - November 1995. The current intensified in December demonstrating lO-day 
fluctuations of up to 0.07 m/s amplitude, which can be associated with the near-surface turbulence. These high 
frequency variations continued until recovery of M7, i.e. through July 1996, though the northwesterly wind 
vanished in May. Noticeably, there was no persistent flow that could be anticipated from rather stable wind 
stress curl of the cold season. Also, the current meter data of M7 show neither stable currents nor eddies all the 
year around through the entire water column at the site. 

The site M6 was located in the Liman Current region near the Primorye cost. Low-passed current records 
from the top instrument at M6 are shown in Fig.4, demonstrating that the westward flowing Liman Current was 
clearly recognizable at the depth of 800 m. The westward current had an apparent vertical shear and was less 
stable at greater depths, but the westward transport dominated even at 2400 m depth (500 m above the sea floor). 
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It is of interest to compare the vector 20 
plot in Fig.4 with the wind vector plot at 
M7 located not far from M6 (Fig. 3). 10 

M6- 800m 

Amazingly there is no similarity between 7 
the two vector plots: The deep Liman i 
Current exhibits little seasonal variation 
in spite of the marked annual variation of -lo 
the wind forcing over the site. If the -20 
Liman Current is essentially wind-driven 
as has generally been believed, there must 1.I.I. t.1,‘. “I”“““,’ 
be some buffer mechanism to smooth out 15 31 I5 30 15 31 15 30 15 3115 311529 15 3115 30 15 31 15 30 15 

the Liman Current response to the strong 
AUG SEP OCT NOV DEC JAN FEB MAR APR MAY JUN JUL 

1995 1996 
annual variation of wind forcing. 

Stick vector plots of low-passed deep 
current velocities at M5 are shown in 

Fig. 4. The current velocities at the depth of 800 m at M6. 

Fig. 5. Visual similarity between the two between the two plots in Fig. 5 is apparent, indicating that the deep 
current at MS is quasi-barotropic throughout the instrumented depths. Unanticipatedly the deep current in the 
interior region exhibited strong seasonal variation in contrast to the Liian Current. The seasonal variability of 
the deep current is similar to that of the surface wind though there is 3-4 month phase lag between the two 
variabilities. The overall circulation of the Japan Basin is thought to be cyclonic at least in the upper few 
hundred meters in response to the cyclonic nature 
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Fig. 5. The current velocities at M5. 

of wind forcing. However, the strong deep current at MS was predominantly westward in contradiction to a 
cyclonic circulation in the Japan Basin. As it is thus far believed, the Subpolar Front is stretched zonally along 
40 N and at the latitude of the mooring site MS the along-frontal current should be directed eastward in the sea 
upper layer. If this argument is valid, then the deep westward flow found at MS appears to be a counter current. 

Similar quasi-barotropic deep currents ~cdrl 
were observed also at M4 and M3. As is ” 
illustrated in Fig. 6, there was 1 o M4-130Om 
predominantly southward strong current at I-E 
M4 while there was no appreciable current o 
at all at the adjacent site M7. It seems 
reasonable to conjecture that the -10 - 

southward deep current reached M4 
nassine. through the eastern side of the sea 

-2o-.“““““““““‘.““““‘.““” 

mount-&e Fig.1): The current must have II. I ~ I. I. I. I. I .f 
originated from the slope region around 3115 31153015 31153015 3115 311528 1s 31153015 31!530 15 

M6, where the steady Liman Current is A'JC SEP OCT NOV DEC JAN FEE MAR APR MAY JUN JUL 

flowine. and continues southward to MS. 1994 
. n-c 

Notably, however, temporal variation of Fig. 6. The current velocities at M4. 
the current at M4 is quite dissimilar to 
that of the currents at M5 and M6 as well as of the surface wind. 
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Temporal variation of the quasi-barotropic current at M3 is illustrated in Fig.7. The current at M3 was 
highly eddy-like having almost negligible mean velocities (less than 0.01 m/s) in sharp contrast to the currents 
at M4 and MS. Indeed the current pattern is reminiscent of the passage of mesoscale eddies. However, the eddy- 
like current in the Japan Seashows strong seasonal variation unlikeordinary mesoscale eddies in the world ocean. 
This specific eddy feature in the central region of the Japan Basin is discussed in a separate paper [7] by 
comparing the moored current meter records with near-surface eddy currents inferred from satellite infrared images 
and ARGOS drifter tracks. As is exemplified in Fig.8, the deep eddy-like current is found to be well correlated to 
isolated anticyclonic eddies emanating in cold seasons from the Subpolar Front zone south of M3. Thus it was 
concluded that the seasonal deep current at M3 was due to anticyclonic and barotropic eddies with the diameter of 
60-70 km. In view of the relatively small eddy size and the uni-rotational (anticyclonic) nature, it seems unlikely 
that the eddies are a direct consequence of wind forcing. 
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Fig. 7. Stick vector plots of the current velocities at M3. 

Current meter data from the moorings at Ml and M2 showed that there were no appreciable deep currents all 
through the year in the eastern rim of the Japan Basin. The deep layer of the’eastem Japan Basin seems to be 
almost inert to both the wind forcing and other thermohaline forcings. 

Fig. 8. The NOAA-10 AVHRR MCSST image of the north Japan Sea on December 23, 1993. The location of 
the M3 mooring site is shown by circle and stick represents the current vector at the depth of 2000 m. The lower 

temperatures are dark gray. The Primorye coast and clouds are black. The vertical axis is dire&d northward. 

4- Conclusions 
The CREAMS observations revealed some unanticipated current features in the deep water of the northern 

Japan Sea. There were strong deep currents in the interior region (M3, M4, M5) of the Japan Basin as well as in 
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the Liian Current region (M6) along the northern shelf slope. Temporal variability of the deep currents differed 
significantly from site to site in spite of rather small spacings (less less than 300 km) of the mooring array. 
Curiously, the Liman Current showed little seasonal variation, while the deep currents at M5 and M3 had strong 
variation of the seasonal means similar to that of the wind forcing but with 3-4 month phase lag behind the wind 
change. The current pattern at M4 was quite unrelated to those at M5 and M3 as well as to the wind pattern. The 
wintertime wind forcing was particularly strong over site M7 nevertheless the entire water column below the 
surface Ekman layer at M7 was almost stagnant all the year round. 

In conclusion, none of the observed current features can be directly related to the wind forcing. The deep 
currents in the Japan Basin must be affected not only by the wind forcing but also thermohaline processes such 
as the wintertime open-ocean convection and dense water cascading down the shelf slope. The bottom geometry 
may be also important in specifying the spatial variability of the currents. 
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Abstract 
A three-dimensional model simulating dense lens bottom evolution is developed. The model 

includes equations of three components of vorcity, equations of three components of vector potential, 
expressions of three velocity components through vector potential, equation of salt transfer and equation 
of state. The model was use for simulation of dense lens evolution near horizontal and inclined bottom. 
The result of the model application are presented and discussed. 

The existence of bottom dense eddies and their key role in the bottom dynamics of ocean and many 
coastal seas are now evident . It stimulated the theoretical, laboratory and field investigations of such phenomena. 
Models of dense lens motion on a slopping bottom in rotating fluid were given by [2, 4-61. Additional insights 
into such problem was obtained by laboratory experiments by [3, 71. Bottom dense eddies were also observed in 
field study by [ 11. First theoretical investigations focused on dense bottom lens behaviour and main features of 
dense lens motion on a sloping bottom. It was considered the case of dense lens on a sloping bottom beneath an 
infinitely deep and motionless upper layer. From these models it was established that the bottom dense lens 
spreading radial generates anticyclonic vortex. Its radial spreading continues until geostrofic equilibrium is 
reached. The second type of lens motion is its translation along isobathes governed by the bottom inclination and 
lens density excess over ambient water. From hvo layer models with ambient lighter water of finite depth it was 
shown that besides the cyclonic vortex surrounding by dense bottom lens because of its interaction with ambient 
water the lens radial spreading becomes a reason of the generating of cyclonic vortex over the lens. The intensity 
of this vortex was found to be more intensive that of lens vortex. Observations shown that vertical distribution of 
cyclonic vortex intensity is not homogeneous. The much intensity was observed close over the lens and it 
decreased upward with distance. Obtained results made it clear that it is desirable to use three dimensional 
models which are free of assumptions of water property homogeneity into lens and surrounding layer that is 
used in two layer models. The main aim of the article is to present one of the possible such model and discuss 
results of its application. 

For simulation bottom dense water flow use nonhydrostatic, three-dimensional model including Reynolds 
motion equation, equations of mass and salinity conservation and equation of state. Equations of motion and 
mass conservation can be presented in form of equations of vorticity and vector potential 

af2, aQx as2, as2, 
-++-+v-+w-= 

a28, 
at ax aY a.2 

,E+g$+k- 
az2 ’ 

(1) 

aQ2, aQZ, aQ, as2, 
-++----i-v-+w-= 

a2Q, 
at ax aY a.2 

Z$+g$+k- 
az2 ’ 

aQZ, aQZ, ai-& aQx 
-+u-+v-+w- 

a2Q, 
at ax ay a.2 

=l$+g$+k- 
az2 ’ 

(2) 

(3) 
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(41 

(5) 

(6) 

$+(w V)s = k, $+ klVls ) (8) 

p=p0 +w, (9) 

where Sz,, 52,, Q, are x,y,z components of vorticity; YX, YY, Y, are x,y,z components of vector potential; as is 

a2 a2 
water contraction due to salinity; V 2 = - + - 

a2 a2 

ay2 az2' 

q =-+--’ a2 a2 

ax2 az2' 

q z-+-e 
ax2 az2 ' 

Boundary conditions for C2 components. 
Neglecting for simplicity wind stress we can obtain for the free surface 

For the bottom g >> dw are much less compared with du>>av 
JY a2 

z and can be neglected. The current 

velocity derivative with respect to z can be expressed through the quadratic drag law for the bottom stress 

For the side solid boundary the boundary conditions are proceeded from assumption of no normal flow and zero 
friction. In this case the tangent to solid side boundary vorticity component Q, is 

Q, = ~.~=,.vxu=-v.(~~u)=-~-~=o, (12) 
Z 

were I,m, are tangent and n is normal to the side boundary unit vectors, u, ,u, - m and II current velocity 
components in local co-ordinate system. For the vertical side boundaries m is usually used aligned with z. In this 
case instead of urn can be used U, 

The boundary condition for Q2, can be obtained in the similar way 
52, =o. 

Find derivative of normal vorticity component to the side with respect to n 

(13) 

$2, = ~(n.9)=$l.Vxu)=-V. -$-(0”) =--$($=)+-&&=o. ( 1 (14) 
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If 1 is aligned with x of main co-ordinate system then 

.z~~~~=,, Qy+gzo, 

For the liquid side boundary we can use following expressions 

d!2j 
- = 0 , were i=l, n,z. 

an 
The boundary conditions for vector potential components at solid side boundary are proceeded 

from the condition of vanishing normal flow. This condition can be full-filled if to except that at the solid 
boundary 

!J!/ = o,w, = 0. (16) 

were Yl ,W2 - tangent to the solid side boundary components of the vector potential. 
The boundary condition for the normal vector potential component can be used in 

a% aw, -=o. Y* =O,Yy =o,;iz=o. 
an (17) 

The boundary conditions has the most simple form in the case when the boundary is 
perpendicular to any main system co-ordinate vector. In another case vector potential components of local 
system of co-ordinate can be expressed through that components of main system. As for the side boundary 
m = z then 

Yv, =Yz. (18) 

The boundary conditions for this salinity are given by 

s(O,x,y)=sg ;(at the free surface), (19) 

$ = 0; (bottom), (20) 

s=s(x,y,s) (at the open sea boundary and at the free surface); (21) 

g = 0; (coastal boundaries). (22) 

The initial salinity is taken 6 pm1 for almost all area except some small bottom volume located near open 
boundary area with high salinity. For this volume initial salinity is 16 pml. The volume size is 20 km in 
horizontal and 10 m in vertical directions the salinity. 

The vertical diffusivity coefficients are taken as kr= 1 O-’ m2se1, kj = 10 M’s-‘. 
Equations of the model (l)-(9) are integrated numerically with finite difference method . 
The advection terms in equations replaced with Leth’s method and the diffusion operator by the central 

finite difference expression. and are calculated with explicit method. Elliptic equations for vector potential 
components are solved with Gauss-Seidel iterations method. To increase a rate of convergence the first step of 
iterations is obtained with Tom’s algorithm in z direction. Currents velocity components are calculated with 
central finite difference expression. 

A model area was covered by the grid of size 41x81 in lateral and 30 points in vertical directions. 
Horizontal steps are 5 km. In the vertical direction upward from the bottom fist ten steps are of 2 m. In the 
upper layer it is equal to (H&)/l 9, where H, hb - total depth and near bottom layer thickness respectively. 

Numerical experiments were performed to study the model applicability for simulation of dense water lens 
motion near an inclined bottom. The initial dense water vellum had in plan the square form with 20000 m of side 
size. In centre its height was 12 m from the bottom which decreased to 8 m at the sides. The initial conditions for 
these experiments were a zero vorticity. The dense water salinity was held constant at 16 psu. The surrounding 

544 

.-I.I-- --._.. . ..-.._._... _ 



water salinity was 6 psu. The water density was accepted to be coursed by salinity only. The bottom inclination 
was 0.2.1 Oe3 in x-direction. 

Calculations were continued for a period of 20 Rossby periods ( Tx=l/j> simulating time variations of the 
three-dimensional fields of vorticity, vector potential, currents velocity components, and salinity. To study the 
structure of the lens motion in addition to that the mean for the lens as a coherent body displacement velocity 
and local velocity relative to the lens mean velocity were calculated. The first was obtained by averaging of 
previously calculated numerical horizontal velocity components over the lens area. The second one was 
performed as a subtraction of the mean lens velocity from the numerical vellums for grid points located in the 
lens. The results illustrated in fig.la and fig.lb show that during the time of ~TR lens mean x and y velocity 
components (z+ and v,. respectively) perform decreasing periodic oscillations. After ones become equal to 5 and 
20 cm s-’ respectively. It means that after establishment the lens moves across bottom inclination mostly. The 
obtained y (along slop) component is close to the Nof velocity for used bottom inclination and density difference 
[6]. During period of establishment in time from 2 to 3 TR ur has negative value. It means that in that period the 
lens moves in up-slope direction. Relative y velocity components obtained have clockwise rotation mostly and 
reach rather large values close to 45 cm s . That is connected with vorticity generating during the lens radial 
spreading. 
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Fig. I. Time variation of averaged lens horizontal flow components1 (a) and relative velocity in TR two meters 
above the bottom (b) 

Resulting currents velocity in vicinity of the lens are the sum of presented above components. That’s why 
its velocity varies over the lens along they axis from down-slop to along-slop directions (fig.2) 

In spite of that the resulting the lens translation coincides with the lens mean velocity. Obviously such 
translation in the lens depends on the lens thickness. As a result it causes the lens form transformation which is 
characterised by increasing of the lens thickness front part compared with its left one(fig.3). 
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Fig.3. Salinity distributions (psu) along y-z section with Nx=25 in ~=TR (a) and in t= 10 T, (b) 
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Abstract 

During the Semaphore experiment, hydrological data, currentmeter recordings and float 
trajectories were collected over a g-month period (june-november 1993), in a 500*500 Icm2 do- 
main south of the Azores. This data exhibits three intrathermocline eddies of Mediterranean 
water (meddies). We quantify their hydrological and dynamical properties on isopycnic sur- 
faces. Intense temperature and salinity anomalies (up to 4’C and 1 psu), vertically ranging 
over 1000 m and centered around 1000 dbar, are associated to these meddies. Horizontally, 
these anomalies spread out to radii of 50 to 60 km, though the maximum azimuthal velocities 
lay at around 35 km. These meddies followed bent trajectories, with drift velocities up to 10 
cm/s, under the influence of the neighboring mesoscale features (companion cyclones or jet 
meanders). One of them was coupled to a subsurface anticyclone, forming an aligned vor- 
tex. It later interacted with the Azores front, creating a large-amplitude northward meander 
by vertical alignment of vorticity. South-east of the front, another meddy was horizontally 
sandwiched between an Azores front meander and a cyclone of large vertical extent. This 
cyclone later interacted with a stronger cyclone and underwent a partial merger. To explain - 
the meddy interactions with the Azores jet, we use a simple quasi-geostrophic model in which 
analyses can be performed with a finer time-sampling. 

1. Introduction 

During the “Semaphore” experiment, which has been carried out over a 6-month period in an 
area located between the Azores and Madeira islands (Fig.1)) 3 large meddies have been detected 
and studied . 
The Azores-Madeira region possesses particularly rich mesoscale dynamics and specific hydro- 
logical conditions. It is characterized by the presence of the Azores Current (AC)[1,2] and of the 
Mediterranean water tongue (between 800 and 1300m), which spreads westward from its origin 
at the Strait of Gibraltar and strongly alters at large scales the vertical hydrological structure 
of the Northeast Atlantic Basin. 
The semaphore experiment permitted to follow for a 6 month-period the trajectories of these 
meddies. A strong evolution of the frontal structure of the AC has been observed, which seems 
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to be directly related to the proximity of the meddies with the AC. 

2. Observations 

The intensive in-situ measurements focused on the study of the mesoscale circulation [3]. The 
experiment consisted in 3 hydrographic surveys, which consecutively sampled the domain with 
XBT and CTD stations. Leg 1 was carried out in july, leg 2 in August-September and leg 3 in 
October-november 93. A coherent XBT/CTD dataset was generated for each leg and optimally 
estimated maps of temperature (T), salinity (S) and geostrophic velocities were then obtained 
by an objective analysis (OA). The in-situ data also included Eulerian and Lagrangian current 
measurements. In particular, 47 Surdrifts, surface drifting buoys, drogued at 150 dbar to follow 
the subsurface geostrophic circulation, were regularly deployed during the 3 legs. Absolute 
velocity maps at 150 dbar were then computed by OA of the drifters velocities, which permitted 
to complement the hydrographic dynamic description of the meddies [4]. 

Sana,phon Exm&ment Area 
40-N 

35-N 

30-N 

25-N 
3 25;W 2o;w 15’W 10-w 5-w 

Fig.1: The Semaphore experimental area (square box), located in the Azores-Canary basin. The 4 

current meter moorings are represented by gray circles, the three acoustic sources by black stars. 

3. Meddy positions and hydrological structures 

The analyzed T fields at 200 and 1000 dbar (Fig.2) present a synthetic view of the initial and 
following positions of the meddies observed in the Semaphore domain [5]. 
We first observe the thermohaline signature of the AC and its evolution during the consecutive 
3 legs (Fig.2a,c,e). The 1st meddy, a very big structure called Hyperion, was observed west of 
the domain during leg1 (Fig2.b). A smaller meddy, called Ceres, was also found during legl, 
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Fig.2: Horizontal maps of temperature at 200 and 1000 m detpth estimated by OA. Phase 1, Hyperion 

(Ml) is located outside of the Semaphore area, Ceres (M2) is on the northern boundary (see Fig.3 for 

localisation of Ml-M3, El-EJ). A warm feature (El) is overlying Ceres. Phase 2, Ceres (M2) is on the 

northwestern corner and Encelade (MS) enters the domain from the eastern boundary. The warm eddy 

(El), which is found again above Ceres, has propagated at the same speed and in the same direction as 
Ceres. A cold and fresh anomaly (EJ) is j ound south of Encelade. The thermohaline signature of this 

feature extends deeply vertically. Phase 3, Ceres (M2) is on the western boundary and Encelade (MJ) in 
the southeastern part of the domain. El and EJ are again found above Ceres and south of Encelade 

respectively. 
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north of the average zonal axis of the AF, Near the sea surface at 200 dbar, located just above 
meddy Ceres, we observe a coherent warm and salty signal (Fig.2d). Ceres was relocated during 
leg2 in the northwestern corner of the experimental domain, as well as the subsurface warm 
anomaly at 200 dbar. 
The 1000 dbar T field of the 2nd hydrographic survey evidences another huge and energetic 
meddy east of the domain, which we called Encelade. As for meddy Ceres, we observe a warm 
and salty water anomaly above. Encelade. This surface structure is in fact formed by an anti- 
cyclonic meander of the AF. South of meddy Encelade, we notice a cold anomaly. This patch 
of cold and fresh water probably formed north of the front,as we will see later. During leg3, 
meddy Encelade was relocated (Fig.tZf). The observation of the frontal area between legs2 and 3 
reveals a strong meander and the AF completely encircled Encelade. The cold anomaly, already 
previously observed, has clearly intensified and now forms with the meddy a coherent dipole 
observable from the sea surface down to at least 1800 dbar (Fig.2e.f). Meddy Ceres is now 
detected on the western boundary of the domain, surprisingly exhibiting an abrupt turn to the 
south, after propagating westward between the first two legs; this change in direction was later 
confirmed by RAFOS float trajectories. 

4. Dynamical characterization 

We derived the geostrophic velocities from the hydrological density field (Fig.3). A reference 
level of no motion was chosen at 2000 dbar. We now concentrate on Ceres and Encelade due to 
their proximity with the AC and surface mesoscale structures. The presence of the warm and 
salty anomaly, associated with an anticyclone, above meddy Ceres results in a nearly barotropic 
signal extending from the surface down to 2000 m. At the depth of the meddy core, the max- 
imum anticyclonic velocity is 12 cm/s at a radius of 35 km from the central axis. For meddy 
Encelade, under the influence of its cold cyclonic companion, located south od it, and of the 
Azores anticyclonic meander located above it, the meddy is strained, sheared and elongated in 
an elliptical form. Maximum geostrophic velocities reached 25cm/s at roughly 40 km from the 
center. At the depth of the meddy-center, maximum azimuthal velocities of this cyclone were 
only 8 cm/s at 25 km from its central axis. The fluid column composed of the meddy with the 
anticyclonic meander and the neighbouring cyclone form a very intense dipole, whose dynami- 
cal signal extended from the surface down to very deep levels, at least 2000 m depth. In fact, 
a currentmeter mooring located in the southern part of the meddy, revealed that it extended 
well more deeply down to 4000 dbar, where significant velocities (v z 5 cm/s) were still recorded. 

5. Dynamical evolution of the meddies, associated eddies and 
interactions with the Azores jet 

5.1. Analysis of the meddy trajectories from observations 

Figure 3 shows the geostrophic velocity fields at 200 and 900-950 dbar for the 3 legs of the ex- 
periment. We first observe that the jet meanders amplify with time, sometimes as a consequence 
of their interaction with the neighbouring meddies. Meddy Ceres, originally located 2 degrees 
north of the Azores jet axis, drifts westward at 2.5 km/day until leg 2. It is then found in the 
northwestern corner of the experimental domain. In fact meddy Ceres certainly moves 
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Fig.3: Horizontal maps of dynamic height anomaly at 200 m and and at the depth of maximum 
anomaly in the meddies, for each phase. These maps were computed by OA with a 2000 m reference 
level. The negative and positive anomalies are plotted in dotted lines and solid lines respectively. An 

error field larger than 20% is displayed in mixed lines. Superposed is the vector field of horizontal 
geostrophic velocities computed with the same reference level. Vector lengths are proportional to the 

velocity magnitude, 
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by self-propagation, either induced by the beta-effect or by the meridional slope of isopycnals 
associated with the zonal baroclinic front [6,7]. 
During leg2, meddy Ceres comes close enough to the northward jet meander to interact with 
it. This anticyclonic meander is accompanied by cyclonic vorticity in the trough on its eastern 
flank. The effect of both positive and negative vorticity poles is to draw the meddy southward 
[8]. The full interaction is observed during leg 3, when Ceres aligns vertically under the mean- 
der, and thus undergoes a southward translation, at an average velocity of 6.5 km/day. Such, 
a change in the velocity magnitude and direction, can be explained for by the merger of the 
anticyclone overlying the meddy with the AC meander. Rafos floats seeded in meddy Ceres at 
1000 dbar confirm this geostrophic estimate [9]. 
Meddy Encelade enters the experimental domain through its eastern boundary during leg 2. It is 
already crossing the AC axis at this time and is inducing a northward meander on the jet. From 
leg 2 till leg 3, Encelade propagates southwestward at a velocity of about 2.7 km/day. Again, 
this motion can be attributed to self-propagation mechanisms and to the dipolar coupling with 
its cyclonic companion. 
Subsurface velocity maps at 150 dbar, obtained from an OA of the Surdrift trajectories every 
15 days from the beginning of October to mid-December (Fig.4) allow us to infer the further 
evolution of the meddies from the sea surface signature of their overlying anticyclonic structures. 
Ceres slowly drifts southward with a progressive shrinking of the surface meander till november, 
confirmed by the Rafos float. Meddy Encelade has a richer behavior: it propagates westward 
with its cyclonic companion at a velocity of 1.8 cm/s; then the dipole axis rotates anticycloni- 
tally, indicating that the strength of the meddy dominates that of the cyclone, in agreement 
with their respective potential vorticity. This cyclonic companion is observed during more than 
a month, and finally disappears around the end of november. This disappearance can be at- 
tributed to a partial merger and straining out, first with another cyclone located south of the 
domain at that time, and second another part of the cyclone then merged with the southward 
meander of the Azores front. 

5.2. Idealized modeling of surface jet - deep vortex interaction 

In order to to qualitatively support our interpretation of meddy-jet interaction, we present a few 
results from numerical experiments with a p - plane QG model. The model was set up on the 
stratification of the Azores region, with 3 layers of respective thickness 800, 800 and 3400m, flat 
bottom and rigid lid, deformation radii of 32 and 15 km, periodic zonal boundary conditions. The 
model was initialized in the upper layer with a zonal jet of Gaussian meridional velocity 
profile (with a 50 km width). The velocity on the jet axis is 25cm.s-‘. In the middle layer, the 
meddy is idealized as a Gaussian vortex in streamfunction. Its max. velocity is 20cm.s-’ 
at a radius of 35 km. The bottom layer starts from rest. We use an initial distance of 25 km 
between the meddy and the jet. 
Time-series of PV maps in the first 2 layers (fig.5) are presented here for a 2-month experiment. 
The meddy has a clear surface expression from the beginning. It advects the jet northward on 
its western side, and southward on its eastern side. In turn, the meddy is sheared and elongated 
in the NW-SE direction. Then, two effects contribute to the asymmetry of the cyclonic and 
anticyclonic meanders: the meddy drifts southward on the /?-plane, and it is also advected 
southward by both cyclonic and anticyclonic meanders. Then southward deformations of the jet 
prevail. Two weeks after the beginning of the experiment, the vertical phase shift between the 
meddy and the upper layer positive vorticity anomaly results in a baroclinic dip&, which 
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Fig.4: Time-series of velocity maps at 150 m estimated every two weeks by multivariate objective 

analysis from the surface drifter trajectories. Velocities are larger than 15 cm.s-’ in the light grey boxes 

and larger than 30 cm.s-’ an the dark grey ones. Dark circles materialize the successive positions of the 

anticyclonic eddy overlying meddy Encelade. White circles represent the cyclonic cold companion of 
meddy Encelade. 
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Fig.5: Time-series of potential vorticity in the upper, middle layers of the P-plane quasi-geostrophic 
model for the pivot experiment. Time intervals are 7 days (‘ames from left to right and from top to 

bottom). 
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propagates southward (the negative pole lies west of the positive one). During the following 3 
weeks, the meddy is sheared by the neighboring psotive PV poles, and filamentation ensues; the 
cyclone detache via meander occlusion. Then the dipole travels eastward south of the jet. Under 
the effect of this interaction mechanism, the meander formation was much more energetic than 
that resulting from pure baroclinic instability, and the meddy propagation faster than that due 
to beta-effect solely. 

6. Discussion 

The interaction of the meddies with the AC constitute one of the main features of this cam- 
paign. Our study has focused on the horizontal and vertical coupling between differents eddy 
structures. Firstly, meddies Ceres and Encelade were coupled to anticyclonic surface features 
(eddy and meander), yielding an indirect surface signature in T, S and potential density. Meddy 
Encelade was also coupled to a strong, nearly barotropic (strongly surface-intensified) cold cy- 
clone, and propagated as a dipole. 
Even though our numerical model was quite idealized it well reproduced the essential features 
of meddy-jet interaction observed during the Semaphore experiment: - rapid induction of a 
large meander by the approaching meddy, - cyclone formation, - meddy deformation - and fast 
propagation. This numerical experiment was only a short application of F. Vandermeirsch’s 
on-going work [10,11,12] on eddy-jet interaction. Further work is now needed to determine if 
this dipolar coupling can help identify undoubtedly the crossing of a meddy. We hope this 
will provide operational criteria for meddy detection, and help forecast their evolution from sea 
surface measurements. 
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The distribution and variability of sea surface temperature (SST) fronts, over the continental shelf along the east 
coast of North America from Cape Hatteras to Nova Scotia, are studied using a 12 year time series (1985-1996) of 
Advanced Very High Resolution Radiometer (AVHRR) images. After the masking of cloud contaminated pixels, 
an edge detection algorithm identifies surface temperature fronts in each image. Statistical analysis of the detected 
fronts indicates that south of Cape Cod during spring-autumn, fronts are rarely observed over the continental shelf. 
In winter, however, fronts are common over the inner and middle shelf from Cape Hatteras to the Bay of Fundy. 
The occurrence of these fronts peaks during January-March. They are characterized by cold SST on their inshore 
(shallow) side and are found in progressively deeper water through the winter. They appear to result from the 
influence of surface cooling on shallow nearshore waters. XBT sections across the shelf during winter show that in 
the Mid-Atlantic Bight, the water column inshore of a mid-shelf temperature front can be vertically stratified with 
cold, fresh water overlying warm, salty water. This suggests the potential importance of riverine discharge on the 
formation of winter SST fronts. 

Introduction 

Fronts in the ocean are relatively narrow zones of enhanced horizontal gradients of physical, chemical and/or 
biological properties. Surface thermal fronts are ubiquitous in the ocean with spatial scales ranging from 0( 1) to 
0( 1000) km [ 11. Frontal zones can be dynamically very active and may be locations in which the transfer of energy 
from large scales to small scales is most intense. Internal wave generation and breaking, water mass interleaving, 
and wind driven transient upwelling are examples of processes occurring at fronts that contribute to vertical ex- 
change of water properties. As a result of vertical ,fluxes of essential nutrients, high biological productivity often 
occurs in frontal zones [2,3]. Coastal fronts in particular have also been shown to control the mixing of nearshore 
and offshore waters [4]. 

Identification of fronts from satellite imagery can provide a large scale perspective that can complement in situ 
observational studies. The spatial (- 1 km) and temporal (2 2 images/day) resolution of sea surface temperature 
(SST) fields from the National Oceanic and Atmospheric Administration’s (NOAA) polar orbiting satellites makes 
these data well suited to the identification of thermal fronts. The development of an automated edge detection algo- 
rithm [S] has provided the ability to objectively locate SST fronts in Advanced Very High Resolution Radiometer 
(AVHRR) images. 

We have applied the edge detection algorithm to all available SST images of the shelf and slope from Cape 
Hatteras to Nova Scotia (Figure 1) during the period 1985 through 1996. A detailed description of the seasonal 
cycle in the occurrence and strength of fronts in this region is given by Ullman and Comillon [6]. The present paper 
focuses on a description of the SST fronts observed in winter, when front occurrence peaks on the continental shelf. 
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Figure 1: (a) Hatteras to Nova Scotia remap zone showing the 50,200, and 2000 m isobaths. The black circles are 
the locations of XBT stations from February 20-21,1985. (b) Coastal subregions (2-5,7,8) used in the analysis of 
front statistics. 

Methods 

SST fields for the coastal region extending from Cape Hatteras to Nova Scotia (Figure la) for 1985 through 
1996 were derived from AVHRR measurements made from NOAA polar orbiting satellites. The radiometers 
carried aboard the satellites NOAA-9, NOAA-l l,.and NOAA-14 measure radiance in five spectral bands rang- 
ing in wavelength from 0.55pm to 12.5pm. SST is calculated from the infrared channels 4 (10.3-l 1.3pm) and 
5 (11.5-12.5pm) using the algorithm developed under the National Oceanic and Atmospheric Administration 
(NOAA)/National Aeronautics and Space Administration (NASA) Pathfinder program [7]. Each satellite pass, 
with a spatial resolution of 1.1 km at nadir, was manually navigated to an accuracy of approximately one pixel. 
A total of 13,191 passes covering at least part of the region were available over the 12 year period. These were 
remapped to an equirectangular projection with a pixel size of 1.2 kilometers at the image center. 

Cloud contaminated pixels in each SST image were identified and masked using a declouding algorithm de- 
veloped at the University of Rhode Island. A brief description of the method can be found in [6]. The declouded 
images were then analyzed for the presence of fronts using the multi-image edge detection algorithm developed 
by Cayula and Comillon [5]. An analysis of the properties of the fronts found by this algorithm was carried out by 
Ullman and Comillon [6]. 

The number of fronts detected in an SST image depends in part on the amount of the image that is not cloud 
covered. For this reason, in the presentation of our results, we attempt to correct for variations in cloud cover by 
computing the probability of detecting a front. This is performed on both a pixel by pixel basis and averaged over 
an entire region (see figure lb for the regions). The probability of detecting a front at a particular pixel is calculated 
by dividing the number of times the pixel was an edge pixel by the number of times it was clear. Similarly for the 
probability of detecting a front averaged over a region, we divide the number of frontal pixels within the region by 
the number of clear pixels. 

SST fronts in satellite imagery can be character&d by the temperature gradient across the front. In particular, 
the direction of the gradient vector can provide information as to the formation mechanism of the front. In this 
study, we classify fronts based on the direction of the temperature gradient at the front relative to the direction of 
the bathymetric gradient. We refer to fronts across which a temperature increase (decrease) is associated with a 
decrease in water depth as warm (cold) fronts. Note that these definitions are based only on the SST at the front 
and are not based on the subsurface frontal structure as is the case with previous classification schemes (e.g. [8]). 

. 
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Figure 2: Seasonal cycle in mean monthly front probability for each of the regions shown in Figure 1 b. The solid 
line represents cold front probability and the dashed line warm front probability. Mean monthly probabilities were 
computed for each month by summing the number of warm or cold frontal pixels within a region over 1985-96 and 
normalizing by the number of clear pixels within the region over the same time period. 

Results 

The mean seasonal cycle in front detection probability for each of the coastal regions labeled in Figure lb is 
presented in Figure 2 as time series of mean monthly probability. Mean monthly probability refers to the probability 
computed by summing frontal pixels and clear pixels for a particular month from a region over the entire 12 years 
of data. We compute separate probabilities for warm and cold frontal pixels. All of the regions experience peak 
cold front probability in winter (January-February), with maximum probability of l-2%. In early spring, cold front 
probabilities decrease, and in the three southern regions (2-4) remain low through summer. In the northern regions 
(5, 7, 8) cold front probabilities exhibit a secondary peak in late summer (August-September) before decreasing 
in autumn. Warm front probabilities are generally lower than cold front probabilities and exhibit less seasonal 
variability especially in the southern coastal regions. 

Figure 3 depicts the pixel-by-pixel probability of detecting a front (warm or cold front) for the winter period 
averaged over 1985-1996. During this period, fronts occur in bands aligned predominantly with the bathymetry. 
We observe highest probabilities (M 10%) in a narrow band along the 50 m isobath in the Gulf of Maine and 
along Cape Cod. In the Mid-Atlantic Bight probabilities are lower (e 5%), but again fronts seem to be associated 
with the 50 m isobath. In the southern Mid-Atlantic Bight, the 50 m isobath frontal band appears to merge with 
the shelfbreak front, here observed as a moderately high probability band along the 200 m isobath. There is also 
evidence, in the Mid-Atlantic Bight, of a second, weaker frontal band inshore of the 50 m isobath. Figure 2 
suggests, and examination of individual images confirms, that most of these winter shelf fronts have colder water 
on their inshore sides. 

To investigate further the nature of winter cold fronts, we study next the occurrence of these fronts as a function 
of water depth. All pixels within a region were separated into bins based on the water depth at that pixel. Within 
each bin, we computed the front detection probability (cold fronts only) for each month over the entire 12 years. 
Figure 4 presents the results of this computation for regions 4 (Mid-Atlantic Bight) and 7 (Gulf of Maine coast) 
for December-March. In both regions, a clear shift into deeper water is observed in the probability distributions. 
In region 4, water depths of approximately 50 m are a preferred location for cold SST fronts throughout the winter. 
Early in winter (December), fronts are commonly detected in shallower water while late in winter (March) more 
fronts occur in deeper water. In February, in addition to the peak at 50 m, high probability also occurs at depths of 
90-95 m. In region 7, maximum probability occurs at slightly deeper depths than in region 4. From January-March 
this depth is approximately 70 m. As in region 4, the probability histograms are skewed toward shallow water in 
December and toward deeper water in late winter (February-March). 
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Figure 3: Front detection probability for winter (January-March) averaged over 1985-1996. The probability 
(expressed in percent) is the ratio of the number of times a pixel was a frontal pixel to the number of times the 
pixel was clear. For clarity, probabilities < 3% are not shown. The dashed lines are the 50 m and 200 m isobaths. 
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Figure 4: Cold front detection probability as a function of water depth for December-March in regions 4 and 7. 
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Figure 5: Temperature (“C) versus depth and distance from XBT drops at stations shown in Figure 1 on February 
20-21, 1985. Distances are relative to the first station. The positions of the XBT drops are indicated by the black 
circles. 

Discussion 

The winter SST fronts over the shelf, with cold water on their inshore sides, are likely caused by strong cooling 
at the surface. This process has been described for the shelf/slope region around the Bahama Banks by Garwood 
et al [9]. Their model predicts the formation of an SST front at the shelfbreak, due to surface cooling, when the 
depth of wind mixing is greater than the shelf depth. The fronts observed in our study occur over the middle shelf, 
with the zones of highest probability in regions 4 and 7 (= 50 m water depth in region 4 and M 50 - 100 m in 
region 7) approximately coincident with zones of rapid depth change [6]. 

Examination of XBT sections that cross the Mid-Atlantic Bight shelf in winter (extracted from the National 
Oceanographic Data Center’s World Ocean Database) shows that the shelf can be vertically well-mixed at certain 
times. At these times, an SST front is often observed over the middle shelf, in agreement with our satellite 
observations. On other occasions, however, the inner shelf is not well-mixed, as Figure 5 illustrates (see Figure 1 
for the location of the XBT stations). In this figure, we see that the outer shelf is well mixed with a distinct 
shelfbreak front separating shelf water from warm slope water. The inner shelf is vertically stratified, with cold 
water overlying warm water and a temperature front located at a water depth of approximately 50 m. The apparent 
instability implied by the presence of cold water over warm water can only occur if the cold water is also less saline, 
with salinity making the dominant contribution to density. The source of the low salinity water is presumably the 
Hudson River discharge into the apex of the Mid-Atlantic Bight. 

The presence of a surface trapped plume of fresher water over the inner shelf implies a shallower surface mixed 
layer there than over the outer shelf where temperature is vertically uniform. Because of the shallower mixed layer, 
the results of Garwood et aZ [9] can be extended to suggest that the imposition of surface cooling should result in 
more rapid cooling of the plume relative to the shelf waters offshore. The result would be a strong temperature 
contrast between the plume and the adjacent shelf water. The fact that the cooling process weakens the stability 
of the water column suggests, however, that this can not continue indefinitely. Eventually sufficient cooling will 
cause overturning or at least allow wind mixing to destroy the vertical stratification. 

Summary 

Over the continental shelf off the east coast of North America, SST fronts are most common in winter. These 
fronts are predominantly cold fronts with cold water found on the shallow water side (inshore) of the front. They 
are not uniformly distributed over the shelf, but rather occur preferentially in alongshore bands parallel to the local 
bathymetry. In the Mid-Atlantic Bight (region 4) fronts are highly probable in water depths of approximately 50 m 
throughout the winter. Early in winter they also occur in shallower water, while late in winter, deeper depths appear 
to be favored. Along the Maine coast (region 7), fronts behave similarly, although the depth at which peak front 
detection probability occurs is somewhat greater (w 70 m). Preliminary analysis of historical XBT data in the 
Mid-Atlantic Bight shows that the shelf in winter is not always vertically well mixed. At such times, the presence 
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of a lens of cold water trapped near shore suggests that density is controlled by salinity. Thus some of the SST 
fronts we observe may actually be salinity fronts resulting from river discharge. Why these tend to occur most 
often at depths of about 50 m is a question that needs to be addressed. 
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Abstract. Natural conditions of iceberg drift - stratification parameters ( Ap = l-3 kg/m3 ) at the depth of 20- 
100 m), iceberg dimensions (the draught of 40-250 m) and drift velocities (0.1 - 0.5 m/s) - provide physical 
conditions for intensive internal wave (II+‘) generation [ 1). Results of theoretical and experimental modeling of 
internal disturbances induced by an iceberg drifting in a stratified finite-depth fluid are presented. 

1. Problem statement 

A solution for amplitude-phase internal wave parameters in case of a solid body motion in the 
neighbourhood of an interface between liquids of different densities p I and p 2 ( p I < p 2) was obtained. 

The solid body influence was modeled by two coupled pressure pulses positioned both at the free 
surface and the interface. where vortex disturbances are supposed to be concentrated. The homogeneous water 
layers Rt and CQ wereconsidered to be vortexfree. A linear three-dimensional problem was solved. The zero 
of the OXYZ co-ordinates is at the undisturbed interface, the OZ axis is directed upwards: 

’ = 
PI for 0, =fx,y,Z):(XI<oo,lyl<oo,O<zIho; 
132 for R2 = (x,y, z): 1x1 < w,lyI < w,--03 < z I 0. 

(1) 

Potentials of induced velocities ‘p1,2 (x, y, z, t, p) in the upper and the lower layers should satisfy: 

(i) the Laplace equation 

4~~ =O,(x,y,z) E.Q,; Aq2 =O,fx,y,z) EL’~ (2) > 

(ii) the boundary conditions 

%pl =0 for z=hO, (3) 

%=* for z=O 
az az 

> (4) 

plZi-(pl =p23’p2 for z=O, (5) 
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a2 a 
“=z+gz 

Vq,+O for rl= J x2+y2+z2 +a2 

‘p2 +O for z+---oo (6) 

(iii) the initial conditions 

t=O;z=O;cpl =q2 =F2(r)+Fl(r)e -kh, ‘%2~a(p,~o .---- ) at at 
t=O;z=h,;cp, =Fl(r)+F2(r)e -kh, . & - o 

’ at - * (7) 

The boundary conditions (ii) of the linear problem mean respectively constant pressure at the free 
surface (3) continuity of the vertical velocity component (4) and of the pressure at the interface (5) and the 
infinity conditions (6). The initial conditions (7) take into account sources of surface and internal waves - the 
initial pressure pulses F,(x,y) at the free surface z=ho and F2(x,y) at the interface z=O, as well as the absence of 
initial deformation at both boundaries. 

2 .Solution 

The unknown induced velocities potentials are tried in the form of the wave frequency spectrum: 

cpl = TCAlkie” + D(k)emk)Io (kr) cos(ot)dk, 
0 

(p2 = ~C(k)e’alo(kr)cos(ot)dk (8) 
0 

where cr is the surface and internal waves frequency, k is the wave number, lo (kr) is the Bessel function, and 

rl = d x2 +y2 . The potential functions (8) meet the boundary conditions (6). The values of the amplitude 

multipliers A,D, C are obtained from the boundary conditions (3)-(5). The boundary conditions system has a 
nontrivial solution for two dispersion relations: 

When solving the system (3)-(5) and taking into account (9) the induced velocities potentials for two 
homogeneous layers from two pressure pulses may be written as: 

1 a(plj 
01, =-- - for z=O, 

g at 

for z = ho , 
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0.. =Looi(ko) !I 
27v2 

Mu sin(kor - 6, t) , 

t 

where ko is a root of the equation $ (kor - 0 j t) = 0 

Wt) Udtcos8 = dr;ko -- 
dt 

Oj(ko)=O 

1-p 
m=-..-..-;T= l+P . 

l+P l+pth(kho) ’ 

Mlj = 
gk(l- sh(kho)) + +h(kho) 

c+h(kho) - gksh(kho) 
,442, = AMJl-;K/); 

1-P 

Mj = 
gk(l-sh(kho))+c+h(kho) 

;K, = 
gkch(kho) +c+h(kho) 

gk +h(kho) -gksh(kh,) . 

Study of the internal wave parameters obtained for the vertical interface showed that critical phase 
velocities of internal modes are smaller than for the potential theory. And an almost plane induced wave system 
past a body moving with relatively small velocities, typical of iceberg drift, is observed. 

I - \ 

l+ 
2kh, 

pkho- 
sh(2kho) - ch2 (kho)(l + pth(kho) 

1 ; Cph = ,/fmTth(kh,); 

The constant phase lines calculated for some natural values of ho, b and U showed that the 

propagation angle of induced internal waves is in the range z I l3 I t. 

3. Experimental study 

Numerical results were compared with experimental data obtained in a thermally stratified tank with 
overall dimensions L x B x H=18 x 4 x 2 m3. The horizontally homogeneous stratification was created in fresh 
water providing a scale model (KL= 1: 100) of the seasonal ocean thermocline ( Ap = 2 kg/m3). 

The vertical cylinder of diameter D = 0.4 m had different draughts T close to the thermocline’s depth 
of h ’ = 0.6 m. Towing velocities U were in the range of limiting phase velocities of the first and the second 
internal wave modes (KU =KL In). 

Indications of the vertical chain of sensors allow one to determine temperature oscillations related to 
different internal wave modes. A spatial pattern of internal wave fronts was reconstructed using indications of 
horizontally arranged sensors. A phase picture for the working range of the body’s velocities was almost plane 
with divergence angles 60” < l3 < 90”. The amplitude decrease observed was fabout 30% at a distance of 30. 
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Fig. 1. Stationary internal wave pattern for T/h’= 1 : a - CJICI=I, b - U/CI=2 . 
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Fig. 2. Stationary internal wave pattern for T/;h’= 1.44: a - U/CI=I, b - U/Cr=lS . 

Induced ZW amplitude investigations showed that the most intensive first-mode IW is observed in 
the Froude number range Fr = 0.06 (taking into account the density difference, the “internal” Froude 

number Fi = U/(N,,,,, T) = 0.67 (here, N,, = -K* 
( 1 

I/2 

p dz 
is the maximum natural frequency for the 

density profile p(z), T is the body’s draught). 
Numerical calculations [2] for the velocity range when only ZW are generated showed that the 

wave-drag coefficient is less in case the body crosses the interface T/h, > 1. And experiments confirm this 
result. Behaviour of the normalised IW amplitudes (Fig. 3.) is similar to the drag coefficient dependence 
versus T/h,: the maximum thermocline disturbance occurs for T/h, z 1 and decreases for T/h, > 1. The 
Froude numbers for A,,, depend, other conditions being equal, on T/h,. 
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the maximum thermocline disturbance occurs for 77 ho = 1 and decreases for T/ho > 1. The Froude numbers 
for A,, depend, other conditions being equal, on T/ho. 

For relatively low body velocities U - Cz’ (where C,’ is the limiting linear phase velocity of the 
second-mode ZW) the waves amplitude is almost independent of the body’s draught. For U - Cl’ the 
thermocline disturbance is greater in case T/ho > 1 (e.g. for U - Cl’ = 0.8, twice relatively to T/ho < 1). For 
the velocities U ,A ’ C,’ the function A(U) also depends on T/ho. In case T/ho < 1, the waves amplitude 
increases versus growing velocities and has weak velocity dependence for T/ho > 1, 

9 / 

/ 1 “i 0 3 0.8 
@ 4 1.0 

I 

1.0 T/ho 1 5 

Fig.3. Induced internal waves amplitude vs. cylinder’s draught. 

This work was supported by the RFBR (grants no. 96-05-64457,96-05-64476) and INTAS (grant 
no. 94-4057). 

References 

[l] V. V. Vasilieva, L. G. Pisarevskaya, 0. D. Shishkina, 1995, Generation of internal waves by a drifting 
iceberg. Isvestiya Akademii Nauk, Atmospheric and Oceanic Physics, 3 l(6) , 842-85 1. 
[2] V. Bertram, V. V. Vasilieva, V. G. Korostelev, L. G. Pisarevskaya, 0. D. Shishkina, 1998, A study of 
internal waves field generated by an iceberg in a pycnocline. Isvestiya Akademii Nauk, Atmospheric and 
Oceanic Physics (in press). 

567 



Oceanic Fronts and Related Phenomena (Konstantin Fedorov Memorial Symposium), Pushkin, 1998 

CYCLONIC AND ANTICYCLONIC VORTICES IN THE EASTERN INDIAN 

OCEAN DURING THE SUMMER MONSOON 

P. N. Vinayachandran’ and Toshio Yamagatal” 

‘Institute for Global Change Research, Frontier Research System for Global Change, Seavans-N, 7F, 

Shibaura l-2- 1, Tokyo 1056791, Japan. (e-mail: vinay@frontier.esto.or.jp) 

‘Department of Earth and Planetary Physics, Graduate School of Science, University of Tokyo, 

Tokyo 103-0033, Japan. (e-mail: yamagata@geoph.s.u-tokyo.ac.jp) 

Abstract 

The monsoon circulation in the eastern Indian Ocean is studied using an ocean general circulation model 

and TOPEX/POSEIDON data. The upper layer circulation in the southern Bay of Bengal consists of a 

cyclonic gyre east of Sri Lanka (Sri Lanka Dome), a large anticyclonic vortex south of Sri Lanka (Sri Lanka 

Anticyclone), an anticyclonic eddy east of Sri Lanka and a cyclonic meander near the coast of Sumatra. The 

model results are in good agreement with the sea surface height anomaly measurements from the altimeter 

on board the TOPEX/POSEIDON and climatological temperature data. The ocean circulation in this region 

is driven locally by monsoon winds as well as remotely by Rossby waves associated with the reflection of 

the spring Wyrtki jet from the eastern boundary of the Indian ocean. The Sri Lanka Dome is forced by the 

strong cyclonic wind stress curl east of Sri Lanka. The anticyclonic vortices form due to the interaction of 

the wind driven eastward monsoon current with a Rossby wave radiated from the eastern boundary. 

1. Introduction 

The Bay of Bengal is a semi-enclosed tropical ocean basin influenced by seasonally reversing monsoon 

winds and large quantity of freshwater, the latter in the form of river discharge and rainfall. In addition, the 

Bay is influenced by remotely forced planetary waves from the equatorial Indian Ocean [l] triggered off by 

the spring and fall Wyrtki jets [2]. The upper layer circulation in the Bay of Bengal is characterized by a 

distinct seasonal cycle [3]. The circulation consists of an anticyclonic gyre with a poleward western 

boundary current during spring and a cyclonic gyre with an equatorward western boundary current during 

early winter. The summer monsoon circulation does not show any well-organized pattern. The western 
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boundary current is made up of two opposing flows, southward in the north and northward in the south [4]. 

South of Sri Lanka the Southwest Monsoon Current (SMC) flows eastward but east of Sri Lanka the SMC 

curves around Sri Lanka and flows into the Bay of Bengal [5]. The monsoon circulation south and east of 

Sri Lanka consists of several vortices. East of Sri Lanka there exists a cyclonic gyre termed as the Sri Lanka 

Dome (SLD) [6]. East of the SLD there is an anticyclonic eddy and south of Sri Lanka a large anticyclonic 

vortex is embedded in the SMC. In this article these vortices are discussed using an ocean circulation model 

and TOPEXPOSEIDON data. The model and data are briefly discussed in the next section. Section 3 

presents the results, and a discussion of the forcing mechanisms is given in the last section. 

2. The model and the TOPEX/POSEIDON data 

We use an ocean general circulation model based on the GFDL Modular Ocean Model version 2.28 [7]. 

Our model domain is the Indian Ocean (30°S-30”N; 30°E-100”E) with a uniform spatial resolution of 0.33” 

in both latitude and longitude. There are 25 vertical levels in the model of which 8 are in the upper 100m. 

The model has realistic coastline and topography derived from ETOPOS data set. Lateral eddy viscosity and 

diffusivity are 2x10’ cm* s-’ and 1x10’ cm’ s” respectively. The vertical mixing is parameterized using a 

Richardson number dependent scheme [8]. The model is started from the state of rest and Levitus 

temperature and salinity for the month of January and spun-up for a period of five years by climatological 

monthly mean winds [9]. After the spin-up the model is forced by Florida State University winds [lo] for 

the period 1990-96. Surface salinity is relaxed to monthly climatological value with a time scale of l/30 

days and surface heat flux is parameterized using a scheme that combines climatological heat flux with the 

sea surface temperature using a damping coefficient equivalent to l/30 days. 

The model results are corroborated with sea surface height anomalies derived from the altimeter 

measurements on board the TOPEX/POSEIDON. Sea level anomaly data, available at lo-day intervals 

with a spatial resolution of OS”XO.5” obtained from the CLS Space Oceanography Division (France) are 

used in this study. These anomalies are calculated from the mean values for the period from January 1993 

to January 1996 [l 11. 

3. Results 

Figure 1 shows the model currents at a depth of 35m (level 4 in the model). East of Sri Lanka the model 

results show a cyclonic gyre called the SLD. The SLD forms first during May and fully develops by July. 

This gyre is featured by intense upwelling and hence brings cool subsurface waters to the near-surface 

layers enhancing the productivity of the waters in the region. The decay of the SLD begins in September 

when the northward flow that marks the eastern edge of the SLD moves westward and the cold water 

associated with the moves northward. 

The most striking feature of the upper layer circulation in the southern Bay of Bengal is a large 

anticyclonic vortex (henceforth referred LO as Sri Lanka Anticyclone, SLA) located south of Sri Lanka. In 

the model results for 1995, the SLA forms during June southeast of Sri Lanka. It later intensifies and moves 

westward. It has a near-circular shaped during June, and this shape gets distorted and finally disappears as it 
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Figure 1. Upper panels: Model currents (cm&c) at a depth of 35m. Lower panels: Sea surface height 

anomalies from TOPEXlPOSEIDON. Negative anomalies are drawn in dashed contours. Positive 

anomalies greater than IOcm are shaded. 
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propagates westward beyond Sri Lanka. The SLA has a radius of about 500km and its center propagates 

westward at a speed of about 13 cm/set. 

East of the SLD, during June there is a fairly broad band of northeastward flow. This is identified 

here as the manifestation of the Rossby wave associated with the reflection of the Kelvin wave associated 

with the spring Wyrtki jet in the equatorial Indian Ocean. Near the eastern end of this band there is an 

anticyclonic eddy. As the season progresses this Rossby wave along with the anticyclonic eddy propagates 

westward. Due to the presence of the SLD the propagation slows down in the western part of the Bay. 

Lower panels of Figure 1 shows the sea surface height anomaly from TOPEX/POSEIDON. The 

large negative sea level anomaly east of Sri Lanka indicates the cyclonic circulation associated with the 

SLD. The large positive sea level anomaly located south of Sri Lanka indicates the anticyclonic circulation 

associated with the SLA. Direct current measurements by moored current meters along 80’E [12]also 

indicates the presence of an anticyclonic vortex. The climatological temperature data [ 131 shows the 

upsloping of isotherms above a depth of about 200m confirming the presence of the SLD. The sea level 

anomalies from T/P do show a high value east of SLD suggesting the presence of an anticyclonic eddy 

there. 

4. Discussion 

Studies in the past have identified that the summer monsoon circulation in the Bay of Bengal is forced by 

winds over the bay and the remote effects from the equatorial Indian Ocean [ 141. The latter is associated 

with Rossby wave radiation consequent to the reflection of the spring Wyrtki jet from the eastern boundary 

of the Indian Ocean. Figure 3 shows the wind stress and curl of the wind stress during June. The winds over 

the Bay of Bengal are southwesterly during the summer monsoon (May-September). East of Sri Lanka 

these winds have large cyclonic curl during May-September. This large cyclonic winds stress curl generates 

the thermal dome associated with a cyclonic gyre east of Sri Lanka [6]. The upward Ekman pumping 

induced by this cyclonic curl brings cooler subsurface water to the surface layer. The decay of the SLD 

coincides with the arrival of a warm Rossby wave (Figure 3). This Rossby wave originates from the eastern 

boundary and it is strengthened by the monsoon winds in the central part of the Bay of Bengal. 

The anticyclonic vortices do not appear to be directly driven by local winds. A possible 

mechanism that can generate the anticyclonic vortices is the interaction of the eastward SMC with the 

westward propagating Rossby waves [ 151. Greatbatch [ 151 noted that in the equatorial ocean a Rossby 

wave, when propagate against an eastward zonal current, can break into a series of vortices. The pattern 

seen here is remarkably similar to that simulated by Greatbatch. The slower phase speed in comparison to 

the theoretical value is in support of this argument. The three non-dimensional parameter that govern the 

shallow water equation on a P-plane (i.e., beta parameter, Rossby number and stratification parameter) 

estimated from the model results suggest that the anticyclonic eddy east of the SLD falls into a class of 

motion known as the intermediate geostrophic regime [16]. The large anticyclonic vortex, on the other 

hand, falls in the planetary geostrophic regime. Further studies are needed to understand the mechanism of 

generation of the anticyclonic vortices and their dynamics; future observational programs should verify 

their existence and three-dimensional evolution. 
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Abstmct. The pwpose of this communication is to present the results of experiments on the dynamics of sand 
ripples and the influence of this process on the behavior of large bottom particles (cobbles). This problem is 
closely related to the migration and burial/scouring of isolated cobbles and anti-tank mines on a sandy beach in 
an oscillatory flow such as occurs in coastal waters beyond the region of wave breaking. The oscillatory flow 
was created in a long tank using standing waves of large amplitudes. Model cobbles were placed on the sandy 
bed and their evolution, changes in the bottom topography and velocity field in water were studied The main 
findings include: (i) large-time changes of the bottom topography, which lead to the periodical burial of 
relatively large solid objects in intensive oscillatory flow and (ii) scouring of cobbles in relatively weak 
oscillatory flow. An explanation of the results is given. 

1. Introduction 

Cobbles are classified [l] as large particles with diameters D = 6.4 - 25.6 cm. Typical anti-tank mines have a 
similar size [2]. Under the action of external forcing cobbles can: (i) migrate along the shoreline, (ii) move or 
experience quasi-steady oscillations in the onshore/offshore direction, (iii) be buried in a movable sandy bed in 
intensive oscillatory flow or (iv) experience scour in relatively weak oscillatory flow. The along-shore migration 
occurs when a mean current exists and this process is hardly possible to reproduce correctly in relatively small- 
scale laboratory experiments. The mean motion and quasi-steady oscillations of cobbles in the onshore/offshore 
direction on solid impermeable bottom were studied in [3,4]. In the present study we reproduced the behavior of 
cobbles at movable sandy bed in a wave-induced flow. 

The main difference between a solid impermeable bottom and a sandy bed is that when the fluid velocity 
exceeds some critical value, ripples can be formed at initially flat sandy bed. Because of the complexity of the 
problem, the mechanism of ripple formation is understood only qualitatively [ 1,5,6]; the quantitative theory is not 
developed and only linear analysis was done recently [7,8] for small rolling-grain ripples. With time the height of 
the rolling-gram ripples increases and flow separation becomes possible. As, a result, vortex ripples with 
significant height may be formed. The theory for such ripples is not developed but different empirical and semi- 
empirical models are in broad use [1,9]. In contrast, the behavior of large bottom particles on a sandy bed in 
oscillatory flow remains practically unstudied and this topic forms the main purpose of the present study. 

2. Experimental installation and method 

At present at least two main experimental methods are in a broad use in studies related to the sediment 
transport in oscillatory flow. In the first method a platform loaded with sediment oscillates horizontally in a large 
tank filled with water. In the second method the oscillatory flow is generated in a closed water tunnel which has 
the shape of large vertical U-tube and sediment is placed in the horizontal section of the tunnel. Both methods 
have some advantages and some disadvantages. The platform in the fist method may oscillate with variable 
amplitude and velocity, but at relatively high rates of sediment transport, most of the sediment falls down horn the 
platform with time, making long duration experiments impossible. Besides, for large particles, such as cobbles, 
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the inertia forces may be significant in such geometry. In the second method the frequency of oscillations is 
usually fixed (or may be changed by two times) and the velocity is changed usually by changing the cross section 
of the working section of U-tube. The main disadvantage of such a device is that the working section must be 
closed. This makes problematic regular access to the sediment and cobbles and makes practically impossible the 
use of e. g., sonic probe, with the purpose of measuring the velocity at different points. 

Taking these into account, it was decided to 
use standing waves with variable amplitude to 
reproduce horizontal oscillatory motion in a large 
tank with water. The experimental installation 
used in the present study was similar to that used 
in [3]. To produce an oscillatory flow standing 
waves were induced in a large tank (Fig. 1). The 
tank (length L* = 366 cm, height 122 cm, width 
61 cm) was filled with water to a depth of h* = 
60-80 cm. A layer of sand (density ps = 2.6 
gmcm”, mean size d = 0.04 or 0.1 cm, depth 15 
cm) was placed at the bottom. A vertical paddle 
connected through a mechanical drive to precision 
motor, forces the waves. In shallow water, if the 
oscillation frequency is chosen as 

o = 27r/T = 27r(gh*)‘“/L*, 

-x 
t L’ b 

Figure 1. Schematic of the experimental system: 1 - tank, 2 - 
water, 3 - paddle, 4 - eccentric drive mechanism, 5 - layer of 
sand, 6 - cobble, 7 - ADV probe. 

where g is the gravity acceleration, one obtains the first 
standing wave mode with the wave length h = 2L*. If 
the amplitude, E, of the horizontal excursion of fluid 
near the center of the tank is small, E << L*, then the 
vertical velocity near the central part of the tank (x = 
L*/2 f E) is also small, while the horizontal velocity u 
is practically depth independent: 

u = u*sinmt, 

were U0 =EW and t is time. The velocity was measured 
using a three-component acoustic Doppler velocimeter 
(ADV) with a low noise level and small measurement 
volume (z 0.1 cm’) and data collection frequency 25 
Hz [lo]. Besides the velocities, the ADV probe can 
measure with good accuracy (~0.05 cm) the distance to 
the sound reflecting surface, and using this effect the 
vertical position of the cobble from fixed horizontal 
level was also measured periodically. The evolution of 
initially flat bottom and the behavior of the cobble 
were videotaped using a high resolution SVHS video 
camera. 

3. Results of observations 

3.1. Ripple formation 

When standing waves were initiated, initial rolling 
gram sediment transport was observed. As a result of 
the instability mentioned above, small (typical height h 
= 0.5 cm) three-dimensional ripples (typical horizontal 

Figure 2. Side view photographs showing: (a) initially 
flat sandy bottom, (b) large and (c) moderate quasi- 
steady ripples formed after approximately 1 hour in 
steady oscillatory flow: o = 2.13 s“ (b, c), d = O.O4cm, 
E = 28 cm, UO = 60 crns-’ (b), 0.1, 10, 21 (c). Scale is 
given in cm. 
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spacing L = 4-5 cm) were generated at the bed. With time the height of these 3D ripples increased and vortices 
were formed in the lee of the ripples. This leads to the’ increase of the suspended sediment transport and 
subsequent increase in the number of small 3D ripples, which start to merge together forming two-dimensional 
vortex ripples directed across the flow (Fig. 2). Initially, 2D ripples have a relatively small L and h, but with time, 
t, the size of ripples increases and after some adjustment period it reaches equilibrium quasi-steady value with 
typical b and L,,, which depend on U0 and d. Typical dependencies of L(t), as measured in four different 
experiments, are shown in non-dimensional form by symbols in Fig. 3. Here 

z = cko$~2 

and 2~ gives a characteristic time of the ripple 
formation, 

w = uo2kwPw - 1) 

is the mobility parameter, g is the gravity 
acceleration, pw is the water density and c = 2500 is 
the empirical constant. The parameterization 

0.4 

L/L0 = 1 - exp(-t/z) 0 f 

is proposed to describe the experimental data. 
Similar result was obtained for h(t). 

The measured equilibrium height hc, and length 
Lo of ripples were compared with the estimates 
obtained from semi-empirical formulas based on w 
and Sheilds parameter, 0 (see, e.g., [ 1,9]) 

0 2 4 6 6 

t/r 

Figure 3. Non-dimensional ripple lengths L& as functions of 
nondimensional time t/r for four different experiments 
(svmbols). Solid line shows the approximation function (3). 

Lo = E(2.2 - 0.345$‘34), 

b = LO(O. 182 - 0.24t3’.5). 

Here, 8 = t*/(ps-p)gd = \yfJ2, where z* = pfJJ02/2 is the peak 
bed shear stress and f, is the wave fi%tion factor, which 
depends on the wave Reynolds number Re = E~O/V and the 
relative bed roughness c/d [9]. 

3.2. Velocity measurements 

The velocity field (all three components) was measured at 
different heights above the ripple crest and trough. The data was 
obtained for established ripples using time records, which were 
phase averaged over 40-50 oscillation periods. Detailed 
information on mean characteristics (including weak secondary 
circulation sells, which are responsible for the large time ripples 
drift) and turbulent characteristics of the flow above the formed 
ripples were obtained and compared with some previous results 
[ 1 I], where two-component laser-Doppler-anemometer was 
used. 

3.3. Dynamics offormed ripples 

The most interesting result on the formed ripples is related 
with the large time changes of the bottom topography. Although 
on average the ripple parameters h,, and L,, do not change 
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Figure 4. Top view photographs showing the large 
time instability and formation of a new ripple. 
With time the newly formed ripple spreads across 
the flow and initiates small mean drift of the 
surrounding ripples: d = 0.04 cm, U0 = 15 ems-‘, 
L4=15cm,hfJ=1.3cm. 



significantly after the adjustment time 2r, the bottom topography itself never reaches an exact steady state. While 
the fhequency and the amplitude of the flow oscillations remain with very good accuracy constant, the formed 
ripples are not stable. Periodically the distance between two nearest ripples may slowly increase/decrease. This 
leads to the formation of a new ripple or merger of two old ripples. This process may start near the wall as well as 
away Corn the wall and a typical example of such instability is shown in Fig. 4. With time the new/merger ripple 
spreads across the flow. Because the typical spacing between ripples decreases/increases during this process, the 
whole system of ripples starts to migrate with some typical velocity U, and with time a new quasi-steady state 
with approximately the same typical spacing Lo is established. This process resembles the appearance of some 
kind of dislocation in an initially regular picture of the ripple pattern (see Fig. 4), and this dislocation induces the 
migration of the nearest ripples, which in their turn initiate the motion of the next ripples and so on (domino 
effect). 

The mechanism of such instability is unclear and it may be rather complicated, but mentioned above weak 
mean secondary circulation between ripples may play an essential role in this process. The migration velocity U, 
of ripples was determined by measuring periodically the mean absolute value of the displacements of the ripple 
crests and dividing this displacement by the time between measurements. Using these data, the mean over large 
time interval (5-6 hours) values for the drift velocity U, were determined for different sand diameters d and 
different values of U,. To explain the results, a simple model is proposed and the following estimate derived: 

U, = L,J8t = U,9+~“~(2.2 - 0.345v”.“)/8c, 

where the estimates for r and L,, , which are given above, are used. 

3.4. Scouring around a cobble 

Solid objects placed at the bottom causes diversion of streamlines and accelerationldeceleration of water 
around the object, which in turn causes scour or erosion. In the experiments, the value of U, was chosen in such a 
way that the mobility parameter w was near its 
critical value and only small-scale rolling-gram 
ripples could be formed. Because the flow velocity 
in the vicinity of cobble exceeds (approximately by 
two times) the free stream velocity, the mobility 
parameter becomes relatively large here and 
noticeable sediment transport can be observed 
around a cobble. Initially the scour occurs on the 
sides of the cobble were two cavities are formed. 
With time small scale rolling-grain ripples are 
generated at the bottom away from cobble and the 
scour pattern around the cobble takes the form of 
three under developed ripples which spread 
symmetrically relative to the cobble across the 
flow. A&r the scour pattern reaches this steady 
state it does not change significantly. During the 
scour formation the cobble dips into the sand. The 
maximum subsidence of the cobble, as measured 
using the ADV probe, practically does not depend 
on the cobble density (pC = 1.6-2.5 gmcm”) and 
height (H = 3-8 cm), but depends mostly on the 
cobble diameter (D = 5-15 cm) and is 
approximately equal to: (b) 

S =0.15 D. 
Figure 5. Side view photographs showing cobble on sandy 
bed in oscillatory flow: (a) after time t z T a regular system 

3.5. Periodical burial of cobble 

If the velocity amplitude U0 increases such that 
the mobility parameter exceeds significantly its 

of relatively small ripples, the size of which slowly 
increased with time (see fig. 4), develops on initially flat 
bottom with one ripple across the cobble, (b) initiation of 
large-time instability (close view). Experimental 
parameters: U0 = 60 ems“, d = 0.04 cm. 
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critical value, then the formation of the vortex ripples becomes possible. In this case when the cobble is placed at 
a flat bottom, the initial evolution is very similar to the case discussed above with noticeable scour and small-scale 
rolling grain ripples. Later, however, three under developed ripples, which are formed symmetrically relative to 
the cobble, spread across the whole width of the tank and initiate rapid formation of the nearest vortex ripples, and 
soon (at t x T) the whole bottom is covered by a regular rippled pattern with one ripple crossing the cobble (Fig. 
5a). 

Thus the cobble appeared to be partly buried in sand. At this time (t w T) the depth of the burial hb of a cobble, 
which was initially on the flat bottom, may be estimated as ht, = h& + S = h,J2 + 0.15 D (see Fig. 6b). At larger 
times t > t, however, the formed ripples 
demonstrate the large-time instability 
discussed above (see also Fig. 5b, showing 
horizontal displacement of two ripples 
near the cobble and the initiation of such 
instability). As a result, the whole system 
of ripples starts moving with small but 
finite mean drift velocity Ud relative to a 
still cobble and after the time, equal 
approximately to t = r + Ld2Ud = 3~, the 
cobble appeared to be in a valley between 
two adjusted ripples (Fig. 6~). At this time 
the lower horizontal boundary of cobble, 
which was initially at the level z = 0 (Fig. 
6a), will sink down to the height (h&Z + S) 
below this level (Fig. 6c) and will be 
subsided on the depth S into the send 
because of the scour. For a heavy cobble 
the gravity force exceeds the buoyancy 
force and the cobble does not move 
upward when at time t = 32 + w2U,, = 5~ 
a ripple crest arrives (Fig. 6d). As a result 
the cobble appeared to be completely (if H 
<h,-S)orpartly(ifH>b-S)buriedin 
a sand during the time interval of the order 
of 57. Then a ripple trough arrives and the 
process repeats itself. 

Thus, a heavy disk-shaped cobble of 
diameter D, which is placed on initially 

(a) 
.L z=o 

T 
S=O.lSD 

t=2r 

(b) 

t=6r 

Cc) 

t= 1OT 

Figure 6. Schematic showing the time behavior of cobble, which was 
placed at flat sandy bottom in a steady oscillatory flow: (a) local scour 
and subsidence of cobble at relatively short time, (b-cl) periodical burlal 
of cobble at large time. 

flat or rippled sandy bottom in a steady oscillatory flow, will be periodically buried with a typical time interval 8~. 
The minimum burial depth is determined mostly by a maximum subsidence S, hecause of a local scour, while the 
maximum burial depth may be estimated as 

4. Conclusions 

The behavior of large disk-shaped bottom particles of diameter D and height H placed on a sandy bottom in 
oscillatory flow was studied experimentally. This problem is closely related to the migration and burial/scouring 
of isolated cobble and anti-tank mines on a sandy beach in an oscillatory flow such as occurs in coastal waters 
beyond the region of wave breaking. It is shown that when the background velocity is just below its critical value, 
small-scale rolling grain ripples develop at an initially flat bottom and noticeable scour around the cobble occurs. 
At large time the scour pattern reaches steady state and the resulting maximum subsidence becomes equal to S. 
When the background velocity exceeds its critical value, the vortex ripples start to form. Typical time ‘5 of ripple 
formation depends on the wave fresuency and the mobility parameter as given above. After that time a regular 
quasi-steady system of ripples is formed with one ripple across the cobble and the cobble appeared to be partly or 
completely buried (depending on the ripple size and cobble height). At larger times the system of ripples is not 
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stable and every ripple slowly migrates with some mean drift velocity. As a result a heavy cobble appeared to be 
periodically near the crest or valley of a ripple thus being buried periodically. 

Based on the results of experiments, some estimates for the oceanic case may be obtained. Let a cobble of 
diameter D = 20 cm, height H = 10 cm and density pc = 1.8 gmcm” be placed in shallow water of depth 10 m at 
sandy beach with small slope beyond the region of wave breaking. The sand diameter d = 0.1 cm, density ps = 2.6 
gmcm” . The waves are of amplitude 1 m, period 10 s approaching a beach and the mean current is negligibly 
small. Then a shallow water wave theory (see, e.g., [ 131) gives for the amplitude of the horizontal water 
displacement E x 1 m and for the amplitude of the horizontal velocity II,, k: 1.5 ms-‘. This gives w = 150 and using 
simple formulas above, one obtains the estimates: L,, w 70 cm, ho x 12 cm, S = 3 cm, 8r % 240 min and hb = 15 
cm. Thus one may expect that at such conditions the cobble may be completely buried after a typical time on the 
order of 4 hours. For more details see [ 141. 
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Abstract. The aim of this short contribution is to present the results of laboratory experiment on the 
dynamics of compact self-propagating quasi-monopolar vortex produced in a homogeneous rotating fluid of 
constant depth (f-plane). Recently Stern and Radko [l] considered theoretically and numerically a symmetric 
barotropic eddy, which is subject to a relatively small amplitude disturbance of unit azimuthal wave number 
on the f-plane. They predicted that such an eddy remains stable and could propagate significant distance away 
from its origin. This effect may be of importance for oceanographic application and we decided to reproduce 
such an eddy in laboratory experiment with the purpose of verifying theoretical predictions. 

1. Introduction 

Recent results, based on the high resolution satellite data [2], demonstrate that a significant dipolar component 

is present, for example, in most of the Gulf Stream rings and the long-held models of complete monopolar rings is 

now questioned. Taking into account the importance of rings and other quasi-monopolar eddies in large scale 

mixing in the ocean, the need for the development of models for compact self-propagating vortices becomes 

obvious. In [l] an attempt was made in this direction and some basic properties of single self-propagating quasi- 

monopolar vortex were predicted theoretically and numerically. Before moving further in developing models for 

merging and more complicated interactions of such eddies, these predictions must be verified. At present detailed 

field data are still absent, and the only way to verify the model prediction is to conduct a laboratory experiment. 

Previous experiments on barotropic or baroclinic vortices which are non-compact and strictly monopolar 

indicate that merger only occurs for closely separated vortices. In the case of isolated self-propagating quasi- 

monopolar vortices the merger may occur for distant vortices and this is one of the main and important differences 

Ii-om previous studies. For a detailed discussion on this topic we refer the reader to [ 1,3]. The main aim of this 

brief communication is (i) to present the results of laboratory experiment on the formation and dynamics of self- 

propagating quasi-monopolar eddy, which was generated in a homogeneous rotating fluid of constant depth (f- 

plane) and (ii) to make a comparison with the theoretical predictions [ 11. 

2. Experimental method 

The experiment was conducted in a square Plexiglas tank (75 x 75 x 10 cm) mounted on a turntable rotating at 

a constant rate CJ = 27t/T = 0.75 s-l, where T is the period of rotation (Fig. la). The working fluid was distilled 
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water at room temperature. The quasi-monopolar flow was generated using a stirring technique. For this purpose a 

heay bottomless copper cylinder (diameter D = 10 cm) with thin walls (thickness 0.1 cm) was introduced into the 

tank approximately at the half-distance between the tank center and one of the comersThe fluid inside the 

cylinder was stirred by a small motor with a propeller during a fixed time interval and then the propeller was taken 

away. To reduce the effect of the centritigal instability 

(see, e. g., [4]), the cyclonic direction of stirring was 

used. For the same reason, the fluid in the cylinder was 

free to rotate with the angular velocity C& (= 2 s-’ near 

the cylinder center) during the period of time equal to 

4T. This time was needed to adjust the initial radial 

profile of the azimuthal velocity in the cylinder to the 

state when the flow will be stable (see, e. g., [5]) after 

the cylinder was taken out. Then the cylinder was 

pushed forward with small horizontal velocity U0 (M 0.5 

or 1 cm s-l) in the direction of the opposite tank comer 

and at the same time the cylinder was smoothly lifted up 

vertically from the water. This procedure was made 

using an electric motor connected via thin wires with a 

cylinder, 

(4 
Figure 1. Schematic diagrams of the experimental 
set-up (a): 1 - rotating tank filled with water, 2 - 
bottomless cylinder with cyclonically rotating fluid, 
3 - - resulting vortex which is formed with time after 
a cylinder was moved horizontally with small 
velocity Uo and simultaneously lifted up from the 
water; initial vorticity distribution created at t = 0 (b). 

The flow induced by this method presents a combination of an isolated monopole with relatively large net 

angular momentum M (K pD4 QJ and a dipole with relatively small linear momentum P (CC pD2U,,) per unit 

depth (p is the fluid density). The initial vorticity distribution produced by this method is shown schematically in 

Fig. lb. In the experiment the ratio DP/M cc U,JD L?,J (= 0.02-0.05) was relatively small. This ratio is equivalent 

to a small parameter E/D << 1, used in a theory by Stern and Radko [I], who scaled the eddy propagation velocity 

as U,, cc EQ,. ,Note that only when this ratio was small, but finite, the resulting eddy in the experiment was a 

compact self-propagating quasi-monopole with a typical size approximately equal to the diameter of a cylinder. In 

the opposite case (larger ratio), relatively large slightly asymmetric dipole was generated, while for the case of 

E/D = 0 the resulting structure is a non-propagating (UO = 0) unstable monopole, studied in [6]. Note also that for 

a typical oceanic eddy this ratio is small (e. g., for an eddy with D = 200 km, U, = 10 cmi’ and azimuthal velocity 

on the periphery 50 ems-* this gives E/D = 0.1). 

The flow was visualized by using a thymol-blue pH-indicator (e.g., see [7]). The tank was illuminated by an 

array of fluorescent lights beneath the tank. The flow patterns were recorded from above using a high-resolution 

super-V-IS video camera mounted on a fi-ame attached to the turntable. To obtain information on the motion field, 

small neutrally buoyant particles (Pliolite) with high reflectivity were introduced into the working fluid. The 

particles were illuminated at the mid water level by a horizontal light sheet with a thickness of 0.5 cm and 

videotaped by the same video camera. After the run, standard digital image procedure was used to obtain pictures 

with dyed flow patterns from the video. Particle tracking was carried out using DigImage processing package [8]. 

With this technique it is possible to determine the position and velocities of a large number of tracer particles and 
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interpolate them onto a rectangular grid in order to calculate the velocity and vorticity fields in the flow. 

The limiting cases of symmetric barotropic dipole ( Cl,, = 0, U, # 0) and of momentumless isolated monopole 

(ii&# 0, U,, = 0) were studied previously in [6,9,10,1 I] and below only the case when both U0 and SZ,, are non 

zero and the ratio PD/M CC U&X&, is small is considered. 

3. Experimental results 

Photographs in Fig. 2 show typical evolution of the flow patterns as visualized by pH- indicator. In this 

experiment U,, = 0.5 cm. Initially (Fig. 2a), a volume of water, which was released from the cylinder, has 

approximately cylindrical shape with a diameter (a 12 cm) somewhat larger than a cylinder. This volume rotates 

anti-cyclonically with angular velocity approximately two times larger than the surrounding fluid and propagates 

forward with velocity of order 0.5 ems“. With time (Fig. 2b) significant portion of eddy has a tendency to separate 

ikom the main cyclone and to form an anti-cyclonic structure. As was mentioned above, if the ratio of PD/M is not 

small (initia1 U0 is relatively large a Q,, is small), the separation occurs and large (with a diameter 2-3 D) slightly 

asymmetric dipole forms. 

Cd) @I 

Figure 2. Top-view photographs (digit&d images Corn video) showing formation and propagation of compact quasi- 
monopole visualized by thymol-blue indicator. The photographs were taken at (a) Is, (b) 16, (c) 33, (d) 40, (e) 50, (d) 95 after 
the cylinder was taken out. Distance between circles at the bottom - 5 cm, Uo = 0.5 ems -’ and period of tank rotation T = 7.4 s. 

In the case shown in Fig. 2, the ratio PD/M is relatively small and anti-cyclonic rider does not separate 

significantly; it appeared to be attached to the main cyclone. As a result, a compact self-propagating quasi- 

monopolar eddy is formed (Fig. 2d), which propagates forward, while a small rider slowly rotates around the main 

cyclone. The resulting eddy remains stable during a relatively large time interval and propagates a significant 

distance Corn the origin (Fig. 2f). 

582 



Cd) 

Figure 3. Particle streak photographs showing propagation and collision of compact quasi-monopole with vertical wall of the 
tank, which is at the right side of the photographs. The photographs were taken at (a) 15 s, (b) 30, (c) 37, (d) 45, (e) 60, (d) 95 
after the cylinder was taken out. In this experiment IJ, = 1 ems-‘, T = 7.4 s. Exposure time is approximately 3-4 s. 

Streak photographs (Fig. 3) give the general 

impression on the velocity field in the experiment 

conducted with the same initial conditions as shown in 

Fig. 2, but with a larger II0 (= 1 ems-‘). The sequence 

of events here in general is very similar to the previous 

case but with one difference. Because the propagation 

velocity of the vortex is now two times larger than in 

the previous case, the vortex crosses the tank and then 

reaches (Fig. 3d) the right wall of the tank. Here the 

vortex collides with a vertical wall and reflects, 

starting to move in the opposite direction (Fig 3e). The 

process of collision is non-elastic, because the no-slip 

condition at the wall and production of the secondary 

vorticity are important here. These effects were studied 

in detail previously for the case of symmetric dipoles 

[7,12,13] and qualitatively the mechanism of 

interaction is more or less clear. Schematically this 

process is shown in Fig. 4. Approaching the wall, the 

2 

t1 b > tl 

(a) (b) 

Figure 4. Sketch of the head-on collision of compact 
quasi-mcnopole (1) with a vertical wall (2). 
Secondary vortex patches (3, 4) are created in the 
boundary layer at the wall by the flow induced by the 
primary vortex (a). Initial relatively weak anti- 
cyclonic rider (5) dissipates near the wall (b), while a 
new small rider (6) is formed from the opposite side 
of relatively strong cyclonic eddy (7). Arrows 
parallel to the wall show the direction of the velocity 
induced bv a mononole (a). 



initial relatively weak anti-cyclonic rider generates at the wall an opposite sign vorticity patch and eventually 

dissipates near the wall. In contrast, the relatively strong cyclonic eddy produces here an anticyclonic vorticity 

patch. In the velocity field induced by a large cyclone this patch has a strong tendency to be detached from the 

wall. As a result, a new antycyclonic rider is formed and our quasi-monopole starts moving from the wall (Fig. 

4e). Because the collision is non-elastic with significant loss of the linear momentum, the propagation velocity of 

the resulting vortex rapidly decreases and eventually it practically stops (Fig. 4f). 

By using the particle tracking technique, it was possible to reconstruct the velocity field in the flow and 

calculate the distributions of the vorticity. To make some comparison with the Stem-Radko predictions for a 

steady motion, the data was taken at the moments when the vortex was formed but did not reach the vicinity of the 

wall. The results are shown in graph in Fig. 5. The data from which this graph was constructed was taken in the 

same experiment as shown in Fig. 4. Arrows of different 

length in Fig. 5 show the velocity vectors, while shadows of 

different grade give the vorticity distribution. Comparison 

of Fig. 5 with the correspondent solution for the vorticity 

([I], Figs. 9b-d) shows satisfactory agreement, in spite of 

rather different initial conditions used in our experiment and 

in the theory. Initial distribution of the vorticity in the 

experiment is shown schematically in Fig. 1 b, and only 

later, after some adjustment period, this distribution was 

transformed significantly into a quasi-monopolar 

distribution, shown in Fig. 5. In their numerical calculations 

Stern and Radko have used a simplified analytical solution 

for a steady quasi-monopole as the initial conditions, and 

demonstrated analytically and numerically that the resulting 

solution is a stable quasi-monopole. Thus we can conclude, 

that the details of the initial conditions are not very 

important in the experiment. When relatively large angular 

momentum and relatively smal! linear momentum are 

introduced locally into a rotating fluid, the resulting flow 

asymptotically tends to a quasi-monopolar vortex similar to 

that analyzed by Stern and Radko. 

0.5 0.0 05 
Vorticity: s.’ 

-5.0 0.0 Id.0 15.0 26.0 

Figure 5. Instantaneous velocity field for the steady 
moving compact quasi-monopole is shown by 
arrows while the corresponding vorticity 
distribution is given by a black-white background. 
Intensity of shadow is proportional to the vorticity 
value. The particle tracking was made in the same 
experiment as shown in Fig. 4. Time after the 
cylinder was taken out - 30 s. Large arrow in the 
upper left part shows the velocity scale (5 ems -I), 
vorticity scale is given in the upper right part and 
numbers at the bottom show distance in cm, 

4. Conclusions 

When a relatively large amount of angular momentum and small amount of linear momentum are introduced 

locally into a rotating homogeneous fluid, the resulting compact and self-propagating quasi-monopole is formed. 

The experiments show that such eddy (i) can be easily generated, (ii) is stable and can propagate significant 

distance from the origin, (iii) survives after a non-elastic collision with a vertical wall and (iv) its inner structure is 

very similar to that predicted by Stem and Radko [ 11. 
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Abstract. The Arctic Front thermohaline structure is described on the basis of the hydrographic data obtained 
by the Institute of Oceanology Polish Academy of Sciences. Data from the period 1993-l 996 were collected 

during summer expeditions of r.v.‘Oceania’ to the European Arctic Seas. Investigations were conducted on two 
polygons in the border zone between the Norwegian Sea and the Greenland Sea, above the Mohna Ridge. 

Mesoscale eddies broken from frontal meanders were recognised as a primary process of transfiontal transport. 
Front meandering and eddy generation were caused primarily by baroclinic instability and topographic effect. 
Volume of several eddies was calculated. Transfrontal fluxes and total eddy transfrontal volume, heat and salt 

transport were calculated. 

1. INTRODUCTION 

The Arctic Front called also Polar Ocean Front [lo] is Atlantic - Arctic water contact zone [17]. It is 
situated in the GIN Sea - Greenland-Iceland-Norwegian Sea basin. This bottom topography steered, 800 km 
long, climatic front extends from Jan Mayen Island towards NE over the Mohna Ridge, turns towards North 
over the Knipovitch Ridge. The northern end of the hont is located in the NW direction from the southern part 
of Spitsbergen (Figure 1). The Arctic Front divides waters of Atlantic origin carried by the western branch of 
Norwegian-Atlantic Current and cold, low saline Arctic Waters transported by the Jan Mayen Current and 
cyclonic Greenland Sea Gyre [8]. 

The importance of this front is linked with the significance of the GIN Sea for the World’s climate 
system. Global thermohaline circulation - Conveyor Belt Circulation ends here its surface part. Warm, saline 
water is provided from Gulf Stream system by the North Atlantic and Norwegian-Atlantic Currents. Portion of 
this water after winter cooling and mixing sinks and initiates deep circulation. The intensity and northern 
extension of deep convection processes determine Conveyor Belt Circulation strength, heat redistribution and 
indirectly, northern hemisphere climate [ 11. 

The Greenland Sea salt and heat budget is very important for deep convection. More saline Atlantic 
Water is necessary to initiate and provide salt to this process which occurs in the Arctic domain - central part of 
the Greenland Sea [ 161. Transfiontal transport across the Arctic Front plays therefore a unique role for World’s 
climate, the Arctic domain is an oceanic regime potentially sensitive to climatological variations [ 171. 

2. INVESTIGATIONS 

During summer expeditions of T.v. ‘Oceania’, the Arctic Front has been crossed and investigated since 
1987. More detailed investigations were conducted in 1993 - 1996 period. The areas of measurements are 
indicated on the map (Figure 1). More than 320 deep CTD stations were made. In addition several high 
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resolution CTD transects were made using towed probe. Vertical transects and synoptic maps of salinity, 
temperature, density, dynamic topography, geostrophic velocity and potential vorticity were calculated. The 
structure of hydrological fields and geostrophic flows related to the front have been well discerned. The 
baroclinic component of transport by the western branch of the Norwegian-Atlantic Current was estimated as 
3.9-5.0 Sv at 72’N (for reference level of no motion 1000 dbar). Areas of intensive activity of meanders and 
mesoscale eddies have been found. The observed eddy circulation is both, cyclonic and anticyclonic. Diameters 
of the eddies are two to three times the Rossby radius of deformation. 

- 1 

Figure 1. Chart of currents in the GIN Sea. Arctic Front and areas of investigations are 
indicated. 1 .Warm currents; 2. Cold currents; 3. Currents of mixed water 

3. STRUCTURE OF THE ARCTIC FRONT 

The Arctic Front is formed by the confluence of Arctic and Atlantic water masses. It is a 800 km long, 40 
km wide zone of higher horizontal and vertical gradients of all properties. Arctic Waters are cold, less saline 
and more dense. At 300 m temperature varies from 0°C to 4”C, salinity from 34.85 to 35.08 psu and potential 
density from 27.82 to 28.01 kg-m” between Arctic and Atlantic sides of the front (Figure 2). Changes in 
salinity and temperature across the front partly compensate each other and the resulting horizontal density 
gradient is due to temperature differences between Arctic and Atlantic Water. Significant horizontal gradients 
of all properties occur under surface mixed layer, at 100 - 700 m. Maximal horizontal gradients are at 300 m, 
but even here they are rather weak in comparison with other climatic fronts [5]: the temperature gradient is 
0.30-0.40°Ckm-‘, salinity gradient 0.02-0.03 psuti’, and density gradient 0.015 kg.m‘3km-‘. The weak 
density gradient may be a reason of frontal instability and meandering [9]. 

Vertical stability of the water column in the Arctic domain is lower than in Atlantic one. The Atlantic 
Water column stability is caused by the temperature vertical gradient, inversion of salinity occur. These 
properties of the Arctic Front - weak horizontal density gradient and temperature dependent stability of the 
Atlantic Water are very important for processes of deep convection. 
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Figure 2. Salinity [psu], potential temperature [“Cl, potential density [kg me3 ] profiles and T-S 
liagram for the transect across the Arctic Front. AW - Atlantic Water; ASW - Arctic Surface Water; lAIW - 
lower Arctic Intermediate Water; uAIW - upper Arctic Intermediate Water; NSDW - Norwegian Sea Deep 

Water; GSDW - Greenland Sea Deep Water. 

Distinct water masses are clearly seen in the vertical distributions of temperature, salinity and density 
across the front as well as in the TS-diagram (Figure 2). Deep Water is the last stage of water transformation 
during deep convection processes. Atlantic Water, in spite of higher salinity, is less dense then Arctic waters 
because of high temperature. Portion of Atlantic Water, after crossing the Arctic Front, during winter cooling 
period reaches density higher than surrounding, homogenous waters. It leads to mixing and initiation of deep 
convection. [2,4,7,18]. This process takes place in the Greenland Sea, where heat fluxes from the sea to 
atmosphere are about 500 Wm-* [7,12]. During extreme conditions, the total heat flux can be more than 1000 
Wm-* [ll]. 

Figure 3. Salinity [psu] field across the Arctic Front. 

-100 

Salinity field at the transect across the Arctic Front is presented in Figure 3. This transect is situated at 
the southern polygon, at the latitude 72ON. The wedge of saline Atlantic Water is distinctly visible. Maximal 
thickness of AW layer is 750 m. Salinity of AW is more then 35 psu, but in the case of GIN Sea it can be lower, 
to 34.90 psu [ 171. The Arctic Front is the slope zone of high horizontal gradients of all properties. In nature the 
angle of this slope is about lo. Under the front the intermediate and deep waters are present. At 100 m depth 
one can see isopycnal intrusion associated with the advection of less saline Arctic Water towards Atlantic 
domain. Downwelhng of the waters under the front caused by the densifkation on mixing (cabbeling) is also 
visible. 
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4. MESOSCALE FEATURES 

Instability of the front causes meandering with the specific wave length. Unstable meanders can produce 
eddies - warm, salt meanders produce anticyclonic eddies which migrate to Arctic domain carrying salt and 
heat [4,18]. During 4 years of the Arctic Front study meanders and eddies were investigated. In places of 
specific bottom topography (underwater mountains) meanders occurred every year, during our 4-year study. 
Some of the investigated eddies has been observed before and described in literature [9]. 

Figure 4 shows salinity fields at the northern 
polygon in 1996. A couple of fresh-salt (cold-warm) 
meanders are present at the latitude 73”40’ - 
74”OO’N. Another pair is situated 40 nautical miles 
(74 km) northward. Northern, salty, anticyclonic 
meander (with centre at 74’20’N, 008”OO’E) is 
unstable, nearly separated, ‘young’ eddy. The 
maximal diameter of the eddy is about 50 km, depth 
450 m. 

I T 

I- The fresh, cold meander at the right side of the 
‘young’ eddy is very important. It helps in creating 
the warm eddy by separating it from the front. This 
meander moves upstream, against the main flow. It 
probably w-ill never cross the front to become 
independent cyclonic eddy. 

Meandering of the front, growth and expansion 
of the cyclonic meanders is possible due to Available 
Potential Energy (APE), that is released and 

5” 

4”4 

42 

4” 

3’4 

Figure 5 Available Potential Energy and currents 
vectors at 200 db. 

that baroclinic instability may occur 13,141. 

006’ 007 oar 009*E 

Figure 4. Salinity distribution at 300 db. 

transformed into kinetic energy. Value of the APE in 
the Arctic domain is bigger than in the Atlantic one, 
because the same density water parcels are elevated 
higher in the Arctic domain. Available Potential 
Energy at the Arctic side reaches up to 900 Jm”. 

Figure 5 shows horizontal distributions of the 
APE in the northern polygon in 1995, at the level of 
200 dbar. Geostrophic currents vectors are added. 
Correlation of APE with front structure is evident. 
Expansion of zones with high APE (more then 350 
Jm”, bold line) is visible. Cyclonic meander moves 
against the main flow and isolates a warm eddy with 
centre at 74”N, 006’E. Our calculations indicate that 
up to 16 % of APE can be converted to kinetic 
energy. It means that the main source of the Arctic 
Front meandering is baroclinic instability. 

Large changes in the thickness of the layer 
between different isopycnal surfaces and the different 
sign of the thickness gradients in the layers confirm 

The second cause of the front meandering is bottom topography effect and potential vorticity 
conservation [ 141. Over underwater mountain structure of the flow is modified, isopycnal surfaces are deformed 
and compressed. To compensate an increasing stratification, water take on an anticyclonic circulation. This 
effect occur in 73”40’ N, 07”10’E, over the Schultz Bank. 

Other mesoscale features observed at the front were intrusions (Figure 3). Advection of less saline, cold 
waters towards the Norwegian Sea is more evident, intrusions penetrate Atlantic Waters 30 km from the frontal 
interface. Due to salt fingers in its top layer, t&h intrusions lower and sink. Also we observed an interesting 
and rather rare phenomenon, breaking-off lenses of water from intrusions - calving of intrusion [5]. 
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5. TRANSFRONTAL TRANSPORT 

Calculations of eddy salt 
and heat transport were done by 
modelling of the salinity and 
temperature anomalies on isobaric 
surfaces, using a Gaussian 
distribution centred on the 
vertical axis of the eddy. Gaussian 
curves describe salinity and 
temperature anomaly across the 
eddy (Figure 6.). 

Properties of 3 eddies are 
presented in Table 1. Maximal 
diameter of eddy is about 50 km, 
depth from 450 to 650 m. 
Volumes of eddies calculated in 
reference to the isohaline surface 
34.89 psu (Vl, column 3) vary 
from 560 to 980 km3. After 

Figure 6. Salinity and temperature distribution across anticyclonic eddy 
and front at the level of 200 dbar. Gaussian curves describe S and T 

anomalies. 

calculations it gives possible production of GSDW 
(V2, column 4). Interesting result is the statement, 
that the volume of GSDW is about 3.5 times more 
then the volume of warm eddy crossing Arctic 
Front and providing salt needed for production 
GSDW. 

The wavelength of the meanders was 
estimated at 70 km. Estimation of the eddy 
production rate was the most difficult. Using 2- 
layers models [3,13] we found that 5-7 days are needed for production of one eddy. In this scenario a 
hypothetical eddy heat transport across the Arctic Front causes rapid heating of the Greenland Sea. Finally, the 
production rate of eddies was estimated based on literature [4,6] and field observations. In this case the mean 
time needed to create an eddy was approximately 40 days. 

Calculated cross frontal transport - 
from Norwegian to Greenland Sea, due Table 2. Transfrontal transport from Norwegian to Greenland Sea. 

to the eddies is presented in Table 2. Volume transport WI Qv 2.11 
Transfrontal volume eddy transport Salt transport [kg . s-l] Qsal 1.88. lo5 
across all 800 km long Arctic Front is 
2.1 Sv, transport of Atlantic Water with 

Heat transport WI QQ 1.77. lOI 

salinity more than 35.0 psu is 0.17 Sv. Atlantic Water transport (S>=35.0 psu) [Sv] Qvjs,z35 0.17 

This transport can provide salt needed Salt transport in water S34.89 [kg . s-l] Qsal/s>34.8 9.0 . IO4 
for the production rate 6.8 Sv of 
Intermediate and Deep Water. At this point it is only a hypothetical possibility because Greenland Sea salt 
budget is not so simple. 

Heat and mass fluxes due to intrusions are smaller, but significant too. Water volume transport from the 
Greenland to Norwegian Sea is about 1 Sv. Heat transport is about 5 times lower than eddy transport. 
Crossfrontal transport due to intrusions has rather local significance but plays a role in frontolysis processes. 

5. CONCLUSIONS 

l The Arctic Front is an important phenomenon for the global climate system. 
l Transfiontal transport across the Arctic Front occurs primarily as a consequence of mesoscale anticyclonic 

eddy activity. 



l The baroclinic instability is the first reason of the Arctic Front destabilisation, meanders and eddies 
creation. The second one is topographic effect. 

l After crossing of the Arctic Front, the anticyclonic eddies can stay in the Greenland Sea till winter and after 
intensive cooling and mixing processes they sink and form intermediate and deep water. 

l Each eddy can provide salt necessary for the production of the volume of the Greenland Sea Deep Water 
which is 3.5 times higher than the eddy volume calculated in reference to the isohaline surface 34.89 psu. 

l Hypothetical production rate of Intermediate and Deep Water is 6.8 Sv. 
l Crossfrontal heat flux (-2.8.104 W.me2) and transport (-l.8*10’3 W) is in good agreement with the 

Greenland Sea heat budget. 
l Intrusions are also an important phenomenon. Less saline, cold intrusions could play a significant role in 

the front destabilisation. Due to salt fingers activity, the intrusions change density and sink, releasing 
Available Potential Energy. 
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Abstract. The transition zone between oxic and anoxic waters in the Black Sea is characterised by the absence 
of direct contact of significant concentrations of oxygen and hydrogen sulfide, that puts under doubt a reality of 
reactions of their direct interaction. The goal of this work is to estimate the role of particulate Mn in oxidation of 
the deep hydrogen sultide in connection with influence of formation and dissolution of this oxidiser on the 
density of detrital particle and therefor on the vertical downward transfer of particulate Mn. 

Introduction 

Nowadays there are two points of view on the description of the phenomenon of absence of direct 
contact of significant concentrations of oxygen and hydrogen sulfide (H,S) in the Black Sea. In the frames of the 
first one [1,2,3] this is a zone of oxygen deficiency that starts from the concentrations of 0, < 2OuM, which 
below top border of hydrogen sulfide is submitted by a layer of 0, and H,S coexistence with thickness about lo- 
15m [ 1, 31. On the other point of view [4], this is a suboxic zone, in which both H,S and oxygen are absent, as 
though the authors do not deny that in this layer the concentration of oxygen from 2 up to 10 uM [4] are 
measured. It is necessary to note, that a zone of oxygen - deficiency in accordance with, the first classification 
and suboxic zone in accordance with the second one practically coincide in a field of depth and field of density. 

The problem consists that the concentration and vertical gradient of oxygen, observed in this layer are 
too small to accomplish oxidation of H,S, which gradient at the top border changes from 0.4 up to 1 .O UMIM and 
on the average is equal 0.71 uM/m [5]. At the same time the gradient of 0, at the bottom border of a oxycline 
layer (4.5 t&I/m) considerably exceeds the value necessary for oxidation not only H,S, but also other reduced 
compounds (NH.++, Mn”, Fe2+, CH,), supplying from hydrogen sulfide zone of the sea. By virtue of these 
circumstances the mechanisms of not direct interaction of oxygen and H,S are discussed. 

The investigation of chemical processes in the redox-layer permits to conclude, that ammonia, 
dissolved manganese and dissolved iron can be oxidized by dissolved oxygen only. At the same time hydrogen 
sulfide can be oxidized by dissolved oxygen, nitrates (during the thiodenitrification), particulate manganese 
(particulate Mn) and particulate iron. Though the existence of thiodenitrification in the Black sea is proved, the 
data of observations show that the nitrates disappear approximately about 15 m above the depletion level of deep 
H,S and therefore nitrates, apparently, cannot play an essential role. 
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Both particulate Mn, and particulate iron can oxidise H,S, and their maxima (30- 1000 nM of Mn and l- 
10 nM - of Fe) are located directly at the same depth, where deep H,S depletes. However, in comparison with 
the H,S concentrations, the content of the particulate Mn is very small, and it is impossible to explain, how the 
compound can stop a flux of deep H,S, if their vertical transfers are based on the same hydrophysical 
mechanism of turbulent exchange. 

RN “Akvanavt”, Nov. 97, Station 05 

Sigma-t 
14.5 15.0 15.5 16.0 16.5 

L1.L-L-.,..L.,.-. L . . --~ 
Trans. 

4.25 4.30 4.35 

-50 -; NO3 

02 

Fig. 1. Hydrochemical structure of redox layer (left) and transparency (right dotted line) as an example of 
Station 7 (r/v “Akvanavt ‘I, November, 1997). All concentrations are micromolar. 

The absence of dominant oxidiser near the H,S boundary distinguishes suboxic zone in water from 
suboxic zone allocated in the sea sediments, where an obvious dominant oxidiser is the iron. 
In the Black Sea the special feature of the a transition redox-zone from oxic conditions to anoxic ones is the 
deep tine particle layer, which can be named Nepheloid Redox Layer (NRL) [5]. 
The data of the observations show, that the top boundary of NRL practically coincides with transition of 
oxycline to a layer of oxygen deficiency, the bottom boundary settles down on IO-12 M below depletion horizon 
of deep hydrogen sulfide. However, the fields studies in 1994 demonstrated that the distributions of optical 
parameters (amplitude, thickness depth) are rather patchy (F.Nyffeler, personal communication, 1998). The 
capacity and degree of expressiveness of NRL varies depending on season, area of an arrangement of station 
relatively RIM current, eddies activity etc. 

On modem representations a dominant part of NRL is the particulate organic matter. Among the 
inorganic elements of NRL the particulate manganese as MnO(OH), is the most important [6,5]. The data of the 
observation show, that the share of the particulate Mn in NRL can achieve 11 % [7] or 40 % [6] of dry weight. 
The thin film of the Mn covering detrital particles of a various origin can be allocated. 
Up to now the data on vertical distribution of the particulate Mn are not numerous. According to the 
observations, the thickness of layer of particulate Mn is about 30-80 m with the brightly expressed maximum, 
which is located on the top border of NRL. The concentrations of the particulate Mn are 0.04-I .O uM [6]. The 
extremely high content of - 2 -6 uM was marked in is abnormal NRL in area of a canyon Sakarya in July, 1997 
PI. 
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The mechanism of formation of the particulate Mn is the following (Fig. 2.). In an oxic zone a process 
of oxidation of the dissolved reduced Mn2’ occurs, therefore particulate Mn (as MnO(OH), ) will be formed and 
being sorbed on the detrital particles. After the Mn-covered particles are lowered to the H,S layer, the reaction of 
particulate Mn with H,S occurs, and the particles density decreases quickly and it can become the reason of their 
weighing or even emerging to the higher levels. 

Therefore it is possible to assume existence of the additional mechanism of mixing connected with the 
processes of oxidation and reduction of Mn. The intensity of this mixing should be connected with the size of 
particles, their amount and features of the Mn cycle. The experimental data [9, 61 show, that specific speeds of 
oxidation and restoration of Mn are high and have the order 0.01-l .O day“. 

0 

0 02 

-t 
4 

-30 m 0 -1-100 mkm 

< 
0 H2S 

Fig. 2. The scheme formation and dissolution of the particulate Mn. 

Model 

The following formula is being used to describe the balance of matter in particulate or dissolved form: 

~=$(A+&v $, (1) 

In all existing models [6, 10, 111 the rates of sedimentation w are accepted to be constant with depth. This 
assumption means that density of particles varies the same way as in oxic pools of oceans, i.e. exceeds density of 
water or in regular intervals smoothly grows following the sedimentation. However, in case of formation of the 
particulate Mn and its sorption on a surface of particles there should be a sharp increase of particles density, as 
the density of the MnO(OH), in 5 times exceeds density of water. This effect was investigated neither 
experimentally, nor theoretically. 

The sorption of Mn on a particle on the top border of this parameter maximum layer causes the increase 
of its weight and rate of sedimentation. The thickness of a film should depend on amount and size of the 
weighed particles, and also from density of manganese and organic substance. The observed concentrations of 
the particulate Mn have sharp maximum near the top border of NRL and should correspond to the film 
thickness. The sedimentation of particles can be described by the equation of a movement of particles in a liquid 
with various assumptions reflecting its basic features. From this equation describing the balance of 
hydrodynamical resistance and external potential forces it is possible to receive required expression for 
dependence of sedimentation speed of organic particles from depths containing as parameters their size and 
density, changing in depend of processes of oxidation and restoration of manganese: 

(2) 

where p and d are density and linear size of an organic particle surrounded with a film of manganese 
consequantly, A, is first factor of the form. A, is equal to the relation of particle volume to a diameter of 
equivalent sphere in the third degree. A, is second factor of the form. A, is equal to the relation of the area of 
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greatest section, normal direction of a movement, to a square of a diameter of equivalent circle. For a sphere 
AI/A2 = 2/3. c’ is factor of resistance dependent on the form of a particle and conditions of movement. In a 
rather large range of Reynolds numbers its value is close to t= 0.44, p is density of water, g is acceleration of 
gravity. 

The natural observations and the numerical experiments a!low to accept an assumption that in the layer 
under consideration the vertical distribution of organic matter concentration is uniform in absence of the 
particulate Mn. That is a consequence of neutral float ability of particles having the prevailing sizes and 
insignificant turbulent mixing. From this assumption it is easy to receive dependence of an organic particle size 
on change of its density varied on depth: 

d = do(+)-f , 

Yorg 
where do is linear size of an organic particle on the top border of a layer. 

Relative increase of particle size at the expense of Mn film formation d = Ad/d and expression for 
density of such particle can be received from enough simply connections between concentration, density and 
sizes of a particle and geometrical ratios: 

where peg is density of organic substance, #‘0, is density of organic substance on the top border of a layer. 
The non-stationary equation of turbulent diffusion of an impurity with use of the received expression 

for sedimentation speed (2) was solved numerically. The turbulent exchange coefficient A, was determined 
from the dependence [6]: 

A, = ao(- p”, +)-l/2 (uo = o.ooo4cM2c-2). 

Discussion 

The numerical experiments with different concentrations of particulate Mn, sizes of particles, and their amount 
in unit of volume of a liquid were provided. The curves of vertical distribution of the particulate Mn were set as 
generalised functions reflecting the basic features of an observable picture [6, 71 with maxima in 200 nM (Fig. 
3A) and 100 nM (Fig. 3B, 3C ). The amount of particles on the submitted results is 100000/ml and lOOOO/ml, 
that corresponds with estimations [ 121 about the number of bacteria. The thickness of manganese film obtained 
from model calculations changed from decimals to several tens of angstroms. 

The results of calculations are submitted in Fig. 3., which demonstrates the distribution of the 
particulate Mn with the maxima 200 nM and 100 nM, curves of changes of sedimentation rate w and relative 
concentration of organic substance particles (C/C, C, is organic substance concentration on the top border of a 
layer) with the initial sizes 0.5 urn, 1 pm, 5 urn. Amount of particles in unit of liquid volume for Fig. 3A and 
Fig. 3B is n = lOOOO/ml, for Fig.2C - lOOOOO/ml. 

On the data of numerical experiments, sorption and desorption of the particulate Mn results in 
anomalies of sedimentation rate w, which grows with the increase of particulate Mn concentrations, reduction of 
amount of particles and increase of their size from 5 m/day (at 100 nM, n = 100000, 1 pm) up to 400 m/day (at 
200 nM, n = 10000,5 pm). 

The anomalies of vertical particles amount distribution (curves in the right part Fig.3) appeared most 
significant for tine particles (0.5 pm) and were more precise at higher concentrations of the particulate Mn. 

Consequently sorption and desorption of the particulate Mn is one of the factors of vertical transfer of 
sediment particles and formation of a fine particle layer, that it is necessary to take into account in balance and 
mathematical models for the analysis of chemical structure of the Black Sea. 
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Fig. 3. Results of numerical experiments on the influence of particulate Mn on the rate of sedimentation (w) and 
vertical distribution of particles (C/Co). A - at quantity of particles 1OOOOO/ml, B - at quantity of particles 

lOOOO/ml, C - at quantity of particles lOOOO/ml. The figures near to curves designate the size of particles (pm). 
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Conclusion 

. a key role in the features of hydrochemical structure of redox zone belongs to a Mn cycle connected, first of 
all, with phase transitions and formation of heavy detrital particles, that accelerates the transport of this 
oxidiser to the deeper layers; 

. particulate Mn can be the basic oxidiser of deep hydrogen sulfide on horizon of its disappearance. The 
intensive consumption of this oxidiser is compensated by its intensive flux of this oxidiser in particulate 
form; 

l between a layer of oxygen-deficiency and actually hydrogen sulfide zone a layer, with a particulate Mn as a 
dominant oxidiser can be allocated. 
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Abstract. An 0-N-S-Mn model is considered to describe the biogeochemical sources. Rates of biochemical 
processes mediated by bacteria are described by first-order equations using semiempirical functions of 0, 
concentration. The processes of turbulent diffusion, sedimentation, and biogeochemical transformation of 
compounds were paramaterized in the frames of one-dimensional model. The model was calibrated using data 
observed for the vertical distribution of compounds in the Black Sea. The calculated spatial distributions of 
nitrogen compounds (organic nitrogen, ammonium, nitrate, nitrite), inorganic reduced sulfur compounds 
(hydrogen sultide, elemental sulmr, thiosulfate, sulfate), dissolved and particulate Mn, as well as dissolved 
oxygen agree reasonably well with the observations. The model demonstrated that particular Mn can be a main 
oxidiser of H,S because of intensive vertical transport of detrital particles covered with particulate Mn. 

Introduction 

Hydrochemical sreucture of the zone of contact between oxic and anoxic waters of the Black Sea is 
characterised by abscence of direct contact between significant concentrations of dissolved oxygen (0,) and 
hydrogen sulfide (H$) (see Fig.1 in [l]). In this layer reduced and oxidised forms of several elements (N, S, C, 
Mn, Fe) can be obsereved [2,3,4,5,6,7,8], that reflects the complexity of processes occuring in this zone. 

In contrast with modelling devoted to other oceanographic problems, modelling of the oxiclanoxic contact 
zone can provide more than just quantitative results but also insights into the qualitative nature of the zone, 
about which relatively little is currently known In anoxic conditions, every element cycle plays its own 
geochemical role because the oxidation of organic matter occurs in different stoichiometric reactions. Modelling 
of oxiclanoxic transformation therefore requires the simultaneous parameterization of cycles of several elements. 

The goal of this version of model is to study an effect of increasing of density of particles connected with 
particulate Mn formation on the vertical flux of this oxidiser and therefore on the peculiarities of the fine 
hydrochemical structure of the zone of contact of oxic and anoxic waters in the Black Sea. 

Chemical-biological sources parameterization 

The model (Fig. 1) computes the content of hydrogen sulfide (H,S), total elemental sulfur (So+&*-), thiosulfate 
(and sulfites) (S203*-+SOJ2), sulfate (SO:.), total organic nitrogen (N,,), ammonium (NH,‘), nitrite (NO,), 
nitrate (NO,), dissolved manganese (Mn*‘), particulate manganese (Mn4’) and dissolved oxygen (0,). 
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The transformation of sulfur occurs as a result of hydrogen sulfide oxidation and sulfate reduction. Nitrogen 
transformation occurs as a result of ammonification, nitritication, nitrate reduction (denitrification), 
thiodenitrification and ammonium assimilation. In addition, the processes of manganese oxidation and reduction 
are also considered. 

u N2 Fig 1. Diagrammatic representation of the coupled 
model of sulfiu, nitrogen, manganese and oxygen 
cycling showing the compartments and the modeled 
rates of transformation processes, 

To describe the transformation of matter between the model compartments carried out by microbiological or 
chemical means, first order equations were used. Stoichiometric coefficients m, were calculated according to the 
following equations [9]: 
(CH,O),,(NH,),,H,PO, + 1060, = 106C0, + 16NH, + H,PO, + 106H,O; 
(CH20),&NI13),6H3P04 + 53SO,2- = 106C0, + 106H,O + 16NH, + H,PO, + 53s’; 
1/2CH,O + NO; + NO,’ + 1/2H,O + 1/2CO, 
3/4CH,O + H’ + NO,-+ 1/2N, + 5/4H,O + 3/4CO, 
where C,,:N,,, = 106: 16; 
(CH20),06(NH,),,H,P04 + 84.8HN0, = 106C02 + 42.4N, + 148.4H20 + 16NH, + H,PO,; 
3H,S + 4NO; + 60H- + 3SO,*- + 2N, + 6H,O; 
2H,S + 0, -+ 2s’ + 2H,O; 
2s’ + O2 + H,O + &O,*- + 2H’; 
S,O,*- + 20, + 20H- + 2SO,*- + H,O; 
NH,+ + 3/20, + NO*- + 2H’ + H,O; 
NO; + l/20, + NO;; 
MnO, + H,S + 2C0, + Mn*’ + So +2HCO,; 
Mr?’ + 0,+2H,O -+ MnO, +4H’. 

The majority of these reactions like other redox-zone processes are mediated by bacteria [2,6, lo]. 
Instead of considering special compartments for describing bacteria biomass dynamics, we describe the 

ammonia to organic nitrogen assimilation in relation to the intensity of the microbiological processes 
(chemosynthesis in nitrogen units). 

As = p, Thl + p, Th2 + p, Th3 + p2 Nfl + p2 Nf2 + p, Td + p4 Nrl + p4 Nr2 - where pi - the quantity of 
consumed nitrogen of NH, + in units of consumed substrate (S*, So, S203*-, NH,+, NO,). This assumption can be 
made because the main objective of this study is to describe the chemical structure of the redox layer, and not 
detailed modelling of its bacterial ecosystem. 

Therefor the chemical sources of the model are the following: 
R NT? =-Am-m,Nrl-m,Nr2-m,Srl +As 
R NH4+ = Am + m, NrI + m5 Sri - NfI - As 
R Noz. = Nfl - Nfl + NrI - Nr2 
R NO3- = Nlf2 - Nrl - me Td 
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R H2.S = -Thl + Sr2 - Td - m13A4r 
R, = Thl - Th2 
R s203. = Th2 - Th3 + Srl - Sr2 
R so42. = Th3 - St-1 + Td 
Roz = -m, Thl - mg Th2 - mg Th3 - m,, Nfl - m,, Nf2 - m,2 Am - m,, Max, 
R Mn2+ = Mr - Max; 
R Mn4+ = Max - Mr; 
where m, ( i = 2-12) - stoichiometric coefficients of the model. 

The values of the coefficients used are the values presented in Table 1. 

Table 1. Model coefficients [7] 
Name Symbol, 

units 
Value, 
Source 

Constant of ammonitication 
Constant of ammonium oxidation 
Constant of nitrite oxidation 
Constant of nitrate reduction 
Constant of denitrifkation 
Constant of thiodenitrification 
Constant of hydrogen sulfide oxidation 
Constant of elemental sulfur oxidation 
Constant of thiosulfate oxidation 
Constant of the first stage of sulfate reduction 
Constant of thiosulfate reduction 
Constant of manganese oxidation 
Constant of manganese reduction 
Ammonium assimilation coefficients for: 

thiobacteria 
nitritiers 
thiodenitritiers 
denitrifiers 

Percentage of total organic nitrogen that is 
particulate 

PI, CLM(WC~W) 
PZ 
P3 

P4 

a, % 

Specific rate of organic matter sedimentation W, m day-’ 
Coefficient of the vertical turbulence diffusion K,, cm’ se’ 0.4 

0.01 
0.1 
0.3 

0.16 
0.22 

0.006 
0.45 
0.7 
0.4 

0.001 
0.004 
0.10 
0.75 

1.0 
0.2 
0.2 
0.2 
10 

2 

For the dependence of processes considered on oxygen content, the following linear functions were 
proposed (Table 2). 

1D Vertical distribution modeling 

For 1D modelling we considered a column of water with a depth range from 50 m (lower boundary of the 
euphotic zone) to 150 m. 
The following was used as the basic equation for dissolved components: 

Xi 3 Xi 
-= 

a 
zK~ s + Rci. (1) 
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where R, - sources and sinks of a substance (rates of transformation), Ci - concentration of nitrogen compounds 

(NH.++, NO;, NO,- ), sulfur compounds (H,S, S,, S,O,*-, SO:), dissolved manganese (Mr?‘), and dissolved 
oxygen (0,). K, - vertical turbulent diffusion coefficient. We assume K, to be a model constant with the value of 
0.3 cm2/s. 

The total organic nitrogen and particulate manganese (Mn4’) concentrations were calculated according to (1) 
supplemented by the introduction of a particulate matter sinking rate term: 

where W = sinking rate of the particulate matter (Table 1). In contrast to the previous versions of this model 
[9,1 l] on the base of estimates obtained in [l] we accepted for particulate Mn: W= W+ W,,, where W,,=5 m/day 
- accelerated rate of sedimantation of particles covered with particulate Mn 

Table 2. Formulations, names of processes, dependence on oxygen content 
Process, Formula Dependence on Process, Formula 

oxygen 
Dependence on 

oxygen 
ammonification: 
Am = &m [Norgl FA, (02) ’ 

1 and 2 stages of 
nitritication: 1 

Nfl = Kvfl N-b+1 hdO2) 

N! = K,v,z Wi1 FNP (02) 

nitrate reduction: 
Nrl = KNrl INhI FNrW 
denitrification: 

Nr,2 = Kw W,-1 F,, (02) L 0a.w 

1,2 and 3 stages of H,S 
oxidation; 1 

T/z] = Km, P2Sl h-i, (02) 

LX = Km [soI &I, (02) 

~3 = Km, [S203*-lbdO2) 

1 and 2 stages of sulphate 
reduction: ’ -\ 
s-1 = ml Ksrr i?%J h, 

L-- 

\ 

(02) 4 OAM 

s-2 = Ksr2 P2Q21 Fs, (0,) 
thiodenitritication: 
Td = KTd [H2S] F,, (0,) Fi 1 
(NO,) 

manganese oxidation: 
Max = K,,, [Mn*‘] 1 

Fmox(02) 

manganese reduction: 
Mr = K,, [Mn”‘] F,,(O,) 1 

4 O,,UM 

Where & are constants of the corresponding reactions, m, are the stoicheometric coefficients and F, 
(0,) Fi (NO;) are the dependencies of reaction rates on oxygen and nitrate content respectively. 
Boundary conditions. It was assumed that at the upper boundary of the water columns being studied here, the 
chemical, biological and physical processes are balanced and maintain constant concentrations of most chemical 
elements throughout the year. Therefore, we specify constant values of all model components at the upper 
boundary. 

The values of all the compounds in the model were set to zero, except for the following: N,,=3.8 pM/l, NO; 
=l .O pM /l, 0,=300 pM A, SO,=15 MA. 

The pronounced halocline (pycnocline) in the Black Sea restricts vertical motion and hence the contact of 
deep waters with the surface.. Therefore, at the lower boundary in the Black Sea model, a flux boundary 
condition (radiation condition) was implemented for all compounds (except the Mn” and sulfate ion) as 
described in [ 1 l] 
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The implication of this radiation condition is that the value at the lower boundary is determined by parameter 
concentration changes within the integrated area. Therefore concentrations at the lower boundary in the Black 
Sea model are consequently formed only by the processes that occur within the zone of integration. 

.O 100.0 02 .o 4.0 PON 
50.0 NH4 .O 4.0 Norg .o 
1 .O NO2 .O .I MI4 .o 

100.0 H2S 
20.0 so 

, 20.q 5203 
0 8 

_ _ _ _ . _ _ _ _ r ----: _____,____; -‘--, 

8 5 

-----,----:- --*----I.-- 

I 0 

----- l,____ i ---f --t-- 

.;-- 

02 ; 
: t 

- - - - - _I - - -.----:----:-- 

: I 
-2 ---- j----‘----\-- 

Fig.2. Verical distribution of the model’ comopounds in redox zone. 

For sulfate at the lower boundary, a boundary condition of the first order was given, because model processes 
do not essentially change the content of this compartment. The constant value was accepted also for the Mn*‘( 
Mn2’=5.3 uM) 

For all sulfur compounds, with the exception of sulfates, zero concentrations were given as initial conditions; 
for nitrogen compounds and oxygen, constant values at all depths corresponding to the upper boundary values 
were given. 

Therefore, the calculations were started with initial conditions characteristic of an “oxic” sea, without any 
anoxia even at the lower boundary. 

The model was calculated for the layer 50- 150 m with vertical resolution of 2 m. The model equations (1) 
were integrated using a first-order Eurelian method with time step of 0.1 day for at least 1 year after the stable 
solution was reached (Fig. 2). 

Results 

In Fig. 2 the calculated vertical distribution of the chemical compounds concentrations is presented. 
It reflects the main features of the vertical structure of compounds in the aphotic layer. One can see the 

decrease of oxygen concentrations from about 300 uM at the upper boundary to zero at a depth about 100 m. 
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The vertical profiles of nitrogen compounds (N,, NH4+, NO,‘, NO;) calculated in the model reflect the main 
features of the distributions of these compounds observed in nature [4,12]. 

H,S profile also reflects the observed situation of an increasing concentration of this parameter with depth [6] 
Elemental sulphur values increase near the depth at which hydrogen sulphide appears. Then the distribution of 
this parameter is uniform. This is a consequence of the model assumption that So forms as an intermediate 
compound in sulphide oxidation processes which take place near the upper boundary of the anoxic zone. In the 
layers below the are no sources or sinks for this parameter. Thiosulfates are intermediate products of both the 
sulfate reduction and sulphide oxidation processes. 

Fig. 3. Vertical distribution of the processes rates in the redox zone. Processes names are described in Table 2. 

Manganese compound profiles derived in the model also reflect the main features of this parameter’s vertical 
distribution in nature. Dissolved manganese is oxidised by oxygen and the particulate manganese forms. The 
particulate manganese reacts with hydrogen sulphide and is transformed into dissolved manganese. A dissolved 
manganese maximum appeared in the model experiments when the oxygen supply increased and both processes 
intensified. 

Differ from the previous versions of the model, now it was possible to obtain a 15-m distant between the H,S 
depletion point and the oxycline depletion point. In the frames of the model, such situation can be reached if 
particulate Mn will oxidise all the amount of the hydrogen sulphide. Hence, the present model can explain H2S 
oxidation in the absence of oxygen. 

In Fig.3. the vertical distribution of the rates of processes is presented. One can see that the maximums of 
rates of nitrogen and sulfur cycles processes are located at approximately the same level (with distance of 2-3 
m), while rates of Mn reduction and oxidation occurs at different layers (with distance of 10 m). That 
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demonstrates the effect of intensification of sedimentation of the particles covered with particulate Mn, and 
therefore of accelerating of transport of this oxidiser. 

In Fig.4 the main processes responsible for oxygen consumption and reduced sulfiu forms oxidation are 
presented. In the frames of the model the first stage of sulfide oxidation can be provided by particulate Mn, 
while the second and third stages are provided by dissolved oxygen several meters higher. That agrees with 
observations on dominating of So and S,O, in the redox zone [3,6]. 

Therefore, model supports the estimates that particulate Mn can be the basic oxidiser of deep H,S on horizon 
of its disappearance [l]. The intensive consumption of this oxidiser is compensated by its intensive flux of this 
oxidiser in particulate form. 

,---- r---- ;--- -r--- -,---- -I---- 

Fig.4. Vertical distribution of processes of oxygen consumption and reduced sulfur compounds oxydation. 
Processes names are described in Table 2. 

Conclusion 

. Peculiarities of the fine structure of the zone of contact of oxic and anoxic waters in the Black Sea are 
connected with the simultanious cycling of several elements (0, N, S, P, Mn). The key role belongs to a Mn 
cycle connected with phase transitions and formation of heavy detrital particles, that accelerates the 
transport of this oxidiser to the deeper layers; 

l The most intensive regions of particulate Mn formation and therefore intensive H,S oxidation can be 
connected with peculiarities of the redox layer hydrophysical structure. As it is supported by optical 
observations [3] the leading role should belong to the Black Sea.coastal antycyclonic eddies. 
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NOVEL EXACT SOLUTIONS DESCRIBING THE EVOLUTION 
OF LENSES FRONTAL VORTICITY 

A.A.Yurova, V.A. Gritsenko 

The State Technical University of Kaliningrad, Sovetskiy pr., 1, Kaliningrad, 236000, Russia 

The process of collapse the of the frontal lenses vortex is described by the non-linear Schredinger equation and 
with the help of the “virtual solitons”. Exact solutions with the exponential (the first phase) and the algebraic (the 

second phase) collapse are constructed. Using the commutativity of Darboux transformation the non-linear su- 
perposition formulae for these solutions is obtained. The novel solution falling off exponentially by the small 

time and algebraically by the t tries to the infinity. 

1. Problem. 

In [l] Hasimoto shows that in a special case, when the vot-ticity is limited by a narrow and long tube 
(vortex filament), where its value is constant across the tube, the evolution of curvature and torsion of this fila- 
ment is described by non-linear differential equations in terms of partial derivatives and those in some cases 
could be suitable for integration. For example, if velocity of vortex filament is directed along its binormal, then 
such filament is “serviced” by non-linear equation of Schredinger (NLS). Let us take vector tangential to vertical 

filament as ?,ii, 6 - normal and binormal vectors, respectively. Those values are interrelated through the Frene 
formulas. Let k - curvature, x - torsion of space straight line, I - natural parameter. As it was mentioned above, if 

velocity of vertical filament is directed along the vector 6, than the value U is as follows: 

where A(I) - an arbitrary function, t - the time, and it satisfies for NS: 

(1) 

Using of the known solutions (2) provides for obtaining of compliant vertical filament, Thus, if we have the solu- 
tions of the NLS, then the curvature k(t,l) and torsion x(t,f) are easily found if use (1) jointly with the NLS. The 
next step includes finding of a shape of corresponding vertical filament by means of parameterisation: 

3(&Z) = h’dl’ V(i,Z’), (3) 

where ?(t, 1) - radius-vector of points on the curve. 

606 



The problem thus is reduced to finding the tangent vector, which is the function of natural parameter and 
time. In this case it is necessary to solve three equations of Ricatti: 

@Ii - + ik(t,Z)cp, - 
dl 

y(l -cp;)= 0, k = -1,2,3. (4) 

Here 
vk + in, 

(Pk = 1-h ’ 

vk , nk and bk- are the components of appropriate vectors. 
Knowledge of cp allows to recover 0 , with one ambiguousness, which results from different ways of 

taking co-ordinate systems. In this paper we will not determine the shape of vortex filament, and consider only 
some explicit expressions for curvature and torsion. Let us nevertheless note the occurrence of one interesting 
circumstance. If linearizing (4) by substituting of 

into it (indices are omitted), we obtain equation of the second order: 

(5) 

In general case it can’t be integrated, but if for some values k(t,f) and x(t,l) finding of full set of precise linearly 
independent solutions { Q1,2} : 

(6) 

then development of systematic procedure of construction of new integrated potentials, by analogy with the 
known Darboux’s transformation is possible. Let Q, and QDz to be solutions for (5). Direct test evidences that the 
function 

satisfies (5) with new potentials: 

(7) 

For reality of the k[ l] and x[ l] it is necessary to take the function S by the special manner and to solve not one 
but two integrable linear equations of the second order [2]. 
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2. Some precise solutions. 

This paper is confined with demonstration of three precise solutions for the NLS, which lead to closed 
vortex filaments. We are interested frst of all with possible models of frontal vorticity for intra-thermocline 
lenses. Using the Hirota method it is possible to construct such solution [2]: 

x=- 
2psin(pf)sin(2a)E(AE2 + 1) 

A2E4 + 4Acos(pl)cos(2a)E’ + 2(2cos2(pl)+ Acos(4a))E2 + 4cos(pf)cos(2a)E + 1 ’ 

(9) 

Ic = aJA2E4 +4cos(pl)cos(2ct)E(1 +AB2)+2E2(Acos(4a)+cos(2pl)+2)+ 1 . 
2(AE2 + 2cos(pZ)E f 1) 

It is assumed here that a is real, E 3 exp(pt + v) and 

b, =b, =exp{2ia}, b, =Abf, b4 =I, 6, =a, 

p= kp,/v, p = 2asina, A =--!-- * 
cos2 a 

(10) 

If a;tnk , where k E Z, then the solution of NLS will be non-singular. It can be easily seen that at 
t -+ +co (CL > 0)) x -+ 0, while k -+ a/2 = const In other words, the filament degrades with time into a flat 
curve of constant curvature, i.e. circle. We believe that this result is satisfactory proceeding from the above inter- 
pretation. Indeed, ratio of characteristic vertical and horizontal scales for lenses in the ocean was found to be 
-10e3. Intrusive flows, extending along intrinsic horizontal isopycnal surfaces, are assumed to be one of the pos- 
sible “sources” of lens generation. Speed of the intrusive tongue in the centre and outmost is different due to vis- 
cosity, so the area of an arbitrary “liquid contour” will be changed in time. In accordance with the Bjorknes theo- 
rem the Coriolis’s force results in the change of the vorticity existing at the time being. Numerical experiments 
show that if the initial vorticity is non-homogeneous, than the evolution of intrusive flow will result in separation 
of eddy, where the latter may be assumed as lens at the initial stage. Non-coincidence of isobaric-isopycnal sur- 
faces provides for origination of vertical vorticity, which due to smallness of mixing effects will be focused on 
frontal zone and is being the vortex tube under investigation. Following the lens formation, the horizontal pres- 

sure gradient oblates the lens in vertical, leading thus to its horizontal diffluence. In so doing, the frontal vortex 
filament is transforming into a flat curve. Therefore the solution suggested above can be used as a dynamical 
model for description of evolution of frontal vorticity in collapsing submesoscale coherent eddy, which occurs in 
the reference frame moving on average at the speed of V, . 

Let us take one more example of the similar solution, which is also suitable for simulation of collapse. 
We will exclude the explicite form of torsion due to excessive complexity of formulation, but will be confined to 
curvature, which is expressed by compact expression: 

A2 _ 4m2s2(1 + cosh(4kst)cos(st)) 
(scosh(4bt) + mcos(sl))2 ’ (11) 

where s=JAz_h2, m=> 
A 

and A II h - real parameters, satisfying to condition A2 - A2 > 0 

Expressions (9) and (11) are characterised by 1 periodicity and demonstrate exponentially quick collapse of 
lenses. So we can to identify this solution with the first phase of the lenses evolution (see experimental work [3]). 
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Analysis have shown the possibility of such NLS solutions which have the same asymptotic limit, but 
expression tends to it as polynomial (second phase of the lenses evolution [4]), and are not periodical. Curvature 
and torsion are described by relationships: 

k= 
A,/256A8t4 + 128A6(Zt)2 + 16A4(14 + lot’) - 24A212 + 9 

2(16A4t2 + 4A212 + 1) 
* 

(12) 

128A41t x=- 
256A8t4 + 128A6(ft)2 + 16A4(i4 + 10t2) - 24A212 + 9 ’ 

whereImA=O.At t++oO,x-+O , and k -+ a/2 = const , analogously to (9) and (11). Let us note that 

all above mentioned solutions permit introduction of new parameters, for which the asymptotic limit of torsion is 
any infinitesimal value, but not zero. In this case the filament degrades into quasi-flat (not absolutely flat) curve. 
For example in case of (9) it will be represented as narrow closed spiral with the step 27/p. 

It can be checked, by analysing asymptotic limit of corresponding solution (1). We present the solution 
of the non-linear Schredinger equation in the form: 

U(t,I) = U,(l - Q(t,Z)), U, = aexp(2ia2 t) , (13) 

where Q(z,f) is a small perturbation, which will consider periodic on I with the period L. Substituting it into 
NLS we get the single-line equation for Q(t,r) in the first drawing which can be solved by the Fourier method. 
Modes with direct numbers satisfying the inequality: 

bring about the exponential growing of amplitude with a time, being indicative of instability [5]. 

It is possible to construct the superposition of exponential and rational solutions (11) and (12). For this 
aim it is necessary to obtain the non-linear superposition formulas of NLS via Darboux transformation. LA-pair 
for NLS has the form: 

Y, = io,YA + QY , ‘y, = 2io,YA2 + 2QYA + WY, (14) 

where 

h - complex spectral parameter, o3 - Pauli matrix. 

Let Yi,* are solution of the system (14) by the some values of the spectral parameters hi,* and fixed Q . 

We define matrix functions 2k = ‘yk Ak Yi’ , k=l,2 . Then, the LA-pair equations are invariant under the 
Darboux transformation: 
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Y-+Y(l)=YA-ZY’, 

Q + Q(l) = Q + ih A, (15) 

W-P W(1) = W + 2[Q,z]+ 2i[o, ,z], 

where square brackets denote the commutator and r=rl or ‘~2. The solutions (11) and (12) were obtained by ti 
(15) with iJ fi-om the ( 13). 

Non-linear superposition formulas can be obtained by the fact that two sequential Darboux transform 
tion are commuting operators. In particular: 

QC 1,2)=GV> 1 )=Q3. 

Therefore 

Q, =+tQ, +Qd+Qiw (16) 

where Qi and Qz are calculated by the solutions (1 l)-( 12), and 

+(r2 -qD(Q, +Q, -2Q>o,(,c2 -Q,q +$(Q2 -Q,@Q-Q, -Qd(Qz -QI)) 

with 

A=det(z, -z,),crl = 

rn is the diagonal path of the matrix r whereas 

‘k,F = $@k -Q>, k-1,2. 

Let zk D - =diag( ak / 2, a; / 2) . Using the third formula from the (15) and the explicit form of the matrix W we 

get 

bk =-i uw;,, - ui wk I 

luk/2 - I”12 ’ 
, w, =lJ, -u. (17) 

After substitution (17) into (16) we get non-linear superposition formula for the solution (11) (Cri) and (12) ( UZ): 

u, =+I, +u,>+uti,, (18) 

u 
mt 

= (b; -b;)2(U, +U, -2U)+(U, -U2)2(U1 +U, -2U)’ -2(b; -b;)I(UI -U,) . 

I4 - b212 + ‘u, - rr,12 
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It is possible to choose parameters such the way that the exponential solution ZJ, will be dominating by the small 
times and the rational solution lJ, will be dominating by the t + 00. Thus the (11) is the unification model of the 
collapsing vortex filament which contain the first (exponential) phase and the second (rational) phase. 
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Abstract. The pattern of circulation in the area adjacent to Southern Brazil and Uruguay was 
investigated with the help of an inverse model based on heat and mass budgets closure requirements. 
The model predicted energetic northward flow over the shelf, between the coast and the Brazil Current 
flowing southwards along the shelf break. This previously unknown northward current on the shelf was 
then directly observed during 90 days of current measurements at mooring station (virtually the first in 
situ velocity measurements in the region). 

1. Introduction 

The area of this study is adjacent to the coast of Southern Brazil and Uruguay, between 30- 35“s and 
50- 55” W. Until recently, there were no in situ data on circulation in the area, while a large array of data 
on sea temperature and surface heat fluxes collected through the last 30 years is available. The region is 
located near the Brazil-Malvinas confluence front. There is strong influence of both the Brazil and the 
Malvinas currents on circulation in the area. The other important factor contributing to local physics is 
considerable fresh water input from the Patos-Mirim lagoon, which is among the largest lagoons of the 
world, and especially from the Rio de la Plata (Plata river) estuary. Little is known about the pattern 
of coastal circulation in the area. Very few, if any, direct measurements of currents have been previously 
made, though some information have been obtained by indirect means such as water masses analysis. 
However, as discussed in [I], conventional TS analysis which depends on isopicnal mixing hypothesis and 
discriminates between three water masses at the most, may not be applicable in this complex region of 
intense mixing activity and water mass transformation, 

Previously, it has been generally believed that in summer the southward flow should dominate the 
region, while in winter the northward circulation should prevail. There were good reasons to believe so, 
because, as it is known, during the austral summer the poleward transport of the Brazil current increases 
while the equatorward transport of the Malvinas current weakens, and during the austral winter the 
situation is opposite, e.g. [a]. I n addition to this, in winter the prevailing winds are southwest, while in 
summer the northeastern winds are most frequent. 

We shall show below, however, that the equatorward flow bringing fresh waters from the Plata estuary 
to the north of the region exists even in summer, despite of the prevailing northeastern winds. This 
conclusion was first drawn based on inverse modeling, as previously reported in [4]. In the present paper, 
we also discuss experimental evidence of the southward shelf current as revealed from 90 days of direct 
current measurements at mooring station. 

2. The model 

The model is based on joint analysis of observed seasonal cycle of SST along with the fields of insolation 
and surface heat fluxes. From the integrated heat equation, the “residual” flux required to heat budget 
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closure was computed. This residual flux may account for advection, diffusion and entrainment. Diffusion 
has been neglected based on scaling estimates.of term sizes, while the entrainment was parameterized 
through the observed changes of the mixed layer depth. The rest of the “residual flux” was assumed 
to be associated with advection. The fields of advection together with the fields of SST determine the 
cross-isotherm velocity components, while the along-isotherm components cannot be determined from 
the heat equation. However, cross-isotherm components given, along-isotherm components can be found 
from the mass conservation, with the help of boundary conditions. 

The heat equation applied to the transition between two subsequent seasons 1 and 2 reads 

cp(Tzh2 - Tlhl - ToAh) = &(1,2)At + 41,2) . h(l,z) . At 

where T is surface temperature, h is mixed layer depth, Q is net surface heat flux, A is advection, t 
is time, the subscripts 1 and 2 correspond to the seasons 1 and 2, respectively, and the subscript (1,2) 
indicates average value between the two seasons. Further, Ah = hz-hl, and TO is the average temperature 
in the entrained “seasonal thermocline” . If the temperature in the entrained layer is approximately linear 
in depth, then TO - (Tl + T2)/2. With this assumption, the equation above was used to determine 
the fields of advection. The next step was to reconstruct the velocity fields starting from advection and 
temperature. By definition, 

A = -C/IV. (CT). 

With the assumption of a horizontally non-divergent flow, this expression reduces to 

A = -cpu” v .T. 

Thus the component of velocity parallel to the gradient of temperature (hereafter called the crvss- 
iso&zrm component I?,,) can be determined simply as 

rl,, = -t&/z v .T. 

However, an arbitrarily large along-isotherm component 3a~ can be added to the velocity determined 
thereby without changing advection. Additional physical constraints are required to find G*,I. These 
constraints can be provided by the requirement of continuity, with the addition of boundary conditions. 
The problem then is to find the vector field ca,(z, y), w K h’ h is orthogonal to the field rjer(t, y) determined 
as above, and such that 

= 0, 

0, 

where IC means at the coast, and 

Further details about the inverse model can be found in [4]. 

3. Direct current measurements 

The observations were conducted during the period from March 4 to May 27, 1997, corresponding to 
austral summer and autumn. A conventional current meter was used at a mooring station at 32”41’S 
and 52”27’W. The instrument was deployed at the depth of 15 meters, while total depth at the station 
was of 50 meters. Another current meter was installed at 45 meters depth, however, due to instrument 
malfunction, the data series obtained at 40 meters was much shorter than that of 15 meters. In the present 
paper, we restrict our discussion to the upper current meter. The speed and direction of current was 
recorder every 30 minutes. We used also the wind data obtained simultaneously at coastal meteostation 
in the city of Rio Grande at approximately 32”S, 52”W, some 40 miles away of the mooring station. More 
experimental details are given in [3]. 
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4. Results and discussion 

The seasonal fields of surface velocity as obtained from the inverse model are shown in Fig. 1. Perhaps 
the most interesting finding is the energetic northward flow on the shelf, between the Brazil Current and 
the coast of the Brazilian state of Rio Grande do Sul. This equatorward current can be seen in all seasons 
including summer (in fact, especially in summer), in notable disagreement with previous views. However, 
the direct measurements generally confirmed the model results. The low passed series of the along-shore 
and cross-shore velocity components, along with those of wind stress, are depicted in Fig. 2 (day 1 in the 
figure corresponds to March 4, 1997). The positive (i.e. northward) alongshore velocity predominated 
throughout the observations, except during exceptionally strong events of northern winds. A contour plot 
of the along-shore velocity as a function of the along-shore and cross-shore wind stress is shown in Fig. 3 
(darker tones correspond to southward flow direction, contours are drawn with the increment of 10 cm/s, 
zero contour is indicated with an arrow). As it can be seen in the figure, the contour of zero velocity is 
displaced relative to a zero line of the along-shore wind stress. Thus, only strong northern winds can 
overcome the “background” northward flow which otherwise predominates over the study region. 

As we argued in [4], this circulation pattern is likely to have barotropic nature and be related with 
massive freshwater discharge from the Plata and Patos estuaries along with the onshore component of 
Ekman transport. The flow, which can be often clearly seen in satellite imagery, starts at about 35”s and 
can be traced to as far north as 27”s or farther, occupying the entire shelf. The characteristic values for 
the velocity are up to 50 cm/s in seasonal average, however instantaneous values of over 100 cm/s have 
been registered at the mooring station. The corresponding equatorward volume transport over the shelf, 
by some estimates, can be as large as up to 1 Sv. Thus, the observed flow represents a major coastal 
current which largely determines oceanographic conditions off Uruguay and Southern Brazil. Since a 
large part of the current extension lies along the coast of Rio Grande do Sul, we propose to refer to the 
flow as the Rio Grande Current. 
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Abstract. Over 300,000 quality controlled local reports from ships of opportunity complemented 
with the data extracted from global data records is used to investigate the variability off the coast of 
Southern Brazil and Uruguay in a range of temporal scales from interannual to secular. With respect 
to behaviour at these scales, three distinct areas can be identified in the study region. The first one, 
located over the shelf and controlled by winter invasions of subantarctic water along with the Plata river 
and Patos-Mirim lagoon discharges, is characterized by energetic mean square variability (from 1.4 to 
2.2”c?, after removal of seasonal signal), and extremely high secular trend towards warming (1.2 to 
1.6’C per 100 years), especially in proximity of the estuaries. The second one, area of the Brazil Current 
influence, exhibits smaller variability (1 to 1.4”C2). The secular trend is from 1 to 1.2”C per 100 years, 
smaller than observed in the shelf, but still high compared to the global average. The third area, which 
encompasses eastern deep ocean part of the region away from the influence of either major currents or 
coastal discharges, exhibits less energetic variability at all examined scales, as compared to the rest of 
the region. In winter, a thermal front forms in the study region. The position of this frontal zone is a 
subject to strong year-to-year changes. The interannual variability of the front position is investigated. 

1. Introduction 

The study region lies between 27” and 35” of southern latitude, and between 41” and 54’ of western 
longitude, near the Brazil-Malvinas confluence. The confluence region, one of the most energetic areas 
of the world ocean (e.g. [3]), is characterized by strong thermohaline gradients and intense mesoscale 
activity (e.g. [4,6,7]). The shelf of the area is under large influence of freshwater discharges from the 
Plata and the Patos-Mirim estuaries ( e.g. [5,8]). C oas a waters discharged from the estuaries tend to t 1 
propagate northwards over the shelf [12]. I n austral winter, a thermal front forms in the study region, 
separating warm tropical water associated with the Brazil Current and cold subantarctic water flowing 
northward on the shelf with an admixture of coastal freshwater discharges. 

The behavior of the confluence region at different temporal scales and interactive relationship of this 
behavior with climate variability have been a subject of many studies. However, most of previous works 
have addressed annual or shorter temporal scales. The interannual and lower frequency variability in 
the region is less well known. In the present work we use a set of local historical data (1854-1994) to 
investigate SST variability at temporal scales from interannual to secular. 

2. Data and procedure 

The dataset used in this study was made up of over 300,000 individual surface marine observations 
collected between 1854 and 1979 mostly by ships of opportunity and accumulated by the US National 
Climatic Center (Tape Data Family ll), [1,2]. Th’ 1 1s ocal historical data, available only until 1979, was 
then complemented with the monthly “optimum interpolation” (01) SSTs for 1981-1994 [ll]. The 01 
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fields were produced based on the U.S. National Meteorological Center (NMC) file of in sutu surface 
marine observations, blended with satellite based SSTs which served to improve the analysis in the areas 
with inadequate in situ sampling. Thus we obtained a regional 1 x 1 degree set of historical SSTs for the 
period from 1854 to 1994, at monthly temporal resolution, although with a number of gaps, especially in 
the beginning of the series. 

The mean SST and the seasonal cycle were removed from the series, and secular trend was then found 
at all grid nodes as a best linear fit to a corresponding series of anomalies. We then subtracted the trend 
from the anomalies series and computed the mean square variability. An important part of the work 
was the investigation of interannual migrations of the frontal zone on the shelf. We restrict this part of 
discussion to the month of July only, which had the best historical data coverage of all winter months. 
As an indicator of the position of the front, we adopted the 17°C isotherm of SST (see also [lo]). 

3. Results 

3.1. “Global change”: secular trends of SST 

The spatial distribution of secular trend (converted to units of ‘C / 100 years) is shown in Fig. 1. 
Everywhere in the region the trend is positive, indicating warming. Detailed look at the SST series 
reveals that most of this warming has been occuring during the last 6 decades, while little or no trend 
was observed before 1940s. It seems also that the increase of winter SSTs was larger than that of summer 
ones. 

In global average, the increase of SST over the past century is believed to be about 0.4’C (e.g. [9]). 
For most of the area of this study, the secular warming is significantly above this global average. In 
the deep ocean part of the region, the isopleths of secular trend are oriented predominantly along the. 
shore. From a minimum of about 0.5”C / 100 yrs in the southeastern extremity of the region, the trend 
increases towards the shelf and attains local maximum with the values over 1.2”C / 100 yrs in a broad 
zone adjacent to the continental slope, probably controlled by the Brazil Current. 

The secular trend shows small local minimum near the shelf break, and then continues to grow towards 
the coast. Over the shelf, the warming is remarkably strong (1.2 to 1.6“C / 100 yrs) and is distributed 
again as a tongue-like pattern narrowing northwards. The maximum trend is observed in the areas 
directly adjacent to the Rio de la Plata estuary and Patos-Mirim complex mouth, suggesting that this 
anomalously strong secular change may be related to the influence of river runoff. 

3.2. Inter-annual variability 

Next, the secular trends were subtracted from the series of anomalies and the mean square variability 
was computed. The map in Fig. 2 illustrates its spatial distribution. Overall, it ranges from less than 
1”C2 to over 2.2’C2. In most of the deep ocean portion of the region, the overall mean square variability 
is between 1 and 1.6”C2. The variability on the shelf is higher than that in the deep part of the study 
area. Along the coast in the southern part of the region, the already expected tonguelike spatial pattern 
can be observed, which has been recurrent throughout this study. There, the SST variability attains 
maximum values (up to 2.3”C’). 

3.3. Variability of frontal position 

A set of maps was plotted (not shown) representing the July positions of the 17’C isotherm for all 
individual years, in order to assess the interannual migrations of the frontal zone. Fig. 3 gives a summary 
of this variability. In order to prepare the figure, we first determined the overall mean position of the 
isotherm, shown as a bold contour labelled “3”. The individual years were then grouped in two classes: if 
in a given year the 17” isotherm merged into the coast north of the mean position, the year was classified 
as “cold”, otherwise it was considered “warm”. Fig. 3 shows average positions of the isotherm in “cold” 
(contour labelled as “2”) and warm (contour “4”) years. The fi gure shows also the northernmost (year 
1911, contour “1”) and southernmost (year 1992, contour “5”) observed positions. 

The data coverage allowed to determine the front position for 104 individual years. In these years, 
the northernmost latitude varied with a range of more than 7 degrees of latitude, or about 1400 km of 
along-coast distance, from about 27.0’S (in 1911) to 34.3’S (in 1992). The mean value was 30.1”S, with 
standard deviation of 1.6’ _ 
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4. Conclusions 

One can devide the region into 3 areas, each area exhibiting distinct behaviour with respect to the low 
frequency variability. 

Area 1, adjacent to the coast as a belt narrowing northwards, appears to be controlled by Plata and 
Patos-Mirim runoff along with invasions of subanctarctic water. The interannual variations in this area 
are very energetic, with mean square variability ranging from 1.4 to 2.3”C2. The area shows also very 
strong secular trend towards warming, with maximum values of up to 1.6’C per 100 years are observed 
near the estuaries. 

Area 2, in central part of the region, may be identified as the area under the influence from the Brazil 
Current. The mean square variability ranges from 1 to 1.4”C2, while secular trend is of 1 to 1.2’C per 
100 years, i.e. smaller than observed in the area 1, but still high compared to the global average. 

Area 3 in the eastern part of the region is away from the influence of either major currents or coastal 
discharges and therefore, as compared to the rest of the region, exhibits less energetic behaviour. It shows 
moderate interannual changes (mean square variability is about 1.2’C2 in most part of the area) and 
relatively small (0.5”C to 1°C per 100 years) secular trend, comparable to global average. 
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Abstract 

The Stolpe Channel is the deepest trench in the Baltic Proper which allows salty waters from the North Sea 
to penetrate eastward into relatively deep basins of the Central and Northern Baltic. We examine closely spaced 
CTD transects across the Stolpe Channel, measured between April 1993 and November 1996, to investigate the 
variability of the thermohaline structure of overflow water. When the winds are weak, moderate, or fresh, the 
transects show a fan-like spread of isopycnals approaching the southern slope of the channel, pinching of 
isopycnals approaching the northern slope, and a displacement of the densest water towards the northern slope. 
Under gale winds from the west-south-west, this observed fanned/pinched structure disappeared. We suggest 
that this feature of density field results from the Ekman transport in the bottom boundary layer provided that the 
overflow consists of two competitive components: a permanent density current and a variable wind-induced 
geostrophically-adjusted barotropic flow in the channel. A 3D numerical model of wind-driven circulation in the 
Stolpe Channel is developed. The model confirms the suggested driving mechanism of the fanning/pinching 
effect. 

1. Introduction 

The Stolpe Channel, or the Slupsk Furrow in Polish, is the only channel for salty North Sea water to enter 
the Eastern Gotland Basin and the Gdansk Basin, this basin is extremely important for deep water ventilation in 
the Central and Northern Baltic (see Fig. 1). The Stolpe Channel is zonally elongated and is approximately 100 
km long and 30 km wide. At the Slupsk Sill, which separates it from the Bomholm Basin, the maximum depth 
is about 67 m. In the central part of the channel, the depth increases to 90 m, and then decreases eastward to 
about 75 m at a less prominent sill in the eastern part of the channel. The Stolpe Channel overflow water has a 
thickness of about 10 m at the western, major sill, and a density jump of about 4-5 kg me3. Estimates of the 
mean eastward transport of salty water through the Stolpe Channel from different box-type, budget models fall 
intherangefrom 1.1~10~ m3s-’ [3] to 3.3~10~ rn3s-l [8] and (2.3-5.4)x104 m3se1 [13]. 

In general, the overflow through the Stolpe Channel is expected to be similar to a well-documented overflow 
of cold, relatively fresh, dense water from the Norwegian Sea into the North Atlantic through the Faroebank 
Channel [ 1, 5, 151. However, there are substantial difference in scales between these two overflows. In the 
Faroebank Channel overflow, the depth of channel, the layer thickness, the density jump, and the transport 
differ by factor 13, 30,O. 1, 50 from respective estimates for the Stolpe Channel. The difference in the depth of 
channel is of first-order importance for the dynamics of the overflow. Salty water transport through relatively 
shallow Stolpe Channel depends on the wind [9], and a standard deviation of the transport due to wind forcing 
is expected to be about the same as the mean. Salinity in a layer of overflowing water can vary by 2 psu within a 
few days, notably in periods following the major inflows [2]. By contrast, the cold water overflow through the 
Faroebank Channel is pretty persistent: the standard deviation of along-channel current is much smaller than 
the mean [15]. 
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The structure of density field in the Faroebank Channel was characterized by pinching of isopycnals 
observed at the left channel’s wall with respect to the downstream direction for the cold water overflow [ 1, 51. 
Johnson and Sanford [5] explained this feature of density field by a cross-channel, secondary, clock-wise 
circulation created by the Ekman transport in the bottom boundary layer and a cross-channel flow observed at 
the upper interface of the cold water. In this paper, we focus on similar phenomena observed lately in the Stolpe 
Channel. 

54.6 -50 
1 
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Map of a part of the Baltic Sea showing the ship tracks with CTD profiling in the 
Channel (bold lines) and a domain of the model (dashed rectangular). 

Stolpe 

2. Data 

We will examine six closely spaced CTD transects across the eastern part of the Stolpe Channel, measured 
between April 1993 and November 1996. The data were obtained with a Neil Brown Instrument System Mark 
III CTD profiler. To achieve high horizontal resolution, the CTD profiling was carried out from a winch-driven, 
towed undulating vehicle. The vehicle was equipped with a freely-suspended, long, heavy chain to prevent the 
profiler from touching the ground. Using this technique, we were able to obtain a horizontal resolution of a few 
hundred meters and to obtain measurements as close as 2 m to the sea bed [ 141. 

The ship tracks with CTD profiling are shown in Fig. 1. A transect, labeled a4, was made in April, 1993 
(the 29th cruise of the R/V Professor Shtockman); the next three transects, b2-b4, were obtained in September 
1994 (the 33rd cruise of the R/V Professor Shtockman); and the last two transects, cl-c2, were made in 
October-November, 1996 (the 66th cruise of the R/V Shelfi. 

The wind conditions varied during the field measurements. On April 14, 1993 (transect a4), the wind was 
from the NE at 4 to 9 m s-*. On September 22-23, 1994 (transects b2-b4), the prevailing wind over the Stolpe 
Channel was from the west at 2 to 8 m s-l. On 20 October 1996 (transect cl), the wind of 4 to 7 m s-r was from 
the NW. Finally, on November 1,1996 (transect c2), there was a gale from the WSW with wind speeds of 14-19 
m se’. 

3. Thermohaline structure of the overflow water 

Figure 2 shows two-dimensional plots of salinity versus distance and depth for all six transects. In the 
halocline and the overflow (bottom) layer, the contribution of salinity to the density stratification is more than 
20 times greater than that of temperature, so we will consider salinity field only. 



A striking feature of all the transects but one (~2) is that the halocline is very narrow (pinched) in the 
northern part of the channel and widens to the south producing a picturesque fan-like image. The densest and 
saltiest water in the channel is not located at the deepest depths of the channel, but is found on the northern 
slope of the channel. For brevity, this triple effect (pinching and fanning of isopycnals at opposite channel sides, 
and the displacement of the densest water towards the side with pinched isopycnals) is referred to as the 
fanning/ pinching effect. The sole exception is the c2 transect, which was obtained under a gale south-westerly 
wind. 
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Fig. 2. Salinity vs. distance and depth in the transects across the Stolpe Channel. 

From the data shown in Fig.2, we infer that the fanning/pinching effect exists permanently in the eastern 
part of the Stolpe Channel in low to fresh winds of any direction, and disappears under gales from the west- 
south-west. Objectives of this paper is to answer the following questions: 1) what are the likely dynamics of 
fanning/pinching phenomenon?; and 2) why was the phenomenon observed under weak to fresh winds of any 
direction but not observed under a west-south-west gale? 

Actually an explanation of similar phenomenon observed in the Faroebank Channel been already done by 
Johnson and Sanford [5]. They observed a very sharp, pinched in density interface between the cold overflow 
water and the water above near the southwest wall of the Faroebank Channel (i.e., by the left wall with respect 
to the downstream direction of the outflow). The isopycnals spread to the northwest, i.e., approaching the right 
wall of the channel. Measurements of vertical profiles of the current showed a well defined Ekman transport in 
the bottom boundary layer (BBL) to the southeast here. A flow of similar magnitude but to the southwest was 
found at the interface. The shear at the interface was sufficiently strong to overcome the stratification and 
generate shear instabilities. Hence, on the basis of these data, Johnson and Sanford [5] suggested that pinching 
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of isopycnals near the southwest wall was present owing to upwelling of the Ekman flow in the BBL, while the 
isopycnals spread to the northeast owing to mixing through shear instabilities at the interface. 

According to [5], two different mechanisms are responsible for the fanning/pinching effect observed in the 
Faroebank Channel overflow: the bottom friction in rotating fluid and enhanced mixing at the interface between 
the overflow water and the water above. Observing a similar fanning/pinching effect in the Stolpe Channel we 
are not sure that both these mechanisms do work here. Namely, we have some doubt whether the fan-like spread 
of isopycnals towards the southern wall of the Stolpe Channel is due to shear instabilities at the interface. We 
suggest that both pinching and fanning of isopycnals as well as the displacement of the densest water towards 
the “pinched’ wall of the channel can be produced by the Ekman transport in the BBL solely. 

In order to understand why the fanned/pinched structures were observed in the channel regardless of the 
wind direction, provided that the wind velocity is not too high, the following consideration could be applied. 
The overflow can be considered as a superposition of a climate, long-term eastward component, and a synoptic, 
wind-driven component of variable direction and intensity. At slow to fresh winds, the long-term component 
dominates, so overflow water is moving towards the east, producing the fanning/pinching pattern of isopycnals. 
At southerly and westerly gales, as in the c2 transect, the wind-driven component of circulation dominates, and, 
being directed to the west, destroys the fanning/pinching structure and even can produce the reverse structure 
with pinching by the southern wall and fanning by the northern wall. 

To examine the effect of wind on the structure of overflow water in the Stolpe Channel we apply to 
numerical modeling. 

4. Numerical modeling 

In the last decade, the most popular tool for the Baltic Sea circulation modeling was a free surface version of 
the GFDL ocean circulation model [6] which is based on the Brian-Cox-Semtner code developed at the 
Princeton University. In this model, turbulence is considered as viscosity for momentum and diffusion for 
temperature and salinity, and the coefficients of turbulent viscosity and diffusion are prescribed as a given 
function of vertical coordinate. This model has been used for different aspects of Baltic Sea studies [3, 10, 161. 

The rigid lid version of the model was used by Krauss and Brtigge [9] to learn the wind-produced water 
exchange between deep basins of the Baltic Sea. The model predicted the eastward transport in the lower layers 
of the Stolpe Channel for northerly and easterly winds, and the opposite, westward transport for southerly and 
westerly winds. Note that the model [5] did not consider a long-term climate component of salty water overflow 
in the Stolpe Channel originated from the North Sea. 

Following [5] we focus on numerical modeling of wind-driven circulation in the Stolpe Channel. The 
present modeling is based on a 3D, primitive equation, numerical ocean model created in the Princeton 
University by Blumberg and Mellor [ 111. It is a o-coordinate model in that the vertical coordinate is scaled on 
the water column depth. The vertical component of momentum is treated by the hydrostatic approach which 
filters out short internal gravity waves. The model has a free surface and a split time step. It contains an 
embedded second moment turbulence closure based on hypotheses by Rotta and Kolmogorov extended to 
stratified flow cases [ 121. The latter is a great advantage of this model with respect to the GFDL model provided 
that one is interested in adequate description of turbulent bottom boundary layer. To describe the bottom stress, 
the logarithmic boundary layer hypothesis is applied which reduces a bottom boundary condition for the 
momentum equations to prescribing the roughness parameter. 

The selected model domain covered an area 15.4°-19.0”E, 54.95”-55.71”N, or 228.0x84.5 km (see Fig. 1 
where the model area is marked by a dashed line). This area includes the whole Stolpe Channel, the main body 
of the Bornholm Basin, and a part of the GotlamVGdansk Basin of about the same space as that of the Bomholm 
Basin. The bottom topography is taken from [ 171. Horizontal grid steps are chosen at 6.33 km and 2.22 km in x 
and y directions (eastward and northward respectively)! Such steps yield reasonably good resolution of the 
Stolpe Channel geometry. To achieve a fine vertical resolution in the bottom boundary layer we use a variable 
step in o-coordinate from 10% of the water column near the sea surface to 2% of the water column near the 
bottom, The model grid has altogether 37x39~20 points, so the calculations can be performed using an ordinary 
PC Pentium. To avoid the problem of open lateral boundary conditions we set an artificial coastline at lateral 
boundaries of the model domain. Despite the artificial coastline can generate some changes in the structure of 
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currents in the channel it does not seem critical if one intends to learn which currents are favorable for the 
development of fanning/pinching effect. 

As to the initial conditions, a horizontally uniform initial distribution of temperature and salinity within the 
whole model domain is applied, and respective vertical profiles are taken from CTD measurements in the 
Bornholm Basin in April 2, 1993 at 15’59’E, 55O14’N [4]. Zero heat/salt fluxes are applied at the sea surface 
and the sea bottom. The roughness parameter, z*, is taken at 1 cm. The model runs are performed at different 
magnitudes of a steady, horizontally uniform wind forcing described by the surface wind stress vector (zs, 7,). 

Fig. 3 is an example of numerical computation of the wind-driven overflow of salty water in the channel. 
The easterly wind induces geostrophically-balanced,eastward flow of salty water in the channel. Therefore, the 
bottom Ekman transport is to the north, producing the convergence (divergence) of secondary circulation at the 
northern (southern) walls of the channel, and as a consequence, the fanning/pinching of the isopycnals. The 
wind of opposite direction (from the west) produces the reverse pattern of fanning and pinching, just as it was 
observed under a westerly gale (see Fig. 2, ~2). 
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Fig. 3. Contours of along-channel component of the current (b, d), and vectors of cross-channel 

components of the current imposed on isopycnals (a, c) for 17.4”E transect. Top: z, = - 0.5 kg m“s‘ 
‘, t = 1 day (easterly wing); Bottom: the same as top panels but for the westerly wind (zX = 0.5 kg rn- 
k2). 
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It is worth noting that the model does not show a significant shear at the interface between the overflow 
water and the water above which could produce widening of isopycnals due to mixing through shear instability 
as it was suggested in the case of the Faroebank Channel outflow [5]. 

Because the model is capable to describe the wind-driven circulation only, it is reasonable to compare the 
modeled volume rates of salty water overflow with respective climate estimates cited above. We define the 
overflow water as the water with density of 1007 kg rns3 (respective value of salinity is about 8.8) or more. Then, 
using the x-component of current at the 17.4’E transect taken from the model runs we can calculate V, the 
volume rate of overflow water through the channel. Such calculation was done for f = 1,2, 3 day and z, = -0.1, - 
0.2, -0.3, -0.5, -1.0 kg rn-‘i2. Runs of the model under these values of steady wind stress show that Vvaries 
within 20% for a period of 1-3 days, and it makes possible to calculate V,, a time-averaged value of V. The 
volume rate of wind-driven overflow increases about linearly with the wind stress: the linear log-log regression 
yields a dependence 

v* = 1.13 x 105Jz*)e.79, (1) 
where V, is in m3s-‘, and z, is in kg rn-‘s-‘. In accordance with (1) V, varies from 1.83~10~ to 1.13~10’ m3s-’ 
with the increase of wind stress from 0.1 to 1 .O kg rn-‘se2 (respective range of the wind velocity is from 8 to 16 m 
s‘l [7]. Taking a value of 5x lo4 m3d’ as the upper estimate for the climate (presumably density-driven) eastward 
transport of salty water in the Stolpe Channel we found from (1) that the overflow of the same volume rate can 
be driven by applying the easterly wind stress of 0.36 kg rn-lsm2 (equivalent wind velocity is about 13 m s-l). 
Hence we may assume that the opposite, westerly wind of the same or higher value of stress will be able to 
destroy the fanned/pinched structure of isopycnals in the channel, as it was observed in transect c2 (Fig.2). 
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YEAR-TO-YEAR CHANGES OF DENSE BOTTOM WATER SPREADING IN 
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CASCADING 
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Distribution of cold bottom water over the shelf of Peter the Great Bay was investigated by the data of 
water temperature at the bottom obtained in winter and spring of 1960- 199 1. Very cold (usually below 
-1 C) bottom water mass forms here in winter and in some years it approaches the shelf edge. Episodic 
salinity measurements display the high salinity (> 34.2 psu) of this water, so its density is enough for 
cascading down the continental slope. Ice freezing is suspected as mechanism of this water formation. 
Maxima1 spreading of the cold water is observed in February-March usually. Approximately in a half of 
winters the cold water approaches the edge of Peter the Great Bay shelf. It happens in two points usually: 
southward off Gamov Cape (western part of the Bay) and in the central part of the Bay where a canyon 
had been found. The year-to-year deviation of the cold water spreading from climatic boundaries shows 
periods of predominance of extremely vast / minimal spreading. The cascading was possible in 1965 
1966, 1977-1979, and especially in 1983-1986 when the spreading -was vast. During long periods in early 
70-ies and in 90-ies the cold water spreading was insignificant so cascading was impossible. This 
conclusion is confirmed by recent studies of the bottom water in the Japan Sea basins, which have showed 
cessation of renovation in the last decade. 

Coastal Ocean Workshop 

What is the reason of active ventilation of the Japan Sea deep and bottom layers? Some authors (as [ 1,4], 
and others) suggest that a dense water forms in winter on Primorye shelf. Indeed, in Peter the Great Bay we have 
found very cold and salted water (the Bottom Shelf Water = BSW) with the density higher than 27.4 at the 
bottom (Fig. 1) that had be able to sink to the deepest layers of the Sea. As any water mass, the BSW is limited 
by front that is especially sharp in the field of temperature. This fact allows us to use the data of rather frequent 
temperature observations from the last 3 decades (since 1960 to 199 1) for investigation of year-to-year changes 
of this dense water spreading and to determine the possibility of cascading as the hypothetical process of its 
sinking along the continental slope. 

Although the BSW could be traced in the field of temperature, it is important that it isn’t formed by 
thermal convection, but by ice-freezing, other words, it is a brine. The intensity of the brine formation depends 
on complex of hydrometeorological parameters during the freezing and before it [7]. The most important 
conditions favorable for intensive formation of the densest BSW are: shallow water (with low heat content), high 
initial salinity of freezing water, low temperature during freezing, and strong off-shore wind (that leads to 
repeated or permanent freezing). 

Climatic positions of the front that limits the BSW for every 1 O-days period during January-April are 
presented at Fig.2. The BSW locates in inner part of the bay in January - early February, then (from middle of 
February to middle of March) it approaches to the shelf edge, but later, in spring, it forms a cold spot in the 
central area of the Bay with flat bottom where disappears gradually. There are two places where the BSW is 
closer to the shelf edge: southward off Gamov Cape (western part of the Bay) and in the central part of Peter the 
Great Bay where a canyon had been found. In both places the BSW doesn’t reach the shelf edge usually, but in 
severe years it does. An example of vast spreading of the BSW is presented at Fig.3: in 1983 it reached the shelf 
edge in the western part of the Bay, especially at two underwater canyons. 
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Fig. 1. Temperature-salinity scattering diagram of near-bottom layer in Peter the Great Bay for several 
winter surveys in the last decade. Stations with very cold, salted, and dense Bottom Shelf Water 
(able to cascading) are shaded. 
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Fig.3. Distribution of temperature at the bottom when vast spreading of the Bottom Shelf Water in 
March 2 l-29 of 1983 (R/V “Omar”). Dotted line is the climate boundary of the BSW in late March. 

So, cascading and deep ventilation are possible in February-March of certain severe years in the western 
and central parts of Peter the Great Bay. Unfortunately, we have no any observations of the process of cascading. 
Usually even in the areas of the BSW approaching to the shelf edge the slope is occupied by less dense 
(relatively warm and low salted) water, as it was observed in March of 1998 (Fig.4). During 1960-l 99 1 there 
were 3 periods of wide spreading of the BSW (Fig.5): in the middle of 60-ies, in early 70-ies, and especially in 
80-ies, where in 1986 and 1988 the vast spreading had coincide with abnormally low temperature that lead to the 
highest values of specific density of the BSW up to 27.55. Since that time, during a decade, there weren’t any 
evidences of the BSW approaching to the shelf edge, thus, any chances of cascading and deep ventilation by this 
mechanism, till 1998, when cascading was possible. 

The last decade was the time of detailed study of the process of deep ventilation of the Japan Sea, and a 
conclusion was formed on cessation of bottom water renovation [3, 5, 61 and even on reconstruction of water 
structure of the Japan Sea [2]. The absence of cascading could be regarded as possible, perhaps the main 
important reason of the bottom water warming and deoxidization, and the cascading itself - as the important 
process of the Japan Sea ventilation. 
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