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Flows between ocean and marginal sea basins are often connected by narrow channels and shallow sills.
In this study, we address the effect of lateral and vertical geometric constrictions on mixing and hydraulic
control. We conduct a set of numerical experiments of the lock-exchange problem in the presence of lat-
eral and vertical contractions. Large eddy simulations (LES) are carried out using the high-order non-
hydrostatic spectral element model Nek5000. A spanwise-averaged 2D non-hydrostatic model, denoted
SAM, is also employed. Comparison between 2D and 3D models are conducted on the basis of the shape of
the density interface and the time evolution of the background potential energy that quantifies the cumu-
lative effects of the stratified mixing in the system.

LES indicates that an S-shaped channel induces the highest amount of mixing possibly due to the addi-
tional shears caused by the centrifugal force. Vertical and horizontal constrictions enhance mixing by the
trapping and breaking of the internal waves in between the obstacles. On the other hand, vertical and
horizontal constrictions overlapping with each other restrain the rate of the exchange flow, reduce ver-
tical shears and the mixing. The lowest mixing is encountered in a

W
-shaped channel. It is also found that

SAM appears to be accurate in identifying the hydraulic control points due to both horizontal and vertical
constrictions. A good agreement is found between SAM and inviscid two-layer theory regarding the
steady-state location of the density interface. However SAM overestimates mixing with respect to LES

since overturning eddies tend to merge in 2D, while they break down into smaller scales in 3D.
SAM is then further tested a realistic application to model the flow in the Bosphorus Strait. Here, the

main challenges of using SAM revolved around a non-trivial reduction of 3D geometry to a 2D mapping
function, and excessive diffusion with simple closures. The realism of SAM improves significantly using a
comprehensive turbulence closure of Very Large Eddy Simulation, VLES.

In conclusion, exchange flows in narrow straits pose significant computational challenges due to the
details of domain geometry and their impact on mixing. SAM with the VLES turbulence closure appears
to be an attractive modeling tool for a first-order assessment of dynamical problems involving mixing
and hydraulic effects.

� 2009 Elsevier Ltd. All rights reserved.
1. Introduction

Exchange flows often occur at straits or inlets connecting two
basins of water with contrasting properties, found at so many
localities on earth. About 30 major straits can be identified in the
marginal seas of Europe alone, with almost a half of them charac-
terized by narrows or other complex geometric features constrain-
ing the exchange. Because high current velocities are often
generated at straits, and are accentuated by geometric constraints,
the resulting flows are typically highly nonlinear and time-depen-
dent on inertial to multi-annual climatic time scales. The variabil-
ity on this wide range of scales often has important consequences
ll rights reserved.

ak).
reflected not only locally, but also on processes in the adjacent
seas.

Mixing within straits occurs via interfacial shear, eddies, either
near geometric irregularities or by hydraulic adjustment. Upon exit
to adjacent seas either the surface low density plumes or the
bottom dense water plumes continue to dominate mixing and
spreading near the exit by processes of turbulent entrainment,
recirculation, meandering, shelf break cascading, and positive or
negative buoyant spreading, thus largely influencing the renewal
and basin-wide material cycles of adjacent basins. Often the bio-
geochemical interactions between adjacent basins, the seasonal
migrations or spawning strategies of some fish species from these
regions critically depend on these processes.

Motivated by the problem of exchange flows in narrow straits,
we aim to make progress in addressing the following questions:
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� How do the lateral and vertical contractions affect mixing?
� Given the narrow straits, how accurate can the exchange process

be captured using a 2D non-hydrostatic model?
� Can a 2D model be modified to adequately capture the effect of

lateral geometric variations on the flow field?
� How sensitive is mixing on the spatial resolution and subgrid-

scale mixing closures used in the 2D non-hydrostatic model?

We approach this problem by first conducting large eddy simu-
lations, LES, of the lock-exchange problem in the presence of lat-
eral and vertical contractions. These 3D computations are carried
out using the non-hydrostatic spectral element model Nek5000
(Fischer, 1997; Fischer et al., 2000) which combines the geometri-
cal flexibility of the finite-element method with the numerical
accuracy of the spectral expansion. For LES, the dynamic Smagorin-
sky sub-grid scale (SGS) model (Germano et al., 1991; Porté-Agel
et al., 2000; Meneveau et al., 1996) is used, in which the test filter-
ing exploits the high-order discretization of the spectral element
model. In parallel, we carry out simulations using a 2D non-hydro-
static model, which is based on the lateral averaging procedure
introduced by Bourgault and Kelley (2004). The LES model not only
helps quantify mixing in different geometrical settings, but also
serves as the ground truth for the 2D runs. A detailed comparison
is conducted on the basis of the shape of the density interface and
the time evolution of the background potential energy that quanti-
fies the cumulative effects of the stratified mixing in the system.

The non-hydrostatic 2D model is then used to model the ex-
change flow through the Bosphorus Strait. Despite existing studies,
very few detailed studies have been made in order to compare and
quantify mixing processes at straits with geometries of multiple
horizontal and vertical geometrical constrictions, for example
those similar to those complex features encountered at the Bos-
phorus. Ocean circulation models developed for either the open
ocean or the coastal waters often do not have all the necessary
ingredients to allow such investigations, namely non-hydrostatic
dynamics and/or a suite of turbulence closures. On the other hand,
while it is possible to address some of the questions posed by going
to a full resolution non-hydrostatic fluid dynamical models,
namely the direct numerical simulation DNS, such simulations still
pose grand computational challenges, and as such, it is desirable to
know how good the main mixing results can be recovered in a sim-
pler, reduced-order or 2D model based on the lateral averaging of
the governing equations in a situation where such approximations
appear reasonable, such as in the Bosphorus.

The paper is organized as follows: the numerical models used in
this study, the LES model and the 2D model are introduced in Sec-
tion 2. The configuration of the numerical experiments is explained
in Section 3. We conduct a comparison study in the basis of ideal-
ized experiments in Section 4, and then attempt a realistic applica-
tion to Bosphorus in Section 5. Finally, the principal findings are
summarized in Section 6.
2. Numerical models

2.1. 3D Spectral element model

The Boussinesq equations are:

ut þ u � ruþ 1
q0
rp� mr2uþ q0

q0
g k ¼ 0;

r � u ¼ 0;
q0t þ u � rq0 � jr2q0 ¼ 0;

8><>: ð1Þ

where D is the Laplacian operator, q0 the constant fluid density, q0 is
the density perturbation in a fluid with density q ¼ q0 þ q0 such
that q0 � q0, p the pressure, m the kinematic viscosity, j the molec-
ular diffusivity, g the gravitational acceleration, and k the unit nor-
mal vector in the vertical direction.

The model parameters are obtained non-dimensionalizing the
Boussinesq equations (1) using u ¼ Uu�;x ¼ Hx�; t ¼ H

U t�;
p ¼ q0 U2 p�;q0 ¼ Dq0q0�, where U is the characteristic speed scale
of the problem, namely the initial gravity current speed, H is the
domain depth away from the vertical contractions, and Dq0 is the
density difference between the two main water masses. Dropping
‘‘*” for nondimensional variables, we get

ut þ u � ruþrp� 1
Re r

2uþ 1
Fr2 q0k ¼ 0

r � u ¼ 0
q0t þ u � rq0 � 1

Re Pr r
2q0 ¼ 0;

8><>: ð2Þ

where the nondimensional parameters are the Reynolds number
Re ¼ UH=m, the Prandtl number Pr ¼ m=j, and the Froude number

Fr ¼ U=ðNHÞ with N ¼ gDq0
q0H

� �1=2
being the buoyancy frequency.

Equation set (2) is solved using the model Nek5000. Nek5000 is
based on the spectral element method (Patera, 1984; Maday and
Patera, 1989; Fischer, 1997; Deville et al., 2002), which combines
the high-order accuracy of spectral methods with the geometric
flexibility of traditional finite-element methods. The time advance-
ment of the Boussinesq equations (1) is based on third-order semi-
implicit operator-splitting methods (Maday et al., 1990; Fischer,
1997). Spatial discretization is based on the spectral element
method, which is a high-order weighted residual technique based
on compatible velocity and pressure spaces free of spurious modes.
Locally, the spectral element mesh is structured, with the solution,
data, and geometry expressed as sums of Nth-order Lagrange poly-
nomials on tensor-products of Gauss-Lobatto-Legendre (GLL)
quadrature points. Globally, the mesh is an unstructured array of
K deformed hexahedral elements and can include geometrically
nonconforming elements. For problems having smooth solutions,
the spectral element method achieves exponential convergence
with N, despite having only C0 continuity, which is advantageous
for parallelism.

For problems involving the complex interaction of stratified
flows with topography, such as in many oceanic and coastal situa-
tions, Nek5000 offers the following three important advantages.
The first is that the spectral element method offers a dual approach
to convergence: algebraic via elemental grid refinement, and expo-
nential via increase in the order of intra-element interpolation. The
lack of numerical dissipation and excellent phase properties are
critical aspects to ensure that discretized equations represent the
solution of the Navier-Stokes equations. Fast convergence is essen-
tial in order to solve the problem with a minimum number of dis-
cretization points, which is especially critical in 3D problems at
high Reynolds numbers. The second advantage is that Nek5000
provides the geometrical flexibility of the finite element method,
which is critical in the present study. The third advantage is the
scalability of the code on parallel machines. Efficient solution of
the Navier-Stokes equations in complex domains depends on the
availability of fast solvers for sparse linear systems. Nek5000 uses
as a preconditioner the additive overlapping Schwarz method
introduced by Dryja et al. (1987) and developed in the spectral ele-
ment context by Fischer and Ronquist (1994), Fischer (1997),
Fischer and Gottlieb (1997), Lottes and Fischer (2005). The key
components of the overlapping Schwarz implementation are fast
local solvers that exploit the tensor-product form and a parallel
coarse-grid solver that scales to thousands of processors (Tufo
and Fischer, 2001).

2.2. Large eddy simulation

Eq. (2) provides a full description of the fluid motion, provided
that all spatial scales of motion are resolved. However, in oceanic
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flows this is never the case because of the high Reynolds number,
Re ¼ UL=m. Using a characteristic speed scale U � 1 ms�1, vertical
length scale H � 102 m and kinematic viscosity m ¼ 10�6 m2s�1, a
typical estimate can be obtained as Re � 108. Since the number
of degrees of freedom in the case of homogeneous, isotropic turbu-
lence is proportional to Re9=4, we obtain � Oð1018Þ for the number
of grid points needed for DNS of coastal flow modeling.

In LES, only the turbulent coherent structures are resolved and
subgrid-scale closures are used to model the effect of unresolved
scales on the resolved scales of motion. The resolved scales are ob-
tained by applying a spatial filtering to Eq. (2) as a convolution
integral, viz., �uiðx; tÞ ¼

R R R
gdðx� nÞuiðn; tÞd3n, where ui denotes

the full velocity, �u denotes the resolvable-scale filtered velocity,
d ¼ ðDxDyDzÞ1=3 is the filter width as a function of model spatial
resolution, and gd is the filter function. The filtered non-dimen-
sional Boussinesq equations become

�ut þ �u � r�uþr�p� Re�1r2 �uþ Fr�2q0k ¼ �r � s;
r � �u ¼ 0;
q0t þ �u � rq0 � ðRePrÞ�1r2q0 ¼ �r � r;

8><>: ð3Þ

where s ¼ uu� �u�u and r ¼ uq� �u�q are the subgrid-scale (SGS)
stresses exerted by the unresolved on the resolved scales on mo-
tion. In practice, a filter is not actually applied to the computational
field, but it is assumed that the restriction of the computed fields to
the numerical grid constitutes the filtering procedure.

Here, the dynamic Smagorinsky SGS model is used:

s ¼ �2 ðcdsdÞ2 jrs �ujrs �u; ð4Þ

where rs �u :¼ ðr�uþr�uTÞ=2 is the deformation tensor of �u. The
Smagorinsky constant cds is computed dynamically from (Germano
et al., 1991; Porté-Agel et al., 2000; Meneveau et al., 1996):

c2
ds ¼

1
2
hMij Liji
hMkl Mkli

: ð5Þ

In (5), h�i denotes spanwise-averaging,

Mij :¼ ~d2 jrs ~�ujrs ~�uij � d2 gjrs �ujrs�uij ¼ d2 a2 jrs ~�ujrs ~�uij

�
� gjrs �ujrs�uij

�
ð6Þ

Lij ¼ ~�ui
~�uj � g�ui �uj ; ð7Þ

where a tilde denotes filtering with a test filter of radius ~d and
a :¼ ~d=d is the filter ratio. Defining dMij :¼ Mij=d

2, cds is computed
from

c2
ds ¼

1
2
hdMij Liji
hdMkl

dMkli
; ð8Þ

which depends only on the ratio of filter widths a and has no expli-
cit dependence on d. If one constructs a test filter that projects onto
half of the number of modes, then a ¼ 2. In the context of the spec-
tral element method used here, we project from the Nth-order local
basis functions onto a basis of order eN , with corresponding
a ¼ N=eN . This allows the test filter regime of a < 2. In the LES com-
putations here, 1:18 6 a 6 1:5. The main advantage of the dynamic
estimation procedure with respect to a constant-coefficient imple-
mentation (typically 0:05 6 cs 6 0:17) is its ability to correctly yield
cds ¼ 0 in laminar regions of the flow, thereby avoiding excessive
dissipation.

We have recently conducted an extensive comparison of the
performance of different SGS models in the lock-exchange problem
(Özgökmen et al., 2009). The SGS models included not only (4), but
also approximate deconvolution (Iliescu and Fischer, 2003, 2004)
and hybrid types. It was found that approximate deconvolution
models improve the solution by helping preserve the detail of tur-
bulent coherent structures on coarse meshes. But, this improve-
ment shows up in the longer term, after many travel periods
along the domain. Since the integrations are limited to a single tra-
vel period here, the SGS model (4) as well as none for the density
perturbation, r ¼ 0, are deemed satisfactory.

Nek5000 has been used in the numerical simulation of bottom
gravity currents (Özgökmen et al., 2004a,b, 2006; Özgökmen and
Fischer, 2008) and these results have been useful to refine
parameterizations of gravity current mixing for an ocean general
circulation model (Chang et al., 2005; Xu et al., 2006).

2.3. Spanwise-averaged Boussinesq model

The 2D model is based on the vorticity–streamfunction formu-
lation, and the governing equations are derived from laterally-
averaged 2D equations of primitive variables in Bourgault and
Kelley (2004). The non-dimensionalized model equations are

@f
@t
þ 1

B
Jðw; fÞ þ f

JðB;wÞ
B2 ¼ � 1

Fr2

@q0

@x

� �
þ 1

Re
r2fþ 1

B
@

@x
B

Ret

@f
@x

� �
þ 1

B
@

@z
B

Ret

@f
@z
;

� �
ð9Þ

@q0

@t
þ 1

B
Jðw;q0Þ ¼ 1

RePr
r2q0 þ 1

B
@

@x
B

RetPrt

@q0

@x

� �
þ 1

B
@

@z
B

RetPrt

@q0

@z

� �
; ð10Þ

r � 1
B
rw

� �
¼ f; ð11Þ

where w is the stream function, f is the vorticity, and B is the width
of the domain. The Jacobian Jða; bÞ ¼ @a

@x
@b
@z � @b

@x
@a
@z is discretized using

the Arakawa (1966) scheme to conserve both energy and enstrophy.
A conformal mapping is used to convert complex topography in
physical coordinates ðx; zÞ into a rectangular domain in computa-
tional coordinates ðn;gÞ. The ensuing equations are discretized with
finite differences. The Poisson Eq. (11) is solved using a multigrid
solver called MUDPACK developed by Adams (1990). The vorticity
equation (9) is advanced in time using Adams-Bashforth-3 method.
Density transport equation (10) relies on Flux Corrected Transport
Zalesak method to eliminate Gibbs oscillations (Zalesak, 1978).
More details about the numerical solution of this 2D model can
be found in Ilıcak et al. (2008). Here, we refer to this 2D model given
in (9)–(11) as the spanwise-averaged model or SAM.

Two types of mixing closures are incorporated and tested in
SAM. In the first one, the turbulent Reynolds number, Ret , is com-
puted from a Richardson number dependent Smagorinsky model,

Ret ¼ ðCSd2DÞ2jSjf ðRiÞ
h i�1

; ð12Þ

where CS ¼ 0:17 is the Smagorinsky constant and d2D ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
DxDz
p

is the
filter scale as a function of model resolution. S ¼ @U

@z þ @W
@x is the

nondimensional shear, where U ¼ � @w
@z and W ¼ @w

@x. The Richardson
number Ri ¼ Fr�2 N2= @U

@z

� �2 is the ratio of the square of the nondimen-
sional buoyancy frequency N2 ¼ � @q0

@z and vertical shear. f ðRiÞ is a
function used in 2D lock-exchange studies by Özgökmen et al. (2007),

f ðRiÞ ¼
1 for Ri < 0;ffiffiffiffiffiffiffiffiffiffiffiffiffi

1� Ri
Ric

q
for 0 6 Ri 6 Ric;

0 for Ri > Ric;

8>><>>: ð13Þ

where Ric ¼ 0:25 is the critical Richardson number. Turbulent Pra-
ndtl number, Prt , is taken as 1 which corresponds to the case where
eddy viscosity is equal to eddy diffusivity. The closure (12) is essen-
tially a variant of the LES approach, albeit in 2D.

We have also tested so-called Very large eddy simulation (VLES)
introduced by Magagnato and Gabi (2002) and Ruprecht et al.



162 M. Ilıcak et al. / Ocean Modelling 29 (2009) 159–175
(2003), as it seemed to work well in a recent oceanic application
(Ilıcak et al., 2008). The main idea in VLES is to use more compre-
hensive SGS models than in common LES, and in particular to em-
ploy second order turbulence closures, which are based on
Reynolds-Averaged Navier Stokes (RANS) equations. As such, VLES
can rely more on parameterization and less on resolved turbulent
coherent structures. It is hoped that this will either reduce the
computational demands in VLES models, or make them more
appropriate for oceanic cases, in which turbulent coherent struc-
tures can be significantly underresolved. In VLES, a length scale fil-
ter, d, is applied to the standard k� e closure (Ilıcak et al., 2008).
The transport equations for non-dimensional turbulent kinetic en-
ergy, k, and its dissipation rate, e, are then given by

@k
@t
þ 1

B
Jðw; kÞ ¼ PþB� eþ 1

Re
r2kþ 1

B
@

@x
B

Ret rk

@k
@x

� �
þ 1

B
@

@z
B

Ret rk

@k
@z

� �
; ð14Þ

@e
@t
þ 1

B
Jðw; eÞ ¼ e

k
ce1ðPþ ce3BÞ � ce2e½ � þ 1

Re
r2e

þ 1
B
@

@x
B

Ret re

@e
@x

� �
þ 1

B
@

@z
B

Ret re

@e
@z

� �
: ð15Þ

In equations (14) and (15), P is the production term due to shear
forces, and B is due to buoyancy forces,

P ¼ 1
Ret

@U
@z
þ @W
@x

� �2

þ 2
@U
@x

� �2

þ 2
@W
@z

� �2
" #

; ð16Þ

B ¼ 1
Fr2 Ret Prt

@q0

@z

� �
: ð17Þ

The coefficients used in this k� e model are listed in Table 1. In this
study, Kantha and Clayson (1994) stability functions are used to
compute turbulent Prandtl number, Prt .

The primary difference between VLES and RANS approaches is
that the VLES closure is dependent on the model resolution. This
is attained by modulating the turbulent kinetic energy according
the following criterion:

k̂ ¼
k if d P ‘;

ðdeÞ2=3 if d < ‘;

	
ð18Þ

where the symbol, ‘‘^”, represents spatial filtering and ‘ ¼ ðk3=2Þ=e is
the turbulent length scale. The length scale filter is computed from

d ¼ a �max
juj � Dtffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

DxDzBðx; zÞ3
p	 ; ð19Þ

where a ¼ 2 is a model constant. The dissipation rate e is not fil-
tered but assumed to be constant for all scales in the turbulent
spectrum. The filtered turbulent kinetic energy, k̂, and its dissipa-
tion rate, e, are then resubstituted into the Eqs. (14) and (15), and
turbulent Reynolds number is computed from

Ret 	 cl
k̂2

e

 !�1

� ð20Þ
3. Configuration of the numerical experiments

The domain for the 3D computations is � L
2 6 x 6 L

2, 0 6 y 6W
and 0 6 z 6 H, where L=H ¼ 16 and W=H ¼ 2, so that in the non-
Table 1
Coefficients used in k� e equations (14)–(15).

rk re ce1 ce2 ce3 cl

1.0 1.3 1.44 1.92 �1.0 0.09
dimensionalized setting, �8 6 x 6 8, 0 6 y 6 2 and 0 6 z 6 1. At
the bottom boundary, no-slip and no-flow conditions are used,
while free-slip and no-flow conditions are set at all other bound-
aries for the velocity components. No-flux (insulation) conditions
are used for the density perturbation q0.

Geometrical deformations of the domain is carried out as fol-
lows. In order to introduce a vertical contraction for x1 6 x 6 x2

(e.g., sill), the following mapping is used in the mesh generation:

z0 ¼ 1� 1� zð Þ 1� A sin p x� x1

x2 � x1

� �� �
for x1 6 x 6 x2; ð21Þ

where z0 ! 1 as z! 1, so that only the bottom boundary is de-
formed and the top boundary remains unperturbed.

The lateral contractions for x3 6 x 6 x4 are introduced using:

y0 ¼ y� yþ 1ð ÞA sin p x� x3

x4 � x3

� �
for x3 6 x 6 x4: ð22Þ

Two additional shapes are used that are characteristic of many
oceanic channels. First is the vertical expansion of the geometry. AW

-shaped channel is obtained from:

y0 ¼ y� yþ 1ð ÞAð1� zÞ: ð23Þ

Second is the S-shaped curvature along the streamwise direction,
which is generated using:

y0 ¼ yþ A cos lp x
x5

� �
: ð24Þ

The exchange problem is initialized with dense fluid on the left
that is separated from the light fluid on the right by a sharp tran-
sition layer:

q0ðx;y;z;0Þ
Dq0

¼
1 for �86 x<�ð0:005þgÞ16;
100 0:005�x�gð Þ for �ð0:005þgÞ166 x<þð0:005�gÞ16;
0 for þð0:005�gÞ166 x6þ8:

8><>:
ð25Þ

The perturbation superimposed on the density interface in order to
facilitate transition to 3D flows (Fig. 1a) is g ¼ �0:02 sinð2pyÞ.

The 3D experiments are conducted in seven geometrically-dif-
ferent settings (Table 2). First, A ¼ 0 (geom1) which corresponds
to the flat reference case (Fig. 1a). Then, a sill and a constriction
are superimposed at x ¼ 0 with A ¼ 0:15 (geom2, Fig. 1b) and then
with an increased geometrical deformation amplitude of A ¼ 0:5
(geom3, Fig. 1c). Two constrictions at different locations are used
(A ¼ 0:5, geom4, Fig. 1d). One sill and one constriction are placed
at different locations (A ¼ 0:5, geom5, Fig. 1e). Finally,

W
-shaped

(geom6, Fig. 1f) and S-shaped (geom7, Fig. 1g) channels are
configured.

SAM is configured in a similar way, except that no boundary
conditions are needed in the span-wise direction. Vertical defor-
mations are generated by the conformal mapping of the physical
coordinates ðx; zÞ to computational coordinates, whereas lateral
deformations are introduced via the width term, B. Nondimen-
sional B is defined as its counterpart in the 3D model:

BðxÞ ¼
1 for �8 6 x < x3;

1� A sin p x�x3
x4�x3

� �
for x3 6 x 6 x4;

1 for x4 < x 6 8;

8>><>>: ð26Þ

where B ¼ 1 is the width of the uncontracting channel, A is the
amplitude. Different cases conducted with three different geome-
tries are shown in Fig. 2. (i) A ¼ 0, no contraction; (ii) A ¼ 0:15, min-
imum width of the channel is 0.85; and (iii) A ¼ 0:5, minimum
width of the channel is 0.5.

Model parameters are set as follows: the Froude number is ta-
ken as Fr ¼ 1 in order facilitate critical flow and subsequent
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1

x

B

A=0.0
A=0.15
A=0.5

Fig. 2. Width of the contracting channel, BðxÞ, for different values of A from (26)
used in SAM.

Fig. 1. Types of geometries and initializations in the 3D model.
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hydraulic control and mixing. It is known that lock-exchange flows
naturally tend towards critical Froude numbers (Benjamin, 1968).
The Prandtl number is taken as Pr ¼ 1. The main decision regarding
the parameter selection revolves around Re. As stated above, the Re
regime of the oceanic flows is unachievable using present-day
computers. Our aim is to set Re high enough for the flow to show
turbulent mixing, typically for Re > 1000, but not at a level where
we must rely significantly on the SGS models. The SGS models have
been tested using DNS at Re ¼ Oð103Þ and therefore it is not clear
whether their validity extends into much higher Re regimes. There-
fore, the following approach is taken. We set Re ¼ 10;000. Then,
convergence tests are carried out by changing the resolutions of
DNS�, LES, and SAM in the reference setting geom1. This allows us
to settle at a resolution for all the other experiments. The conver-
gence is evaluated on the basis of a metric that quantifies mixing in
the system, which is one of our primary interests.
Table 2
Different geometries used in the 3D simulations, where x1 and x2 refer of the
beginning and ending locations of the sill, while x3 and x4 refer to those for a
constriction, x5 and l are the parameters of S-shaped channel, and A is the amplitude
of the topographic perturbation used in (21)–(24).

Geometry x1 x2 x3 x4 x5 l A Description

geom1 – – – – – – 0 Flat reference case
geom2 �1 1 �1 1 – – 0.15 Overlapping sill and

constriction
geom3 �1 1 �1 1 – – 0.50
geom4 – – �4

and 2
�2
and 4

– – 0.50 Two constrictions

geom5 �4 �2 2 4 – – 0.50 One sill, one
constriction

geom6 – – – – – – 0.80
W

-shaped channel
geom7 – – – – 16 5 1.00 S-shaped channel
Mixing in an enclosed system is best quantified by changes in
the background (or reference) potential energy (RPE) (Winters
et al., 1995). RPE is the minimum potential energy that can be ob-
tained through an adiabatic redistribution of the water masses, and
it is computed using the probability density function approach
introduced by Tseng and Ferziger (2001). In this method, the fluid
is scanned every time step and the fluid parcels with a density
perturbation q0 within the range of ½0;Dq0� are assigned into
bins between q and qþ dq. The normalized number of control
volumes in each bin gives the probability density function PðqÞ ¼
V�1 R

V dðq� q0ÞdV , where dð�Þ is the Dirac delta function. PðqÞ is
the probability of a fluid parcel density to be in the bin of density
q. Next, we define zrðq0Þ to be the height of fluid of density q0 in the
minimum potential energy state, which can be computed as
zrðq0Þ ¼ H

R Dq0

q0 PðqÞdq. The background potential energy is calcu-
lated from

RPE ¼ gLW
Z H

0
q0ðzrÞzrdzr ; ð27Þ

by splitting the q0 distribution into 51 bins at each time step. It is
convenient to use the non-dimensional background potential en-
ergy here:

RPE�ðtÞ 	 RPEðtÞ � RPEð0Þ
RPEð0Þ : ð28Þ

Fig. 3a shows RPE�ðtÞ in geom1 from DNS* and LES at several res-
olutions, namely coarse-res LES, low-res LES, coarse-res, low-res, high-

res1 and high-res2 DNS* (Table 3). The mixing curves from high-res1

and high-res2 DNS* are identical, ensuring that a convergence is
achieved, and these curves thereby represent the truth. The differ-
ences between the curves are quite small, but coarse-res DNS* and
low-res DNS* lead to slightly more mixing than the truth, while
LES results show a nearly identical time evolution as the high-

res1/high-res2 DNS* results. Further convergence testing is con-
ducted in the presence of geometric deformations, in setting geom2

(Fig. 3b). Here, high-res2 DNS* (Table 3) serves as the reference
curve. It is found that the result from low-res and mid-res LES is
nearly identical to the reference curve from high-res2 DNS*, while
low-res DNS* again leads to an overestimation of mixing. Similar
results were found in Özgökmen et al. (2009) in that coarse-reso-
lution DNS* consistently tends to overestimate mixing in a lock-
exchange system because instead of the high wavenumber fine
structure of the instabilities, only smoothed values are captured.
We find from results plotted in Fig. 3 that LES results do not show
any sensitivity to spatial resolution and those from low-res LES are
in good agreement with higher resolution solutions. In addition,
low-res LES is 10-fold faster to run, and requires about 7-times less
storage space than high-res DNS* (Table 3). As such, all the following
experiments are conducted with low-res LES.

The convergence of SAM is investigated using the resolutions
listed in Table 4. Attention needs to be paid to several issues
regarding a direct comparison of SAM and DNS*. First, the 3D
model has lateral boundaries, which may reduce somewhat the



a

b

Fig. 3. Time evolution of background potential energy RPE�ðtÞ from DNS* and LES with different resolutions for (a) geom1 and (b) geom2.
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development of shear instabilities in the flow fields. Second, the
break-down of Kelvin-Helmholtz rollers due to secondary instabil-
ities is a dynamical mechanism that is not represented in a 2D
model. Third, one would expect the convergence to be slower in
a second-order finite difference model than in higher order spec-
tral element model. Nevertheless, the comparison is necessary in
order to assess the practical utility of SAM for oceanic applications,
such as exchange flows in narrow straits. The RPE�ðtÞ curves from
SAM show a significant decrease with increasing resolution, with
results from high-res SAM being very close to those from high-res

DNS*. In general, SAM shows a much wider range than DNS* and
LES results, making the selection of spatial resolution non-trivial,
given also considerations of computational time. Based on Fig. 4,
we decided to run the following experiments at two spatial resolu-
tions of SAM (Table 4); with low-res because this is the 2D equiva-
lent of the LES, and at mid-res3 because these results are quite close



Table 3
Table of the spatial resolutions and the typical computational cost for DNS* and LES

with nek5000. The number of grid points is n ¼ ðKx N þ 1ÞðKy N þ 1ÞðKz N þ 1Þ,
where N is the polynomial degree, Kx , Ky , and Kz are the number of elements in x; y; z
directions, respectively. In LES, eN is the number of modes used for test filtering. The
CPU time for m time steps to reach t ¼ 16 is listed for experiments in geom1. Wall-
clock time is CPU time divided by the number of processors P. Most experiments are
run on the Linux cluster based on 2.0 GHz Xeon nodes with GigE interconnect of the
University of Miami’s high performance computing center (http://ccs.miami.edu/hpc/
). The symbol ‘‘
” indicates the computations on SystemX, which can be up to 1.6
times faster than the University of Miami’s cluster.

Exp Resolution m P CPU
hours

DNS* coarse-res 8000 16 79
Kx ¼ 64; Ky ¼ Kz ¼ 8; K ¼ 4; 096; N ¼ 6
n ¼ 924;385

DNS* low-res 8000 32 252
Kx ¼ 64; Ky ¼ Kz ¼ 8; K ¼ 4; 096; N ¼ 8
n ¼ 2;167;425

DNS* high-res1 16,000 64 3,938
Kx ¼ 64; Ky ¼ Kz ¼ 8; K ¼ 4; 096; N ¼ 15
n ¼ 14;070;001

DNS* high-res2 16,000 192 
6144
Kx ¼ 128; Ky ¼ Kz ¼ 16; K ¼ 32;768; N ¼ 10
n ¼ 33;204;801

LES coarse-res 8000 16 128
Kx ¼ 64; Ky ¼ Kz ¼ 8; K ¼ 4; 096; N ¼ 6;eN ¼ 4
n ¼ 924;385

LES low-res 8000 32 384
Kx ¼ 64; Ky ¼ Kz ¼ 8; K ¼ 4; 096; N ¼ 8;eN ¼ 6
n ¼ 2;167;425

LES mid-res 16,000 32 3319
Kx ¼ 64; Ky ¼ Kz ¼ 8; K ¼ 4; 096; N ¼ 13;eN ¼ 11
n ¼ 9;183;825

Table 4
Spatial resolutions and the typical computational cost for experiments with SAM,
where m is the number of time steps to reach t ¼ 16 in geom1. The experiments are
completed on a 8-processor Linux box based on 2.6 GHz dual-core Opteron chips at
the University of Miami.

Exp Resolution m P CPU hours

SAM low-res 16,000 2 2
n ¼ 512� 64 ¼ 32;768

SAM mid-res1 16,000 2 8
n ¼ 1; 024� 128 ¼ 131;072

SAM mid-res2 16,000 2 30
n ¼ 2; 048� 256 ¼ 524;288

SAM mid-res3 16,000 4 136
n ¼ 4; 096� 512 ¼ 2; 097;152

SAM high-res 16,000 8 560
n ¼ 8;192� 1; 024 ¼ 8;388;608
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to those from high-res but have significantly less computation time
and storage requirements.

4. Evaluation of SAM for idealized exchange flows

4.1. Comparison of SAM and inviscid two-layer theory

We first compare SAM with inviscid two-layer theory by Farmer
and Armi (1986). To this end, SAM is integrated in the domain set-
ting geom3 with open boundary conditions until an approximately
steady state is established. The mid-isopycnal, Dq=2, is chosen to
separate the flow into two layers and to form layer Froude num-
bers. The lower layer thickness, h2ðxÞ, is taken from the bottom
to the height where q0 ¼ Dq=2, and the upper layer thickness
h1ðxÞ is then H � h2ðxÞ. Layer velocities u1ðxÞ and u2ðxÞ are com-
puted by vertically averaging local velocities within each layer.
Layer transports q1ðxÞ ¼ u1ðxÞh1 ðxÞB1ðxÞ and q2ðxÞ ¼ u2

ðxÞh2ðxÞB2ðxÞ are then computed, and the average value of
qr 	 q1=jq2j is taken to characterize the flow for comparison with
analytical predictions. After qr and Fr numbers are known in the
domain, non-dimensional interface height hi can be computed
from

hi ¼ DH0 ¼
Fr�2=3

2 1þ 1
2 Fr2

2

� �
� 1

2 q2=3
r Fr�2=3

1 Fr2
1

q2=3
r Fr�2=3

1 þ Fr�2=3
2

: ð29Þ

For further information about the analytical formulations, the read-
er is referred to Winters and Seim (2000).

In Fig. 5, we compare the prediction of hi on the basis of the
inviscid theory to Dq=2 interface from SAM. The model result coin-
cides with the inviscid theory well at the contraction and sill area.
It is clearly seen that there is a hydraulic jump at x � 1:5. The offset
between the two lines is probably mainly due to mixing in the do-
main. Although results between model and theory are quite simi-
lar, there are two main issues that can not be addressed in the
context of this theory. The first is that the theory does not provide
any information about mixing between the layers, which is usually
of great interest. The second is that the flow has to be in steady-
state, while oceanic flows are transient in nature. As such, we pro-
ceed to a comparison of results from SAM to those from LES.

4.2. Comparison of SAM and LES

Snapshots of the salinity field from simulations with low-res LES

for all geom1 to geom7 are depicted in Fig. 6. The reference case
geom1 has been well studied in the literature. The reader is referred
to Simpson (1987) and Monaghan (2007) for comprehensive re-
views on gravity currents, and to Härtel et al. (2000) and Cantero
et al. (2007) for recent numerical simulations of the lock-exchange
problem. Next, we summarize the main features. Once the initial
interface starts tilting, two counter-propagating gravity currents
are generated. The leading edges of the gravity currents propagat-
ing along the upper and lower boundaries differ because of the
boundary conditions. In the presence of no-slip boundary condi-
tions (bottom gravity current), the flow along the leading edge of
the current is composed of a complex pattern of so-called lobes
and clefts that are highly unsteady and well-known features from
laboratory experiments tracing back to the work of Simpson
(1972). It was put forth that a gravitational rise of the thin layer
of light fluid that the gravity current overruns is responsible for
the breakdown of the flow at the leading edge. Härtel et al.
(2000) show that the instability associated with the unstable strat-
ification prevailing at the leading edge between the nose and stag-
nation point of the front could also account for this behavior. In
contrast, the upper gravity current traveling along a free-slip
boundary does not experience such instabilities and arrives at
the side boundary somewhat faster than the bottom gravity cur-
rent (Fig. 6a). The shear along the interface between the two grav-
ity currents leads to instabilities. The initial instability is in the
form of 2D Kelvin-Helmholtz (KH) rolls, which constitute the usual
first step toward the onset of more complex evolution of the den-
sity field. The initial 2D KH rolls are susceptible to secondary con-
vective instability (Klaassen and Peltier, 1989, 1991), in which the
stream-wise vortices stretch and tilt the span-wise vorticity
concentrated in KH rolls. Consequently, KH rolls cannot sustain
their lateral coherence and break down (e.g., Fritts et al. (1998),
Andreassen et al. (1998)). The spanwise instability of KH rolls leads
to increasingly complex turbulent interactions and smaller over-
turning scales; a manifestation of forward energy cascade in 3D
flows. On the other hand, KH rolls tend to merge by pairing in

http://ccs.miami.edu/hpc/


Fig. 4. Time evolution of background potential energy RPE�ðtÞ from SAM with different resolutions and high-res DNS* for geom1.
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Fig. 5. Comparison of hi from inviscid, two layer theory (29) and Dq=2 from a
steady-state solution of SAM for geom3.

Fig. 6. Density perturbation fields at the end of experiments with low-res LES.
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2D dynamics (Corcos and Sherman, 1984), which is an indication of
the inverse energy cascade from small to larger scales. This differ-
ence is likely to lead to a difference of amount of mixing between
2D and 3D simulations.

In order to compare qualitatively the results from low-res LES to
those from SAM, spanwise-averaged density perturbation field is
plotted in Fig. 7 with respect to those from low-res and mid-res3

SAM at the same times. Comparison of Fig. 7a–c shows that the
density interface in SAM appears to be thicker than that in LES

and is characterized by pairing KH rolls, as anticipated. The frontal
positions of the gravity currents are in good agreement with one
another. The lower resolution SAM experiments appear to be more
diffusive than the higher resolution case, which may affect mixing.

When the domain configuration is changed to geom2, the impact
is clearly visible in the flow field in the form of a hydraulic control
region centered at x ¼ 0 (Figs. 6b and 7d). This results in a reduc-
tion of the thickness of the top and bottom gravity currents, and
therefore a slower propagation speed so that the upper front ar-
rives at the left boundary at t ¼ 16:6 as opposed to t ¼ 16:2 in
the reference case. Hydraulic control region is less defined in
SAM due to the presence of large overturning eddies, nevertheless
the effect of the geometric deformation clearly changes the gravity
currents propagating along both directions (Fig. 7e and f). The ef-
fect is quite significant for geom3, which leads to much thinner
and slower gravity currents in both LES and SAM (Figs. 6c and
7g-i).

The hydraulic control regions created by the two constrictions
(geom4) are clearly visible in LES (Figs. 6d and 8a). There is also en-
hanced mixing in between the two constrictions, which appears to
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be induced by breaking internal waves associated with flows that
do not pass through the middle part of the domain, but get re-
flected from the constrictions. The enhanced mixing in the region
between the two constrictions appears to be greater in SAM as to
obscure somewhat the hydraulic control points (Fig. 8b and c).
But they are essentially in agreement with LES, which is a confir-
mation that spanwise-averaged formulation (9)–(11) has an effect
on the flow field. Similar results are obtained for geom5 (Figs. 6e
and 8d–f).

The narrowing cross section in the
W

-shaped channel (geom6)
acts to cause a faster propagating gravity current in the bottom
than near the surface (Fig. 6f). This effect is fairly accurately repro-
duced in SAM and the positions of the leading edges of the gravity
currents are in good agreement with that from LES (Fig. 8g–i). As in
all the previous cases, the vertical scale of the interfacial layer in
SAM appears to be greater than that in LES due to the inability of
KH rolls to break down into small-scale turbulence via lateral vor-
tex stretching and secondary instabilities.
Fig. 7. Comparison of spanwise-averaged density perturbation fields from low-res LES t
selected times shown in Fig. 5a–c.

Fig. 8. Comparison of spanwise-averaged density perturbation fields from low-res LES t
selected times shown in Fig. 5d–f.
Finally, the snapshot of the density perturbation distribution
from S-shaped channel (geom7) with LES is shown in Fig. 6g. This
is an example the dynamics of which cannot be represented in a 2D
model, and therefore it is of interest to know whether there is a sig-
nificant difference in mixing with respect to the reference case
geom1.

Several quantitative measures are used to compare SAM and
LES simulations. First, the propagation speed, UFðtÞ ¼ dXF=dt,
where XF is the position of the nose of the bottom gravity current,
is computed. The propagation speed of (non-rotating) gravity cur-
rents is a good first indicator of mixing, as it was found on the basis
of laboratory experiments that an increase in gravitational force
from the greater slope angle is compensated by buoyancy gain
from increased entrainment so that UFðtÞ remains approximately
constant over gentle slopes (Britter and Linden, 1980). On the basis
of Figs. 7 and 8, three cases are selected to compare LES and SAM.
First geom1 as the flat reference case, then geom6 to quantify the
difference due to the span-wise narrowing geometry on the
o those low-res and mid-res3 SAM from RPE�ðtÞ from SAM for geom1 to geom3 at the

o those low-res and mid-res3 SAM from RPE�ðtÞ from SAM for geom4 to geom6 at the
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Fig. 9. The propagation speed of bottom gravity currents UFðtÞ from both LES and
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Table 5
The rms errors between the density perturbations fields from LES and SAM for
snapshots shown in Figs. 7 and 8.

Geometry Error (%)

geom1 15.13
geom2 19.69
geom3 13.99
geom4 15.75
geom5 15.98
geom6 15.65
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propagation speed, and finally geom5 to see the effect of the sill
downstream and constriction upstream on the bottom gravity cur-
rent speeds. The comparison of UFðtÞ is shown in Fig. 9. The bottom
gravity currents from both LES and SAM attain and maintain a con-
stant propagation speed for geom1, but UFðtÞ of LES is about 10%
larger than that of SAM, which is an indication of buoyancy gain
due to higher mixing in SAM. The propagation speeds are larger
for geom6 in comparison to geom1 and match well between SAM

and LES until about t � 8. This agreement can be explained on
the basis of little mixing during this initial phase (see Fig. 13e in
the following). But then UFðtÞ of SAM starts to decrease, once the
large overturning eddies appear (Fig. 8g vs i). At the end of the inte-
gration, the bottom gravity current from SAM is about 15% slower
than that from LES. Finally, the comparison of UFðtÞ for geom5

shows that the change in the propagation speed due to the encoun-
ter with the sill is well captured in SAM. UFðtÞ from LES exhibits
rather large fluctuations past the sill as so-called lobe and cleft
instability of the nose (Härtel et al., 2000) seems to be enhanced.
This instability affects the span-wise averaging of XF (thus UF ) in
LES (whereas it is not possible in SAM).

As a second measure to compare SAM and LES simulations, the
differences of density perturbation fields shown in Figs. 7 and 8 are
computed. Fig. 10 shows ½q0LESðt ¼ 16:2Þ � q0SAMðt ¼ 16:2Þ�2 for
geom1. The primary differences involve the scale of the overturning
eddies, as well as the phase differences arising from the frontal
propagation, as discussed above. The area-averaged rms differ-
ences between the density fields from SAM and LES are tabulated
in Table 5. One of the short comings of this measure is that the
phase errors from the frontal positions can be significant.

Third, we compare the time evolution of normalized potential
energy PEðtÞ=PEð0Þ in Fig. 11 for the three selected cases of geom1,
Fig. 10. The difference in density perturbation fields ½q0LESðt ¼ 16:2Þ � q0SAM

ðt ¼ 16:2Þ�2 for geom1.
geom5 and geom6. Towards the end of the integrations, we get a dif-
ference of 3% for geom1, 1.5% for geom5 and 10% for geom6.

A precise measure of mixing is given by the background poten-
tial energy, which is of great interest and computed next. The time
evolutions of the background potential energy RPE�ðtÞ from low-res

LES are shown in Fig. 12a, which demonstrates significant differ-
ences in mixing in between different domain geometries. In partic-
ular, S-shaped channel geom7 leads to the highest and geom3 to the
lowest levels of mixing. Overall, the overlapping sill and constric-
tion configurations (geom2 and geom3), and

W
-shaped channel

(geom6) act to reduce the mixing with respect to the reference case
geom1. In the former, this takes place by a reduction of volume
transport across the obstacle. In cases of offset obstacles (geom4

and geom5), and S-shaped channel (geom7), there is a significantly
higher mixing by the time one of the gravity current reaches the
end of the domain.

The relative proportions of mixing in different geometries is
reproduced in mid-res3 SAM in reasonable agreement with low-res

LES (Fig. 12b). In other words, geom4 and geom5 lead to more mix-
ing than geom1, while geom3 and geom6 result in less mixing. Only
in the case of geom2, the result is opposite of that in LES, which
could be related to large overturns seen in SAM (Fig. 7f). Overall,
mid-res3 SAM tends to overestimate mixing with respect to low-res

LES by a factor of 1.27 to 1.97 (Table 6).
For computational efficiency, mixing characteristics from low-res

SAM are of interest. A comparison of the RPE�ðtÞ curves from low-res

SAM, mid-res3 SAM and low-res LES for different domain geometries
are depicted in Fig. 13 (Fig. 4 for geom1). It appears that mixing in
low-res SAM is consistently and significantly overestimated with
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Fig. 11. The time evolutions of normalized potential energy PEðtÞ=PEð0Þ from both
LES and SAM for geom1, geom5 and geom6.
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Fig. 12. Time evolution of the background potential energy RPE�ðtÞ for all geometrically-different cases from (a) low-res LES and (b) mid-res3 SAM.
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respect to both mid-res3 SAM and low-res LES, and as such, it cannot
be considered very accurate.

In conclusion, we find that SAM appears to be accurate in iden-
tifying the hydraulic control regions due to both vertical and hor-
izontal constrictions, and also provides useful indications of the
mixing in domains with complex geometries, provided high spatial
resolutions are employed.
5. Application of SAM to Bosphorus Strait

It is of great interest to explore the applicability of SAM in a
realistic oceanographic problem. To this end, we chose an impor-
tant component of the the Turkish Strait System (TSS). TSS is a
complex domain formed by the small internal domain of the Mar-
mara Sea coupled with the Straits of Bosphorus and Dardanelles, an



Table 6
Final values of the background potential energy RPE� at the end of the experiments for
all domain geometries from low-res LES and mid-res3 SAM. The values are sorted from
smallest to largest values of LES results.

Geometry Time RPE� � 100 RPE� � 100 RPE�(SAM)/RPE�(LES)
low-res LES mid-res3 SAM

geom6 14.8 1.83 2.53 1.38
geom3 22.0 1.86 3.68 1.97
geom2 16.6 3.00 4.67 1.56
geom1 16.2 3.19 4.05 1.27
geom5 16.6 3.65 5.21 1.43
geom4 16.4 4.23 6.24 1.48
geom7 20.0 4.34 – –
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elongated and tortuous waterway between the European and Asian
continents controlling the exchange and mixing between the Med-
iterranean (Aegean) and Black Sea waters, destined to determine
their contrasting physical, chemical and biological properties
(Fig. 14a). The TSS has been extensively studied to date. For further
information the reader is referred to Ünlüata et al. (1990), Latif
et al. (1991), Oğuz and Sur (1989), Oğuz (2005), Oğuz et al. (1990),
Özsoy et al. (1995a,b, 1996, 1998, 2001), Özsoy and Ünlüata (1997,
1998), Polat and Tuğrul (1995), Gregg et al. (1999), Gregg and Özsoy
(1999, 2002).

Two-layer stratified flow through the Bosphorus Strait is basi-
cally driven by the density difference between the Black and the
Aegean Seas. In addition to density differences between basins, re-
mote atmospheric forcing, water budgets and steric volume
changes of the adjacent basins as well as the local interactions
within the TSS exert dynamical forces on the system. The location
of the Turkish Straits System, of which the Bosphorus is the most
restrictive member, is shown in Fig. 14a and b.

The Bosphorus Strait operates in the full range of weak to strong
forcing. Hydraulic controls associated with geometric features of
the strait constitute a unique example of the maximal exchange re-
gime that requires a balance with at least two critical sections, a
sill and contraction with ideal configuration in the case of the Bos-
phorus, as foreseen by the cardinal work of Farmer and Armi
(1986). Blocking of the flows in either layer occurs during extreme
events corresponding to varying barotropic transports. Short-term,
transient responses to meteorological events are frequently
observed.

The bathymetric data used in this study (Fig. 14c) has been
made available by the Turkish Navy Office of Navigation, Hydrog-
raphy and Oceanography, based on the work of Gökas�an et al.
(2005). Because the Bosphorus geometry is extremely complex, a
simplified method was used to estimate Bðx; zÞ. The depth and
width data were computed with reference to the deepest point
on the thalweg. However, in order to avoid excessive channel cur-
vature displayed by the thalweg, width and depth data were col-
lected on channel cross sections perpendicular to a stretched
length-wise coordinate shown above. A maximum width value of
50 m was added to the width at the deepest point of each section,
decreasing linearly to zero at the surface, to avoid having zero
width at the bottom. This also helped reduce some noise in the
determination of Bðx; zÞ. The function Bðx; zÞ referenced to the coor-
dinates in Fig. 14b is shown in Fig. 14c.

An analysis based on the most detailed lengthwise sampling of
salinity along the Bosphorus to date has been given in Özsoy et al.
(2001). The data from the 1994 cruise of the R/V B_IL_IM is plotted in
Fig. 15, projecting the data into the same coordinates as in Fig. 14b
and c. The potential density, q is non-dimensionalized using the
minimum ðqmin ¼ 1010:39 kgm�3Þ and the maximum ðqmax ¼
1029:24 kgm�3Þ values as �q ¼ ðq� qminÞ=ðqmax � qminÞ to conduct
a model-data comparison. From these observations, one of the
most pronounced features is the hydraulic jump just after the sill
around x ¼ 12 km, where at first isopycnals drop down then raise
up again and some mixing is evident. This location also coincides
with the maximum contraction point in the strait. Therefore, both
geometric effects due to both the sill and contraction are likely to
be important in the density structure. Another possible control
point is located at x ¼ 40 km. Finally, the exchange flow from these
observations is characterized by nearly a two-layer structure sep-
arated by a thin mixing layer.

The model is initialized as a lock-exchange problem, centered at
x ¼ 22:5 km, where dense fluid is on the left representing the sal-
ine water originating from the Marmara Sea and light fluid is on
the right representing the fresh water entering from the Black
Sea (Fig. 16). The domain is 45.3 km long and has a maximum
depth of 83.4 m. There are 8192 grid points used in x-direction
and 64 points in z-direction (Dx � 5:5 m and Dz � 1:3 m). Free-slip
boundary condition is applied for the top boundary. For the bottom
boundary,. The Froude number Fr ¼ U=

ffiffiffiffiffiffiffi
g0h

p
is estimated using

U � 1 ms�1, g0 ¼ g Dq=q0 � 0:18 m2 s�1, h � 25 m, and the Froude
number is taken as Fr ¼ 0:5. Pr number is set to 1 as in all the
experiments above.

A set of computations consisting of five experiments is con-
ducted. The influence of the details of the bottom boundary condi-
tions on overflows is well known (see for instance Fig. 5 of Ilıcak
et al. (2008)). Noting that this is a large-scale application, and
one cannot maintain a well-resolved bottom boundary layer, we
experiment with several formulations. First, the bottom boundary
condition is changed from no-slip to a stress formulation with a
drag coefficient of Cd ¼ 2� 10�3. Then, a wall damping function
is used in order to alleviate the over-dissipative behavior of the
constant Smagorinsky coefficient, similar to what is done in other
applications (Mason, 1989; Mason and Thomson, 1992). In partic-
ular, we employ so-called van Driest damping (denoted VDD)
where Cs is modified according to

CsðVDDÞ ¼ Cs 1� exp � zþ

A

� �
 �
; ð30Þ

where Cs ¼ 0:17, A ¼ 25 is the van Driest constant (Van Driest,
1956) and zþ is the non-dimensional distance from the bottom

zþ ¼ usz
m
; ð31Þ

and us is the wall shear velocity. VDD is tested with both bottom
drag and no-slip boundary condition. We set Re ¼ 104 in these three
experiments in order to make a continuous transition from model
to model comparison studies from Section 4. But, it is noted that
the effective Re for the Bosphorus Strait is about Re ¼ U h=m �
25� 106, which is of course beyond our present computational
capabilities. Nevertheless, it is important to know what types of
changes occur in the simulated fields when Re is increased beyond
104. Therefore, a fourth simulation is conducted by setting Re ¼ 105.
Finally, we experiment with the VLES closure introduced in Section
2.3. The typical computational cost of these experiments is listed in
Table 7.

The distribution of the density perturbation from the first
experiment is shown in Fig. 17a. The density field reaches nearly
a steady state after non-dimensional time of 421, when the light
water reaches the Marmara Sea ðx 6 8 kmÞ, B becomes quite large
and propagation of the density front slows down significantly. The
same behavior occurs when the dense water reaches the Black Sea
ðx P 37 kmÞ. Overall, the model shows a pronounced change in
thickness across the first sill/constriction region at 12 6 x 6
18 km, and another at x ¼ 38 km.

There are essentially two major differences from the observa-
tions seen in Fig. 15. The model shows far more structure than
the observations and results in a significantly more mixing, namely
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Fig. 13. Time evolution of background potential energy from low-res LES (solid lines), low-res SAM (lines with ‘‘X”), mid-res3 SAM (lines with ‘‘O”) for (a) geom2 to (e) geom6.
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the water masses originating from the Black Sea do not reach the
Marmara Sea and vice versa.

In an attempt to address these issues, VDD is added to cases
with both bottom drag and no-slip boundary condition. But, as
shown in Fig. 17b and c respectively, there is no significant change,
which indicates that the bulk of the excessive mixing is taking
place by the interfacial shears and bottom treatment is of second-
ary importance. Then, Re is increased to 105 (Fig. 17d), which



Fig. 14. (a) Location map for the Turkish Straits System, connecting the Black and the Mediterranean Seas via Dardanelles Strait, Marmara Sea and Bosphorus Strait. (b) The
bottom topography of the Bosphorus Strait and schematics used for estimation of the width function Bðx; zÞ. The red line is the thalweg, connecting the deepest points along
the strait. Lengthwise distance, x, is referenced to the stretched black line. B is calculated at a total of 901 perpendicular sections in the shaded region. (c) The resulting Bðx; zÞ.
(For interpretation of the references to color in this figure legend, the reader is referred to the web version of this paper.)

Fig. 15. Distribution of potential density from observations by Özsoy et al. (2001).

Fig. 16. Density perturbation at the initial state of SAM. Table 7
Computational cost of SAM in the applications to Bosphorus Strait.

Exp Resolution m P CPU hours

SAM with SGS (12) n ¼ 8192� 64 ¼ 524;288 400,000 8 440
SAM with VLES n ¼ 8192� 64 ¼ 524;288 400,000 8 768
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appears to result in a somewhat better preservation of the layer
density structure than the lower Re case. Finally, the VLES closure
is tested in order to explore whether it can make a difference
regarding the performance of SAM, and it is seen to lead to a signif-
icant improvement (Fig. 17e). In particular, the dense bottom
water mass is much better preserved through the Bosphorus.

The discrepancy of the SAM results from the observations is
likely to be related to four reasons. The first is the excessive mixing
taking place in the 2D model because of lacking instabilities related
to span-wise vortex stretching. Second is the generic problem of
being confined to a significantly lower Re regime than the oceanic
flows, which results in excessive diffusive mixing throughout the
simulation period. The third is that the observations along the
strait do not reflect span-wise averaged quantities but point-wise
measurements so that it is not a comparison of identical quantities.
Finally, is the reduction of really complex 3D geometry to 2D via
the B function, for which there is not a unique solution.

In the intermediate region of 20 6 x 6 35 km, where the bot-
tom topography is relatively flat, the density structure from all
experiments appear to be correlated with the structure of B



Fig. 17. Density perturbation at the final state of SAM.
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(Fig. 14c). To investigate this issue in more detail, power spectra of
the B function and density perturbation, q, are computed over the
domain region with relatively flat bottom, namely for
20 6 x 6 35 km. We take 30 horizontal sections of B and q be-
tween z ¼ 20 m and z ¼ 50 m at every 1 m. Power spectra are
computed at each section. Every power spectrum is divided by
its variance, and then the mean is computed to get one profile
for jB2j and jq2j. Fig. 18 shows that the power spectra of B and q
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Fig. 18. Power spectra of density perturbation, q, and B for 20 6 � 6 35, where the
bottom topography is relatively flat.
share peaks at many wavenumbers, indicating a high correlation
of their structure. In principle, the sensitivity of the solution to dif-
ferent realizations of the B function can be investigated. But, in es-
sence a complete solution to this issue is only possible through the
use of a fully 3D numerical model.
6. Summary and conclusions

In light of the importance of exchange flows in narrow straits
around the world oceans, a numerical study is conducted with
emphasis on the impact of domain geometry on mixing. Also, the
feasibility and accuracy of a spanwise-averaged model, denoted
SAM, is explored for exchange flows. This model is based on the ap-
proach introduced by Bourgault and Kelley (2004). The main moti-
vation for testing a 2D model is the potential for significant
computational gain and general simplicity with respect to a 3D
model. Despite this major simplication in the equations of motion,
SAM is non-hydrostatic, and also admits complex turbulence clo-
sures. As such, it is not known a-priori how well SAM will perform
in the context of exchange flows, which can be computationally
challenging for hydrostatic ocean models because of the large ver-
tical velocities or small-scale mixing involved.

The study is conducted in two stages. First, we focus on a set of
idealized cases in a domain with non-dimensional lengths of
16� 1� 2 in the horizontal, vertical and lateral directions, respec-
tively. A set of seven cases are considered, in which geometric
deformations are introduced that are generically observed in
straits, namely lateral and vertical constrictions,

W
- and S-shaped

channels. For these idealized cases, the ground truth is inferred
from LES using a high-order spectral element model Nek5000.
Non-dimensional parameters are set to Re ¼ 104, Pr ¼ 1 and
Fr ¼ 1. The dynamic Smagorinsky model is used as the SGS model.
LES is run in low-res (Table 3) setting, after the accuracy of mixing is
confirmed on the basis of convergence tests for the geom1 and
geom2 settings. Mixing is calculated using the background potential
energy method developed by Tseng and Ferziger (2001). We also
tested briefly SAM in comparison to results from two-layer inviscid
theory, which predicts the shape of the density interface in steady
state flows, but not the mixing or the transient behavior. A good
agreement is found between SAM and two-layer theory regarding
the steady-state location of the density interface.

On the basis of the idealized experiments using LES, significant
differences in the amount of mixing are found among the different
domain geometries. In particular, S-shaped channel geom7 is
shown to lead to the highest (1.36-fold more than the reference
case) level of mixing, possibly because of the additional shears
caused by side to side sloshing due to the centrifugal force. Vertical
and horizontal constrictions geom4–geom5 that are off set with re-
spect to the location of the initial density interface also act to en-
hance the mixing by the trapping and breaking of the internal
waves in between the obstacles. On the other hand, vertical and
horizontal constrictions overlapping with the initial density inter-
face geom2-geom3 restrain the rate of the exhange flow, reduce
vertical shears and therefore mixing. The lowest mixing (some
1.74-fold less than the reference case) is encountered

W
-shaped

channel (geom6).
Counterparts of these experiments are conducted with SAM in a

domain of 16� 1 in the horizontal and vertical directions, respec-
tively, and using a specification of the domain width via the
B-function. SAM experiments are run at two spatial resolutions;
using 32,768 points (low-res) corresponding to a single streamwise
slice of low-res LES, and also at a much higher resolution of
2,097,152 points (mid-res3, Table 4). By comparing the spanwise-
averaged density perturbation fields from LES to those from
SAM, it is found that SAM can simulate the density structure within
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an rms error of 14% to 20% (Table 5). Successfully represent the net
effect of lateral constrictions on the general shape of the interface
reasonably well. But SAM tends to overestimate mixing when com-
pared to LES, by some 1.38 to 1.97 times for mid-res3, and signifi-
cantly more for low-res. This difference appears to be mainly due to
the inability of the 2D dynamics to facilitate the break down of KH
rollers into smaller scales because of the lack of vortex dynamics
in the span-wise direction. The difference in the size of the stratified
overturns between SAM and LES is clearly visible in the snapshots of
the density perturbation fields. Also, the mixing appears to be reso-
lution dependent so that computations that compare well with LES
results (Fig. 4) do not provide a computational gain anymore
(high-res SAM in Table 4 vs low-res LES in Table 3).

For the second stage of our study of modeling exchange flows,
observational data from the Bosphorus Strait is employed to test
SAM in a realistic application. One of the main challenges at this
stage is to express the complex width data in the form of a
B-function. The simulations from SAM with a simple closure ap-
pear to be excessively diffusive and noisy. The excess diffusion/
mixing is likely to be related to the dynamical simplifications
due to the 2D nature of the model, as discussed above, while the
noise appears to correlate well with the B function. As such, further
post-processing of the B function can possibly reduce the noise, but
this avenue is not pursued here. However, it is of interest to find
out whether the VLES closure can improve the solution. We show
that SAM can benefit significantly from such comprehensive turbu-
lence closures.

Overall, we conclude that exchange flows in narrow straits pose
significant computational challenges due to the details of domain
geometry and their impact on mixing and hydraulic effects. SAM

with the VLES turbulence closure appears to be an attractive mod-
eling tool to pursue dynamical problems such as the effects of wind
forcing and variations in net transport on exchange flows, provided
that high resolutions are used, and the modeler is aware of the po-
tential of excessive mixing and challenges of mapping a 3D geom-
etry into a 2D representation.
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