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Preface

The EuroGOOS conference has become a key event on the agenda of Oceanographic
Research. The very successful 4th EuroGOOS conference, which took place in Brest
from 6 to 9 June 2005, had the title “European Operational Oceanography: Present and
Future”. The conference reviewed the progress of operational oceanography during the
past three years at both the European and global scales, identifying gaps in the current
observing and forecasting capacity and contributing to the plans for the next steps
towards efficient marine environmental predictions.

The EuroGOOS conference is now a well-established event taking place every three
years, which has received the support of the European Commission since its early
editions. The 4th EuroGOOS conference followed EuroGOOS conferences held in The
Hague (1996), Rome (1999), and Athens (2002). The 4th EuroGOOS conference
brought together over 300 scientists, engineers, policy makers and representatives of
private companies concerned with operational oceanography. Representatives from the
user communities were invited to present their views and their needs for operational
marine services.

The Conference was organised at a time when major Earth Observation and Monitoring
initiatives relevant to Operational Oceanography in which Europe is heavily involved are
gaining momentum. These include GEOSS (Global Earth Observation System of
Systems), GMES (Global Monitoring for Environment and Security), and INSPIRE
(Infrastructure for Spatial Information in Europe). Indeed operational oceanography,
including its relevant activities of systematic and long-term routine measurements of the
oceans, together with coastal zones and atmosphere, and the rapid interpretation and
dissemination of results and products, implies accessing a global set of Oceanographic
Data that could be facilitated through GEOSS, thereby delivering services for the
monitoring of the marine environment through GMES, and benefiting from a better data
policy through INSPIRE. Many of the discussions which took place at the conference are
situated at the crossroads of the above three initiatives and the conference helped the
community of operational oceanographers to clarify their involvement versus these initi-
atives.

The Conference took place after the mid term of the European Community 6th
Framework Programme and the end of many European Community 5th Framework
Programme projects that have supported large integrated efforts towards developing a
European Research Area. It provided a forum to report on major projects in operational
oceanography and to prepare efficient planning of the contribution of the marine science
community to the 7th Framework Programme. Since the last conference in Athens in
December 2002, excellent progress has been made, in oceanographic research, in
demonstrated capabilities, in effective services and in the opportunities to move forward
to a more sustained future. Developments in modelling and data management are at the
forefront of this work, due in part to increased computing capacity. There has also been
steady growth in deployed technological capability, in the form of Argo floats and Ferry
Box systems for example. The Glider technology has been reported for the first time, and
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all these development are paving the way for an efficient monitoring and forecasting of
the marine environment.

The above progress has been made possible thanks to the integrating and federating
effort made by the European countries and the European Union working together in
collaboration with EuroGOOS, which plays a key role in identifying European priorities
for operational oceanography, promoting the development of the scientific, technology
and computer systems for operational oceanography, and its implementation, assessing
the economic and social benefits from operational oceanography, contributing to interna-
tional planning and implementation of GOOS and promoting it at national, European and
global level. EuroGOOS was also very successful in establishing Regional Task Teams
for the Baltic, North West Shelf Seas, the Mediterranean and the Black Sea. Additionally
Task Teams are working on the observations and modelling required in the adjacent
Oceans, the Atlantic and Arctic. Collectively it results in a pattern of organisations and
groups working very efficiently at the scales needed for nested modelling.

Now the community of operational oceanographers is reaching a critical time, when a
major turn has to be made from science products to operational services. The recent
launching of the GMES fast track marine core services, in which the EuroGOOS
members are involved, should contribute to solving key issues for the successful imple-
mentation of Marine Core Services, such as the identification and organisation of
potential service operators, the definition of their mandates, and the starting of a service
level agreement elaboration process and the identification of resources at all levels:
European, national, regional and institutional, including structural funds, based on
consolidated cost estimates.

Beside the operational aspects, and upstream of it, the European research on oceano-
graphic processes has to continue in order to make available more robust models
describing the functioning of the oceanic systems. These conference proceedings
represent an excellent review of the state of the art in the domain of operational oceanog-
raphy in Europe today and can be utilised when shaping future research programmes in
this domain. The robustness of the models describing the ocean processes often depends
on the availability of appropriate data (in particular long time-series and adequate
geographic coverage). Initiatives like GEOSS, which aims at achieving a high degree of
convergence at the global level between existing observing systems, will contribute to
consolidating the set of existing data and hence the quality of the models. The
Commission proposal for the 7th Framework Programme specifically refers to research
activities on marine systems under the Environment priority.

In closing, I would like to express my thanks to the EuroGOOS members for having

associated the European Commission to the work and debates which took place during
the 4th EuroGOOS conference.

P. Valette
Acting Director
Brest, 8 June 2005
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Operational issues associated with practical
observing and forecasting systems

Ralph Rayner*
Fugro GEOS/Ocean Numerics, Wallingford, UK

Abstract

Successful implementation of ocean observing and forecasting systems delivering data
and information for practical customer applications requires close attention to a wide
range of operational issues. Key issues are:

* Properly understanding customer needs

» Tailoring products to meet these needs

* Demonstrating fitness for purpose

+ Providing adequate delivery mechanisms and customer support
* Legal liability aspects.

Keywords: Operational oceanography, observing systems, forecasting systems,
verification.

1. Introduction

The end-user requirements for operational ocean observation and forecasting fall into
three broad categories (Summerhayes and Rayner, 2002):

+ Public good end-uses
- Understanding global change
- Predicting climate variability
- Protecting and managing marine ecosystems
- Protecting life and property on the coast and at sea
- Human health
- Security (environmental and military)
- Sustainable utilisation of ocean resources
+ Scientific end-use
- Understanding the oceans and the Earth system
+ Commercial end-use
- Sale of operational information for a variety of commercial applications.

The demand for data and information to satisfy public good requirements is the most
important socioeconomic driver for development of a Global Ocean Observing System
(GOOS).

* Corresponding author, email: Ralph@RalphRayner.com
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Commercial customers for ocean information represent a relatively small but important
potential secondary end-user of the products of GOOS. It is these secondary commercial
uses that form the main focus of this paper although some of the issues discussed are
equally applicable to public good and scientific applications.

2. Users, end-users and customers
It is important to make a clear distinction between users, end-users and customers.

In the public good case the ultimate end-user is the tax payer. Through governments, tax
payers support public good end-uses (maritime safety, security, environmental
protection health, etc.) which are mostly delivered by public sector organisations (e.g.
Navies, Environment Agencies, Meteorological Services, etc.).

Commercial customers are private sector organisations that buy oceanographic services
because a knowledge of ocean behaviour has some impact on their business activities
(optimised design of structures, reduced operating costs, etc.) or where there is a
mandatory obligation to do so (meeting environmental protection legislation, mandatory
safety issues, etc.).

There are usually intermediate users engaged in satisfying specific commercial customer
needs.

3. End-user/customer needs

Public good end-user needs are extremely difficult to quantify and prioritise on an
objective basis as it is often very difficult to relate levels of expenditure to resulting
public benefit. However, in areas such as understanding and predicting climate change
there is an implicit and almost certainly valid assumption that the benefits of public
expenditure on GOOS are far in excess of the cost of implementing and operating the
system.

Public expenditure priorities are often distorted by single events rather than being set
through a systematic assessment of risk and return. For example, a major oil spill or a
large tsunami event can quickly change the priorities of individual nations or groups of
nations.

In contrast, paying commercial customers usually have very specific requirements and a
good appreciation of the cost/benefit relationship— they will not buy an ocean infor-
mation deliverable unless it provides a benefit substantially in excess of its cost.

The range of requirements for ocean information is small compared to environmental
information in support of land-based commercial activities. This is because the bulk of
commercial activity takes place on land and the human population lives on land, only
venturing to sea in search of resources, to transport goods or to spend leisure time.

The main commercial markets for operational oceanographic information are largely
confined to the oil and gas industry, the shipping industry, the coastal management
sector, fisheries and the leisure industry.

Generally the potential customers in these sectors have little or no expertise or direct
interest in oceanography. However, each sector has specialised requirements for oceano-
graphic information specifically tailored to minimising their costs, ensuring that their
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operations are carried out safely and ensuring that their activities have no unacceptable
impact on the marine environment.

To achieve these objectives these industry sectors procure a range of marine information
products under commercial contracts.

It is usually the case that these markets are discretionary; there is generally no mandatory
requirement for the customer to obtain or use ocean information. It follows that new
information products can usually only be sold on the basis of their demonstrable incre-
mental benefit over existing services, or through meeting customer needs at lower cost
than existing services which they then replace.

Customer requirements vary by geography as well as sector of application. For example,
an oil and gas operator in the South China Sea has very different requirements to an
operator in the Barents Sea because of the marked differences in the oceanographic
regime of these two regions.

Responding to these niche markets with something which is genuinely useful, and hence
valuable to a customer, requires a very detailed knowledge of relevant aspects of the
customer’s maritime activities.

As a result, the commercial market is generally served by highly-focused small
businesses or small commercial arms of government agencies able to work closely with
particular customer groups. Through working closely with a particular sector these inter-
mediate users are able to identify and understand customer needs which can be satisfied
through the development of specific tailored information products.

4. Tailoring products to customer needs

In some cases customer needs can be satisfied through the development of stand-alone
private observing systems dedicated to specific customer requirements. As an example,
some oil and gas companies procure the design, installation and operation of private
observing networks to satisfy their needs for information to support safe vessel, subsea
and helicopter operations around major offshore structures. Given their high cost there
are few such systems in only the major offshore oil and gas basins where environmental
conditions are a significant constraint on operations (for example, the North Sea).

The majority of the oceanographic information needs of commercial customers are met
through secondary use of data collected for public good or scientific use, sometimes
augmented by location specific measurements.

Increasingly, the remote sensed, in sifu and model data and information being created
through implementation of GOOS provide an input to this process.

Generally, the outputs from GOOS are unsuited to direct use by commercial end
customers. Intermediate users take GOOS products and add value to them by custom-
ising them for particular applications.

At its simplest level this customisation may only involve changing the presentation of
information to a form more readily utilised by the customer. More usually, the interme-
diate user will add substantial value through extensive processing of the data or through
combining oceanographic data with other data types.
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5. Fitness for purpose

In formal quality assurance systems, ‘quality’ is generally defined as “fitness for
purpose’, ensuring that a product satisfies the defined needs of the customer.

For established oceanographic information products, fitness for purpose is often assumed
through satisfactory long term usage. However, to successfully introduce new products a
service provider will usually need to demonstrate fitness for purpose through achieving
compliance with a defined customer expectation.

Intermediate users of GOOS data and information must therefore be able to demonstrate
that a given information product is of sufficient utility to be of economic value to a
customer.

At first sight this would appear to be a relatively straightforward process. First, under-
stand the customer requirement, then build a service to deliver a suitable information
product which is derived from observations or measurements of the environmental
variable affecting the customers’ activitics. Where measured data is sparse make use of
numerical modelling techniques to create a suitable information product.

In practise this has always been difficult to achieve. Sensitivity of the customer’s marine
operations to environmental conditions is invariably most acute at the extremes of the
variable in question (greatest wave height, highest storm surge, strongest current,
highest/lowest seawater temperature, etc.). Observations of the extremes are usually very
limited. It is also at the extremes where numerical models (and sometimes observing
systems) are operating at the limits of their validity.

As an example many of the early attempts to utilise hindcasting techniques to determine
the statistics of the ocean’s physical environment were found to underestimate
extremes — but only after some lengthy and sometimes heated debates about whether the
models or the measurements were in error!

The most likely new application area to be successfully developed based on GOOS
products is commercial use of ocean forecast data. Here the problems of adequate verifi-
cation are considerable. Unlike many of the public good and scientific applications of
ocean forecasts, most commercial applications require accurate and reliable forecasting
of oceanographic conditions at fixed points (¢.g. an offshore structure). In the case of a
sharply defined ocecanographic feature (such as an eddy of a front) the commercial
customer’s requirement is a forecast of the absolute position of the feature relative to his
location of operation.

Building model systems capable of doing this to an acceptable accuracy, and verifying
the accuracy achieved remains a significant challenge. For example, determining the
synoptic location and characteristics of large scale ocean features such as eddies is
currently a challenge at the limit of present remote sensed and in sifu observations.

6. Delivery mechanisms

Where an oceanographic information product is being used for operational purposes the
reliability of delivery mechanisms becomes paramount. An extreme example is the
“floatover’ operation illustrated in Figure 1. Failure of supply of ‘real time’ oceano-
graphic information vital to planning and conducting the delicate positioning of the gas
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production facilities over a pre-installed subsurface structure could have very costly
consequences.

Operational data delivery systems must therefore be designed in such a way as to
minimise the risk of failing to deliver the product and with levels of redundancy and
backup appropriate to the intended use.

While the internet provides an in many ways ideal means of delivery, care should be
taken to avoid over-dependence on this delivery route in business or safety critical appli-
cations, as internet outages can be relatively coimnon offshore. Some fonn of backup
path for at least limited delivery should also be considered.

However robust the delivery system is there is always a risk of failure, especially given
that much ofthe data delivery chain is often outside the service provider’s direct control.
This is especially the case where data feeds are being taken passively from public good
sources such as ftp download sites. This might be a non-critical component of the public
good application and therefore not necessarily sufficiently robust for the intended
secondary application.

Figure 1 ‘Floatover’ ofa gas production facility in the South China Sea.

7. Legal aspects

The potential for failure to deliver information vital to business or safety critical opera-
tions raises the issue oflegal liabilities.

Supply of oceanographic information by an intennediate service provider for a fee places
the provider in a legal contract with the customer with all the liability obligations that a
binding contractual relationship implies.
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It is entirely possible to limit the legal liabilities under such a contract but this does not
necessarily protect the service provider especially in the event of negligent service
provision resulting in substantial economic loss or loss of life or property. It is therefore
wise (and in most cases contractually obligatory) that the service provider carries
substantial professional indemnity insurance.

8. Conclusion

Many of the public good applications of GOOS are currently operating in an experi-
mental mode and there is therefore no guarantee of their long-term sustainability. It is
essential that more work is done on systematic evaluation of the socioeconomic benefits
of such applications in order to solicit long-term operational funding. Hopefully, this will
form a part of the result of work on the development of the marine components of
GMES. The proposed European Marine Strategy can then provide a framework for
systematic and sustained marine observations and forecasts.

If the outputs from the resulting public good services are made freely available for
secondary use, intermediate users will build on this information to create and provide
new bespoke value added services into niche commercial markets.
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A new version of the operational oil drift forecasting
system Seatrack Web
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Abstract

Seatrack Web is an operational oil drift forecasting system covering the Baltic Sea and
the eastern part of the North Sea. Seatrack Web is available over the internet using a
client-server web application, which enables users to start an oil drift simulation and
have the results presented in their web browser on demand. The server hosting the oil
drift simulation code has access to the most recent weather and ocean forecasts, thus
giving the user the “best possible” decision tool in an oil combating situation.

The drift model calculates the three-dimensional movements of substances or objects at
sea, including sinking, stranding and turbulent dispersion. For oils the evaporation,
emulsification and wave-induced vertical dispersion are also calculated. Floating objects
can also be forecasted, in which case the direct influence of the wind may be included.
Drift trajectories can also be run in backtracking mode, indicating the source of an object
or spill. The results are displayed as particle trajectories on a map in a full-featured GIS
interface. The trajectoriecs may be animated, traced, zoomed and displayed in many
ways. Oil properties, drift velocities, etc. are presented in tables. Other relevant infor-
mation such as surface current vectors, sensitive areas, cities and so on can also be
displayed. Seatrack Web is the HELCOM system for forecasting of oil drift, and the
primary users are oil combating authorities in the countries surrounding the Baltic Sea. It
has been in operation since the early 90s, and a lot of experience in its use has been
gathered among users and developers. Together with new and changed demands this has
led to a major upgrade of the system resulting in Seatrack Web 2.0. The presentation will
give an overview of the system with focus on the new features and components.

Keywords: Seatrack Web, operational, oil spill, forecast, drift, spreading, weath-
ering, HIROMB.

1. Introduction and background

Seatrack Web is an oil drift forecasting system covering the Baltic Sea and the ecastern
part of the North Sea. It is a tool developed mainly for oil spill combating authorities
around the Baltic Sea to predict the fate and drift of oil spills. It is also used to identify
illegal polluters, by calculating backwards from an existing spill detected in the sea. The
Seatrack Web system is user friendly and fully operational, and is accessible over the
internet. Its drift forecasts are based on the latest wind and current forecasts from opera-
tional weather service models.

* Corresponding author, email: cecilia.ambjom(@smbhi.se
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Seatrack Web was developed following HELCOM Recommendation 12/6 of 20
February 1991, and is regarded as the common HELCOM oil and chemical modelling
and drift forecasting system. At the HELCOM Response meeting of October 2002 it was
recognised that the system at this time needed upgrading to meet the requirements of a
new HELCOM recommendation 24/7, addressing further development and use of drift
forecasting for oils and other harmful substances in the Baltic. In addition, users of
Seatrack Web had particular requests. Giving some examples, the Swedish Coast Guard
wanted to include other oils relevant for the Baltic Sea area. They also needed predic-
tions of viscosity changes, to be used during clean-up operations. The Finnish
Environment Institute was interested in the interaction between oil and ice and also the
possibility to see the ice cover and spreading simulations simultancously. The Centre of
Marine Research in Lithuania needed current forecasts in the Curonian Lagoon to be
able to predict oil spill drift inside the lagoon. The Admiral Danish Fleet, responsible in
Denmark for oil spill combating, wanted extended GIS functionality. Together with
further suggestions for improvements from meetings, other users and from the expert
group developing the system, an extensive specification for a new version of Seatrack
Web could be established. The upgrading of the system started in 2004 and has now
resulted in a new version, Seatrack Web 2.0.

2. Seatrack Web system overview

The Seatrack Web system has three parts. The first is the operational weather and ocean
forecasting system, which provides the necessary wind and current fields. Presently
Seatrack Web uses wind from the weather model HIRLAM (High Resolution Limited
Areca Model) and currents from the 3-dimensional baroclinic circulation model
HIROMB (High Resolution Operational Model for the Baltic Sea), both run at SMHI
(the Swedish Meteorological and Hydrological Institute). HIROMB is run twice a day
using forcing fields from HIRLAM and produces 48-hour forecasts of currents, sea level,
temperature, salinity and ice conditions for the North Sea—Baltic Sea area. The forecasts
are post-processed to a format suitable for Seatrack Web, in which forecast fields 2 days
ahead and 10 days back in time are accessible. HIROMB calculates current velocities in
a regular grid with a horizontal resolution of one nautical mile and a vertical resolution in
the range of 4-60 m with increasing resolution towards the surface. A detailed
description of the HIROMB model is given by Wilhelmsson (2002).

The second part of the system is the drift, spreading and weathering model. The drift
model in Seatrack Web is based on the Lagrangian particle tracking technique to model
the drift and spreading of oil spills. The particles are advected in a three-dimensional
velocity field, which is discretised in space and time. The spreading is mainly performed
by gravitational spreading of buoyant oil at the sea surface, together with vertical shear
spreading, see ¢.g. Reed er al. (1999) and Delvigne and Sweeney (1988). Weathering
processes included are evaporation and emulsification, which cause changes in viscosity
and oil density (Fingas, 1999; Lehr, 2001).

The third part is a client/server web application. It handles communication and
comprises of a graphical user interface (GUI) on the client side and a Java Servlet on the
server side. Any drift simulation is started on demand by an end-user, who enters
simulation parameters through the user interface. The parameters are passed over the
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internet, and a drift calculation is executed on the server, which has access to the wind
and current forecasts. After completion the simulation results are returned to the client
computer, where they are presented. To display maps and other relevant geographic
information, an open source Java library for map applications OpenMap™ (BBN
Technologies) is used. The results of a simulation are typically available within less than
a minute, but the response time varies from seconds to several minutes depending on the
type of calculation. The drift model and the Java Servlet are at present installed at SMHI
and RDANH (the Royal Danish Administration of Navigation and Hydrography).

JT} +>i . T-. y ?o
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Figure 1 A particle cloud approaching the west coast of Denmark following an area outlet
simulation.

Figure 2 The trajectory for the same simulation as in Figure 1.
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3. Using Seatrack Web

It is easy to set up a drift calculation in Seatrack Web. Via the graphical user interface
the user provides information to the system. By varying the input a large number of
different simulations can be performed. Essentially the user lias to provide input in four
groups. In Time and position the user can choose the time period of the calculation
together with the position (latitude and longitude) and depth of'the spill outlet. The spill
can be released at a single point, along a straight line or inside a polygon. The user also
decides whether the calculation should proceed forward or backward in time. Under
Substance type the user selects kind of substance, in particular what oil type to use. In
the third group, the user specifies the discharge conditions as an instantaneous spill of a
given amount of oil or a continuous spill at a given discharge rate and duration. Finally,
in the fourth group the user can set some current options for the calculation. The default
choice is to read the forecasted currents from HIROMB every third hour. Alternatively,
the user can set the current speed and direction manually, which makes user-defined
scenario calculations possible.

The results of a calculation can be presented in many ways, and with various kind of
additional information. The particles are either shown as particle clouds, colour coded to
show the individual depth ofthe particles, or as trajectories where hourly centre positions
of the cloud are shown. The particle clouds can be animated, traced and zoomed. Oil
properties, drift velocities, etc. are presented in tables and plotted in graphs. Other
relevant information such as surface current vectors, sensitive areas, cities and so on can
also be displayed. Examples of how the results of a calculation are shown in the GUI are
given in Figure 1-Figure 4.

Another factor of importance to user friendliness is the availability. During the years
there have been very few failures in the availability of the system. Updates are also very
easily distributed. When the user clicks the start link the version of the GUI is checked
against the server version and an update is downloaded if necessary. Otherwise a cached
version of the GUI is executed.

mih * an |[m*

Figure 3 An example showing a trajectory together with wind and current arrows.
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Figure 4 Sanie as Figure 3, but with an GIS layer showing sensitive areas being active.

4. Some new features in the system

Compared to the previous version of Seatrack Web there are some important improve-
ments in the new version. The current field is now available in a one nautical mile
resolution, compared to three nautical miles previously. Together with an improved
turbulence scheme and the use of data assimilation in the latest version of HIROMB, this
gives improved current fields to be used for drift simulations. The coastline in the calcu-
lation is now the ‘real’ coastline. Previously the coastline ofthe HIROMB grid was used,
resulting in not so realistic simulations close to the coast.

There have been many changes in the GUI. There are now extensive GIS possibilities,
including the possibility to easily add GIS layers. For instance, economic zones,
sensitive areas and other interesting features can be shown. The outlet area can be intro-
duced as an area consisting of 4 comers and the comer positions can be adjusted after
they are chosen. Oil properties are shown directly in a graph where the time development
is drawn. A view ofthe forecast can be sent directly as an e-mail.

Interaction between oil and ice is introduced in the new version, as well as a GIS layer
showing the ice cover. There are also new oil types in the substance list, and improved
oil weathering algorithms. A new drift and spreading code has been developed based on
object oriented prograimning. This has increased the flexibility of'the code and facilitates
maintenance and further development.

5. Further development

There are many suggestions for further development on the system. There is a large user
group in the countries surrounding the Baltic Sea which gives excellent feed-back, with
new ideas and coimnents on the existing version. It gives the advantage of continuously
improving the system, and developing it further, as a result of user experience. At
present, the plans for improvement include using wave data from wave forecast models
in the dispersion algorithm for oil. Then it will also be easy to show the wave heights on
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the map. Also the prognostic turbulence parameters from the circulation model will be
used, replacing the parametrised turbulence used today. Wind and current scenarios,
designed by the user, together with extended outlet possibilities will be implemented, to
show alternative developments of an oil spill. This is valuable in showing the risk of oil
spills, to make plans for oil accidents that might happen and in learning about the oil’s
behaviour in water.
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Abstract

A pilot Coastal Observatory has been established in Liverpool Bay. It integrates (near)
real-time measurements with coupled models in a pre-operational prediction system, and
displays the results on the Web. We aim to understand how a coastal sea responds to
natural and man-made forcing. The time series allow us to define seasonal cycles and
their inter-annual variability, and to quantity the importance of events relative to mean
conditions. Applications include eutrophication and shoreline management (coastal
flooding and beach erosion/accretion), as well as understanding present conditions, to
predict the impacts of climate change.

Integrated measurements cover a range of space and time scales, focusing on horizontal
and vertical gradients. They include an in situ site (started in August 2002), monthly
regional CTD surveys, an instrumented ferry and a HF radar system measuring surface
currents and waves.

A suite of nested 3-D hydrodynamic and ecosystem models is ran daily, centred on the
Observatory area, covering the ocean/shelf of northwest Europe (at 12-km resolution),
the Irish Sea (at 1.8 km) and Liverpool Bay (200-m resolution). The measurements will
test the models against events as they happen in a truly 3-D context.

All measurements and model outputs are displayed on the Coastal Observatory website
(http://coastobs.pol.ac.ukt for an audience of researchers, coastal managers and the
public. Results from the first two years’ operations are presented.

Keywords : Monitoring, operational model forecasting, Irish Sea, Liverpool Bay

1. Introduction

The Coastal Observatory, coordinated by the Proudman Oceanographic Laboratory, has
been active in the Liverpool Bay area of the eastern Irish Sea for the past two and a half
years (Proctor et al., 2004). We aim to understand how a coastal sea responds to natural
forcing, and the consequences of human activity, so we can use and manage resources
better. The Observatory integrates real-time monitoring and forecasting, and is therefore
a practical research tool. Data and model results are accessible via the Internet.

Descriptions of the components of (pre-operational) observations and modelling follow
the project’s rationale. Examples are given of the data and model results that are freely
available on the project’s web site. Finally, there is an outline of future directions.

* Corresponding author, email: A.Lane(S)pol.ac.uk
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2. Rationale

2.1 Vision

The oceans are an essential component of the Earth System. To understand how our
planet works and to predict the impacts of human activities and natural change, an Earth
System approach linking ocean, land and atmosphere is necessary. Sustained, systematic
observations of the ocean and continental shelf seas, at appropriate time and space scales
allied to numerical models, are the key to their understanding and prediction. In shelf
seas these observations address issues as fundamental as the effects of climate change,
biological productivity and diversity, sustainable management, pollution and public
health, safety at sea and extreme events.

Advancing understanding of coastal processes, to use and manage resources better,
mitigate risks and explore for new phenomena, is challenging. Important controlling
processes occur over a broad range of spatial and temporal scales which cannot be simul-
tancously studied solely with ship-based platforms.

The stimulus is both scientific curiosity and also the desire to improve the underpinning
knowledge required for sound management decisions concerning the quality and sustain-
ability of the seas.

2.2 Guiding principles

The present Coastal Observatory, focusing on the Irish Sea between Great Britain and
Ireland, runs from 2001 to 2007, with a subsequent phase until 2012. It is an evolving
pre-operational system making near real-time measurements to test forecast models.

The Observatory provides a framework which anyone is welcome to augment; with open
access to basic data and model outputs. The British Oceanographic Data Centre is
managing the collected data. We encourage our audience of researchers, managers and
the public to actively use results from the Observatory, and to give us their feedback.

2.3 Location of the study area

The eastern Irish Sea is affected by all shelf-sea and coastal sea processes, making it an
excellent study area. Processes exist on a range of space and time scales —both vertical
and horizontal gradients are important, requiring corresponding sampling frequency and
duration; detecting trends entails long-term time series. Estuarine inflow influences near-
shore physical and biogeochemical processes (the region receives significant levels of
nutrient inputs). Therefore, a multi-disciplinary approach is adopted in making measure-
ments and formulating models.

3. Results from observations

3.1 Moored instruments

Three moorings are located close to the Mersey Bar lightship at 53° 32' N 3° 21.8' W,

where the water depth is 22 m with a tidal range of £4 m at spring tides (see Figure 1a).

1. An acoustic Doppler current profiler (ADCP) is attached to a sea bed frame together
with a temperature and salinity sensor, pressure recorder, transmissometer and an
acoustic modem for near real-time data telemetry via a surface buoy.
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2. A directional wave buoy measures significant wave height and peak period.

Nutrient concentrations are measured on the SmartBuoy (maintained as part of the
CEFAS network) also including temperature, salinity, pressure, chlorophyll, turbidity
and downwelling PAR (photosynthetically active radiation).

ilnJ

Figure 1 a) Location map showing measurements, b) progressive vector diagram, 7 August 2002
to 12 May 2005.

Harmonic analyses of current profiles from the ADCP, between August 2002 and May
2005, show the dominance of the semi-diurnal tidal constituents; currents are mostly
rectilinear (in a nearly E-W direction). The amplitude of M2 is largest (0.57 ms-1 at the
sea surface), followed by S2 (0.20 ms-1) andN2 (0.11 ms-1). Other tidal constituents are
about an order of magnitude smaller, with a distinctive shape for the mean component.
Residual currents move northwards near the surface (2.5 cuis laway from the coast) and
south-eastwards near the bed (4 cuis 1towards the coast), with a minimum excursion at
between 9 and 12 m above the bed. Figure 1b. This long-tenn feature results from the
horizontal density gradient.

The sensor package on the CEFAS SmartBuoy continuously measures nitrate at the sea
surface (NAS, in situ nitrate analyser, every two hours) and these measurements are
combined with water samples automatically collected at daily intervals for later
laboratory analysis (and for calibrations). Nutrient concentrations are then derived (in
tenns of the total oxidisable nitrogen)—the time series is shown in Figure 4 of
Greenwood et al. (2005). Concentrations from the water samples collected on the ship-
based survey are also plotted. This diagram represents one and a half years’ results,
highlighting the winter maxima (‘hyper-nutrified conditions’) and summer minima. NAS
results have proved valuable as they reveal some high frequency variations in nutrient
concentrations (attributed to freshwater inputs) that are not present in the water samples
or the ship survey data.

3.2 Ship surveys

A survey is performed every six weeks (or four weeks in summer) onboard the RV
Prince Madog, as well as servicing the mooring sites. There have been 26 surveys up to
May 2005 which follow a fixed track (subject to the weather situation), measuring CTD
(conductivity and temperature through depth) at each station visited. Additionally, water
samples are taken near the surface and bed to determine concentrations of suspended
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sediments and nutrients (processed by the University of Wales Bangor and the South-
ampton Oceanography Centre, respectively). At selected stations, water samples are
analysed for nutrients, chlorophyll, phytoplankton and Zooplankton (by CEFAS).
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Figure 2 Surface and bed temperature, salinity and density from August 2002 to January 2005.

Time series of measurements at the main mooring site were obtained from the CTD
surveys spanning the past two years. Surface, bed and depth-averaged temperature data
exhibit a clear seasonal cycle (with slight stratification during early summer). The
picture for salinity is less clear: the effects of freshwater inflows are evident when the
water column stratifies. The density is dominated by the temperature signal, but the
salinity strongly influences inter-annual variability and stratification. Surface-bed
temperature differences are greatest in early summer; stably stratified conditions persist
even when surface temperatures are at times cooler (but sufficiently less dense) than the
bed during winter. Figure 2.

3.3 Instrumented ferry

Between Birkenhead and Belfast, FerryBox instruments fitted to the Liverpool Viking
measure the conductivity, temperature, turbidity and fluorescence of water from 3 m
below the surface. The underway data and the ferry’s position are transmitted back to
POL every 15 minutes via the Orbcomm satellite system.

The temperatures and salinities recorded during 2004 are compared with outputs from
the Irish Sea model (1RS), a 1.8 km resolution model ran operationally at the Met Office.
Model temperatures are close to the measurements in winter, but are wanner in the
western Irish Sea in summer. Figure 3. The model results match the observations more
closely for salinity — especially the fresher water in the Liverpool Bay region. Although
the model is driven by climatic mean value, there is some conelation with river flows.
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Figure 3 a) Observed, b) modelled surface temperature between Birkenhead and Belfast.

3.4 Land-based monitoring

The data returns of HF radar measurements of surface currents and waves between
March and December 2004 are above 75% in nearshore regions, but fall off quickly with
distance (greater titan about 20 km) from the HF radar sites. Comparing the HF radar’s
M2 maximum sea surface current amplitudes with the Irish Sea model shows the differ-
ences are smallest close to the coast. The model and HF radar currents appear to be offset
by 5 cuis '. At the mooring site, the M2 current ellipse maximum and minimum ampli-
tudes measured by the HF radar are consistent with ADCP current profiles, and corre-
sponding M2 pliases differ by -4° and 2° respectively. An intended use ofthe HF radar is
to obtain significant wave heights from recorded Doppler spectra, and these can be
compared with Waverider data. (See Lane et al,, 1999, for a short description of a HF
radar system.)

3.5 Satellite remote sensing

Composites of one week’s remote sensing images of sea surface properties are useful for
comparing with models and data to aid their interpretation. Sea surface temperatures
have been routinely calculated from the infrared channels of the AVHRR series of
sensors, operated by NOAA (the USA National Oceanic and Atmospheric Adminis-
tration). SeaWiFS, launched in 1997, is a multi-channel (visible and infra-red)
instrument used for studying ocean colour; chlorophyll ¢ and suspended sediment
concentrations can be derived after calibrating images against coincident in situ data.

4. Operational models

4.1 From the Atlantic to Liverpool Bay
The ocean Forecasting Ocean-Atmosphere Model (FOAM) at 1/9° resolution (approxi-
mately 12 km) predicts the temperature, salinity, water elevation and heat fluxes.
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Together with meteorological forecasts (at 12-km resolution), these then force the
Atlantic Margin Model (AMM) at 12-km resolution, which in turn provides inputs for
the Medium-Resolution Continental Shelf model (MRCS) at 7 km. Daily forecasts are
made for tides, waves, temperature and salinity. Models at higher resolution are the Irish
Sea model (IRS, 1.8 km), and the Liverpool Bay model (LB at 200 m). With the
exception of LB, these operational models are run routinely by the Met Office.

4.2 Linking MRCS and ERSEM

MRCS, based on the POL Coastal-Ocean Modelling System (POLCOMS), has been
coupled with the European Regional Seas Ecology Model (ERSEM) to provide estimates
of arange of parameters to aid coastal zone managers (eutrophication indicators). These
include sea surface and bed temperatures, chlorophyll a and Zooplankton, as well as
mesozooplankton, N 03, and N:P ratio.

4.3 Liverpool Bay: tides and suspended sediments

The 3-D Liverpool Bay model is also based on POLCOMS, and lias been set up to
provide tidal elevations and currents for simulating suspended sediments with a
Lagrangian random-walk particle tracking module. Results for suspended and settled
sediments in the Dee estuary show sediments enter and leave the estuary mostly through
the Hilbre Channel on the east side. Sediment on the bed accumulates on the eastern
shore, consistent with historical evidence.

5. The Coastal Observatory website

The website (http://coastobs.pol.ac.ukt is an important part of the Coastal Observatory
project. Users have round-the-clock access to observations and up to 48 hour forecast
model outputs without the need to register. However, free-of-charge registration allows
users to retrieve (unverified) numerical data as it becomes available. Ofthe 500+ regis-
trations so far, the general public represents 55%, researchers 20%, coastal managers
10%, teachers 10% and others 5%.

5.1 Observations

Up-to-date observations are from the coastal tide gauges, meteorological station, web
camera, ferry measurements, HF radar results, river flows, satellite images, fixed
moorings and CTD survey data.

5.2 Forecasts

Model outputs predicting up to 48 hours ahead include: mean currents, elevation, sea
temperature and salinity, swell waves and wind waves, air temperature, wind speed and
direction, cloud cover and rainfall.

6. Future directions

A second mooring site started in April 2005. The FerryBox suite of instruments will be
installed on other ferry routes, and will include the monitoring of nutrients. Continued
effort is required to ensure data quality, to analyse the streams of data being acquired and
to synthesis these with the numerical models.
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Funding is being sought for the next phase of the project in 2007-2012, and we will seek
to enhance collaboration with European and International Coastal Observatory partners.
The ultimate goal is to convert what is presently a research tool into an operational one.
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High resolution monitoring of harmful algal blooms
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Abstract

Real time monitoring of harmful algal blooms with the necessary vertical resolution for
detection of thin layers of phytoplankton is now possible. The Skagerrak is an area influ-
enced by water from the Baltic and the North Sea. Harmful algal blooms (HABs) are a
major concern in the area for aquaculture and the whole marine ecosystem. The water is
mostly stratified and harmful algal blooms sometimes occur in thin layers in the water
column. To monitor the development and advection of blooms a mooring with a
profiling multi-parameter device is used. The system also consists of a surface buoy with
sensors at 1 m depth and a sea floor mounted acoustic doppler profiler for measurement
of current speed and direction as well as waves. The profiling device moves vertically
through buoyancy control with a speed of around 30 cms L. It is fitted with sensors for
chlorophyll ¢ fluorescence, turbidity, oxygen, salinity, temperature and nitrate. The
sampling frequency is normally set to 1 Hz giving a vertical resolution of about 30 cm.
Data is transmitted every three hours using the GSM mobile phone system and will be
presented on the internet in near real time. The mooring will be deployed at ca. 50 m
depth close to the Swedish west coast at Maseskir, position N 58° 05.5', E11° 17.0". The
location of the mooring was chosen to catch the Baltic current, the Jutland current as well
as deep Skagerrak water. The system is expected to be operational in summer 2005,

Keywords: Buoy, measurement platform, harmful algal blooms, vertical profiles,
chlorophyll a fluorescence, oxygen, nitrate, turbidity, real time, currents, waves, salinity,
temperature, Skagerrak, thin layers, phytoplankton.

1. Introduction

This paper presents an innovative profiling system for monitoring Harmful Algal
Blooms (HABs) and coastal oceanographic conditions in the sca. HABs are a major
concern in the Skagerrak—Kattegat area which is situated between the North Sea and the
Baltic (Figure 1). The area is characterised by very small tidal amplitude (ca. 30 cm) and
by mixing of several different water masses with typically large salinity differences, and
stratification is often strong (e.g. Figure 2). Aquaculture along the coasts of Norway,
Sweden and Denmark includes mussel farms (Aytilus edulis) and fish farms (e.g. Salmo
salar). Low biomass blooms of phytoplankton genera such as Dinophysis and Alexan-
drium causing diarrhetic and paralytic shellfish poisoning respectively are common
phenomena that at present require water sampling and microscopy for monitoring.

* Corresponding author, email: bengt karlson@smbhi.se
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Figure 1 Map showing the locations of the Swedish oceanographic buoys in the Skagerrak-
Kattegat. The profiling multiparameter system Méseskdr W is planned to be deployed in late
summer 2005. The mooring at Laso E is a multiparameter buoy measuring meteorological param-
eters, waves, currents, salinity, temperature, salinity and chlorophyll a fluorescence at up to 10
different depths. Vdderobod measures surface temperature, wave height and direction. The Valo
station, from which data is presented in Figure 2, is also indicated.
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Figure 2 During the Chattonella bloom in 1998 sampling was made every three days at Valo
close to Goteborg. Data is shown to illustrate the short term dynamics of harmful algal blooms in
tile area. The thin layers of phytoplankton detected as chlorophyll a fluorescence are sometimes,
but not always, connected to a pycnocline.
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High biomass blooms having effects on the entire ecosystem or causing fish kills such as
those of Chrysochromulina polylepis in 1988 and Chattonella sp. in 1998, 2000 and
2001 respectively may be monitored using a combination of automatic and manual
techniques. Remote sensing from air and space using for example the MERIS sensor on
ENVISAT is used for monitoring the uppennost part of the ocean. An estimate of total
phytoplankton biomass as chlorophyll a is obtained when suspended sediments or
dissolved coloured material does not hamper the algorithms. However, clouds are a
major problem in the area for remote sensing applications. Another technique used
successfully is FerryBox systems on ships of opportunity. From ferries, total phyto-
plankton biomass data measured as chlorophyll a fluorescence is obtained in real time.
Also ferries can be used for automatic sampling for later microscopic analysis on shore.
One limitation is that only one depth, usually around 4 m, is sampled. Harmful algal
blooms often occur in subsurface maxima (Figure 2), often in thin layers. Thus a system
for obtaining profiles of phytoplankton biomass is desirable for HAB monitoring. Such a
system is presented in this paper.

Sensors in profiler

Foatat5m .
Salinity
Temperature
Profiler Oxygen

Surface buoy
Air temperature
Salinity
Temperature Chlorophyll afluorescence
Chlorofyll a Turbidity
Turbidity

Nitrate

Sea floor ADCP
Current speed
Current direction
Wave height
Wave direction

ADCP

Figure 3 The system to be deployed at Miaseskdr W consists of a sea floor mounted ADCP, a
multiparameter profiling device and a surface buoy with sensors at 1 m. Measurement profiles are
made every three hours and data is transmitted in near real time to be published on the Web.

2. Technical description of system

The heart of the system (Figure 3) is a profiling device that moves up and down through
the water column every three hours using buoyancy control. On this device several
different types of sensors are mounted. They communicate with a processor in the
profiler through standard protocols (RS232). Sampling at 1 Hz and a vertical velocity of
ca. 20-30 cms-1 results in a vertical resolution of about 20-30 cm. A torpedo shaped
float at 4 m tightens an inductive wire fastened to a bottom weight at 50 m depth. The
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profiler moves along the wire between the sea floor and 5 m depth. A second set of
sensors is mounted on the surface buoy at 1 m. Inductive modems connected to the sea
floor mounted ADCP (Acoustic Doppler Current Profiler) and the profiler is used for
communication with the surface buoy where a processor handles the data. Transmission
to shore is accomplished using a GSM mobile phone modem. Satellite communication is
possible but not needed close to shore. At the SMHI offices the data will be stored and
automatically processed for publication on the Web. Special care has been used when
designing the system to avoid biofouling. The sensors on the profiler rest on the sea floor
most of the time. Optical windows are covered by copper shutters or cages. The sensors
on the surface buoy will be affected most by biofouling but are also easiest to access for
cleaning. Service intervals for cleaning and battery replacement are expected to be
around 60 days in March—October and around 90 days in winter. Biofouling is expected
to be the limiting factor for the time between service intervals.

3. Discussion

3.1 General discussion

The system presented solves several of the problems of monitoring the oceanographic
conditions in the area. It is to the author’s knowledge a unique combination of real time
measurements of physical, chemical and biological variables with a high vertical and
temporal resolution. Similar profiling systems have been used before (Arneborg ef al.,
2004) but without real-time communication. Systems measuring at one or several depths
also exist (e.g. Mills et al., 2003) and work excellently in well mixed areas. Being able to
observe thin layers of phytoplankton while sitting at a computer connected to the internet
makes it possible to plan shipborne sampling effectively. Turbidity measurements are
made to detect suspended sediments and to give extra information about other particles
such as phytoplankton. Measurements of current speed and direction facilitate prediction
of bloom advection. Basic measurements of salinity and temperature with a high vertical
resolution are important to detect density gradients. The oxygen measurements close to
the sea floor will produce early warnings of oxygen deficiency. Oxygen measurements
closer to the surface indicate where primary production is high. The nitrate measure-
ments use a method based on nitrate absorption in the UV-light region and has a lower
detection limit than those based on wet chemical methods. The nitrate data will anyway
provide interesting data on the nutrient dynamics. Wave data is essentially a bonus from
a modern ADCP mounted at relatively shallow (50 m) site.

The system will be deployed on a site in the Baltic current which moves northward along
the Swedish West Coast. Water from the Jutland current originating in the southern
North Sea will most often be mixed into the Baltic current before the water reaches the
buoy. Thus for warning purposes the data from the buoy is likely to be most useful for
the northern part of the Swedish West Coast and the Southern coast of Norway. Ideally a
buoy like the one presented should be part of an integrated network of buoys and other
systems for monitoring the sea. There are several positions of interest for buoys in the
area including one or two in the Jutland current.
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3.2 Benefits with profiling systems

The most obvious benefit is of course the high vertical resolution of the data produced.
Another advantage is that only one or two sets of sensors need to be purchased and
calibrated. To obtain a vertical resolution of 5 m the traditional way in 50 m water depth
would require 10 sets of sensors. Also biofouling is reduced because the profiler spends
most of its time in the deep water where biofouling is much reduced compared to the
productive zone. The system is also smaller and light which means that relatively small
vessels can be used for service. All these factors result in increased cost efficiency.

3.3 Limitations with the presented system

A system like the one presented only monitors the total biomass of phytoplankton.
Sensors discriminating between different groups, genera or species are not included.
However, progress in optical oceanography as well as in molecular biological techniques
for estimating biomass of HAB species may soon change this situation. In arecas where
cyanobacteria is a problem, ¢.g. the Baltic, sensors for phycocyanin fluorescence can be
used to discriminate HABs from phytoplankton blooms in general. Other possibilities
include in situ flow cytometers and microscopes for species or group recognition. It is of
course also possible to mount sampling devices on the mooring but in this case samples
must be collected and analysed in the laboratory.
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Abstract

met.no offers a range of marine forecasting services based on a coupled model system,
including operational models for the atmosphere, ocean circulation, waves, sea ice,
ecosystem, drifting objects and oil spill fate. Development is carried out with the primary
aim of improving the accuracy of forecasts out to +10 days. Priority areas of devel-
opment are: increased spatial resolution, coupling to global ocean forecast data at open
boundaries, coupling of process models, improving representation of freshwater runoff,
better exploitation of observations in validation and assimilation, and ensemble
forecasting.

Keywords: ocean forecasting, ocean modelling, maritime safety, marine
enviromnent

1. Introduction

The Norwegian Meteorological Institute (met.no) is tasked with the national responsi-
bility for monitoring and forecasting meteorological and oceanographic phenomena that
impact maritime activities in Norwegian waters. To this end, met.no maintains a suite of
operational numerical forecasting models for the atmosphere, waves, ocean, sea-ice and
marine ecosystem, in addition to a selection of operational satellite and in situ observa-
tions. Observational and forecast information is served to a broad range of public users,
from expert maritime managers to the general public.

This paper offers first an overview ofthe ocean forecasting services at met.no and there-
after a description of the most important developments being pursued. The aim is to
show how one small national forecasting agency approaches the challenge of serving
prognostic oceanographic information to a broad range of maritime activities.

2. Ocean forecasting services

met.no’s ocean services are focused on forecast times up to +10 days. They include three
main types of service: daily forecasts of the “ocean weather”, derived prognoses for
drifting matter and daily forecasts of algal blooming in southern Norway. The numerical
models and data streams involved are schematised in Figure L

2.1 CDcean weatherDforecasting

The backbone ofthe forecast system is the numerical weather prediction (NWP) models
for Europe and the Arctic. The HIRLAM (hirlam.knmi.nl) code is run at 20 km
resolution, using boundary conditions from the ECMWF; it provides 60 hour forecasts

* Corresponding author, email: Brace.Hackett(S)met.no
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four times daily. For high resolution applications, the Met Office’s Unified Model (UM)
and the MM5 model are run on nested local domains. The NWP models supply atmos-
pheric forcing to the ocean models.

» For ocean waves, the WAM code is run on a 45 km grid for the northern seas, using
boundary conditions from the ECMWF WAM, and a nested 8 km grid for the North
Sea. Forecasts out to +60 h are issued twice daily.

* For storm surge water level, MI-POM, met.no’s version of the POM model
(Blumberg and Melior, 1987; Engedahl, 1995), is run in 3D homogeneous mode on a
20 km grid to forecast out to +60 hr.

» For ocean circulation (currents, temperature, salinity), the same model code is also
run in 3D baroclinie mode on a suite of nested grids. A 4 km grid ofthe northern seas
is standard (“Nordic4”), from which daily forecasts to +60 hours are issued. Monthly
climatological data are used on the lateral boundaries.

» For Arctic sea ice forecasting, MI-POM is run in 3D baroclinie mode coupled with an
ice model (MI-IM) on a 20 km grid of the northern seas and Arctic Ocean
(“Arctic20”). ECMWF atmospheric forcing is used to give forecasts out to +240 Ins.

Data assimilation is used to a limited extent. For WAM, ENVISAT altimeter data are
assimilated using a modified successive corrections scheme. The MI-POM circulation
models assimilate SST and sea ice concentration from the EUMETSAT Ocean and Sea
lee Satellite Application Facility (OSI-SAF) using a nudging scheme (Albretsen and
Burud, 2005).

OSI-SAF eone.

Atmosphere lee OSI-SAF SST
ECMWF . )
MI-IM Ocean circulation
UM 4km
HIRLAM 20, 10, 5 km HYCOM ROMS
Precipitation MI-POM
Temperature Humidity
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Salinity T
Waves Drift Qil Ecosys.
MI-WAM Ship/Leeway OoD3D IMR/metno
Rivers
Dir. spectrum Trajectory Dispersion
Sign. Wave height Probability Drift (3D) Oxygen
Mean period & dir. Drag charact. Weathering
Peak period & dir. DeepBlow Flag. & diatom
Altimeter Hs

Figure 1 Schematic ofthe met.no operational model system for marine forecasting. Model codes,
prognostic variables and resolutions are indicated. Arrows indicate coupling between models. Drift
and Oil models are stand-by models; all others are rim 1-4 times daily.
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2.2 Support for maritime safety

met.no supports national services for maritime safety, specifically drifting objects,
including ship drift and search and rescue (SAR), and oil spill combat. In both cases,
met.no maintains standby models that are driven by the operational models for atmos-
phere, ocean circulation and waves.

+ Drifting objects. The Leeway model, developed in cooperation with the U.S. Coast
Guard, is applied to provide drift forecasts for a wide range of floating objects.
Forecasts are run on demand using a web-based ordering and delivery system.

+ Ship drift. A specific drift model for large vessels has been developed in cooperation
with Det Norske Veritas. It is run at the request of the Norwegian Coastal Authority.

+ Oil spill fate. A model for oil weathering, developed by SINTEF, is coupled to an
advection-diffusion model to determine the fate of a marine oil spill. Forecasts are
supplied on demand using a web-based ordering and delivery system.

For all the drift models, considerable effort has gone into selecting the best available
forcing data from the suite of model data available.

2.3 Environmental monitoring

In cooperation with the Institute of Marine Research (IMR), MI-POM has been coupled
to IMR’s model for nutrients and algae NORWECOM; Skogen, 1993). The coupled
model system is run daily on a nested 20-4 km grid of the northern North Sea and
Skagerrak (“Bio4™) to give forecasts to +120 hrs. The forecasts are used primarily to
predict algal blooms, but are also used in monitoring eutrophication indicators.

3. Current and future developments

3.1 Higher spatial resolution

met.no is continually moving models towards higher resolution grids. There are two
reasons to do so:

1. The ocean mesoscale, as expressed by the Rossby radius of deformation, is of the
order of 5—15 km in Norwegian waters. Baroclinic models need a grid spacing of a
fraction of the deformation radius in order to replicate the mesoscale features, i.c.,
grids of 1—-4 km are required.

2. Users of ocean forecasts are mostly near the coast, ¢.g., most SAR operations are
within 5 km of the coast. The coast zone of Norway is extremely complicated, with
thousands of islands and long, deep fjords. Resolving the coastal topography is a
major challenge requiring model grids of even higher resolution than that dictated by
the ocean mesoscale. A similar challenge is faced by NWP models confronted with
steep and irregular terrain.

As a consequence, met.no is running pre-operationally MI-POM on a nested 1.5 km grid
for the northern North Sea, together with a nested 300 m grid for the Oslofjord and a
200 m grid for the Bergen region. A primary aim is to provide fine-scale current
forecasts for the heavily trafficked waters off southern Norway, especially recreational
use (Oslofjord) and military use (Bergen region), see Figure 2.
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Figure 2 The effect of horizontal model resolution (grid spacing indicated) on current simulation
off western Norway. The plots show current vectors, which are not legible, but the resultant
shading effect shows the fine-scale current structure produced. Decreasing grid spacing yields
more fine-scale structure as well as better definition of the complicated coastal topography. The
two smaller models are nested into their neighbour to the left.

These shelf/coastal models will benefit from a suite of high-resolution NWP models,
currently pre-operational, for forcing. The hydrostatic HIRLAM code is being mn on
grids of 10 and 5 km for Norway as candidate replacements for the current 20 km
standard. The UM is being mn non-hydrostatically on a 4 km grid, while the non-hydro-
static MMS5 is mn for air quality in the major urban areas. The ability ofthe non-hydro-
static models to replicate features like sea-breeze and orographic steering in fjords is
particularly important for fine-scale coastal ocean models (Figure 3).

HIRLAM 20km

Hardangerfjord

HIRLAM 10km

DM 4km

Current standard model HIRLAM 20 km
60 hr forecast 4 times daily

Figure 3 Left: NWP model grids currently mn at met.no supplying forcing data to ocean models.
ECMWF global model data are also used in some cases. Right: comparison of winds from
HIRLAM 20 km (large wind vectors) and the nested UM 4 km (small wind vectors) for the
Hardangerfjord near Bergen. Note that, over the fjord, the winds in the two models are oppositely
directed (SSW for HIRLAM and NNE for UM). UM is run in non-hydrostatic mode.
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3.2 Coupling to global ocean forecasts

There is also user interest for the deep ocean in Norwegian waters. In particular, the
offshore industry is moving to exploration and production beyond the continental shelf,
at depths in excess 0f 400 m. Currents along the Norwegian continental slope are strong
and only partly influenced by local forcing, met.no’s local models have validated poorly
for volume transport in the Norwegian Atlantic Current, which is very sensitive to
specified lateral boundary conditions. In addition to currents, interannual variability in
temperature and salinity has been lacking due to the use of climatological boundary
conditions. Obtaining boundary data from assimilating global ocean models has been
identified as a promising solution to these shortcomings. As part of the Mersea Strand 1
project (\\\w\.ncrsc.no/~mcrsca/). operational boundary forcing data from the Met
Office FOAM model (Bell et al., 2000) have been tested with a NI-POM/NORWECOM
ofthe North Sea, giving daily forecasts to +108 hrs since 2003 (Figure 4). This operation
continues in the Mersea Integrated Project (www.irrcmcer.rr/mcrscaip/). supplemented
with a parallel mn using data from the TOPAZ model (topaz.nersc.no/index.htmll:
similar use of data from the Mercator system (www.mercator-ocean.fr/1. including
biochemical and sea ice variables, is also planned.

20km

Physical OBC
from FOAM (Mersea) Shared

withSMHI

Figure 4 Use of lateral boundary data in test versions of the met.no/IMR ecosystem forecast
model. The model system is a nested 20-4 km grid, mn daily. Physical open boundary condition
data at the open ocean boundary are supplied by the Met Office FOAM 1/9 North Atlantic model.
For the exchange between the Baltic and North Sea, model data on a subgrid covering the Kattegat
are traded between met.no and SMHI, both for physical and biochemical parameters.

Complementing the global ocean data applied at the open ocean boundaries is the
interface to the Baltic, which is not modelled explicitly at met.no. A solution in which
model data in the Kattegat are exchanged between met.no and SMHI (Sweden) has been
under testing in daily routine since 2003 (Figure 4).
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3.3 Coupling of models

The aim of fully coupling models for marine geophysics is to improve the representation
ofthe processes at the interfaces between those models, specifically the fluxes at the air-
sea-ice interfaces, and thereby improve forecast accuracy. Much ofthis development has
been carried out in climate modelling studies (see for example RegClim, regclim.met.no/
index en.html). but adaptations to medium-range forecasting are required. The coupled
hydrodynamic/ice model MI-POM/MI-IM has been in pre-operational service since
2003, running on the 20 km grid of northern waters. The coupled model is now being
tested for fine-scale application (4 km grid) looking toward implementation in the
Nordic4 model.

The next step is establishing a fully parallelised, relocatable coupled system consisting of
hydrodynamics (MI-POM), sea ice (MI-IM) and ecosystem (NORWECOM), to be
completed in 2005.

Implementation of coupled atmosphere and ocean models for operational forecasting is a
further aim, but is being approached piecemeal. Tests carried with a coupled NWP/wave
model (ECMWF/WAM) to calculate the momentum flux to MI-POM have shown an
improvement in forecast skill for storm surge (Satra et al, 2005). Prognostic currents
from MI-POM have been implemented in WAM (one-way coupling) in order to improve
wave forecasts used in ship routing applications (Mersea IP activity). A coupled atmos-
phere/ocean/ice model system lias been developed for climate studies, and will serve as
the methodology for coupling arbitrary component models in a future forecasting
system.

3.4 Freshwater runoff

With ever greater focus on coastal and ecosystem processes, the role of freshwater runoff
has become more important for medium range forecasting. The current operational
practise is to use monthly climatological values of volume flux and “typical” values of
nutrient loads. Recent efforts have gone into assessing the sensitivity of the Skagerrak
hydrodynamics to runoff (Albretsen and Roed, 2005) and obtaining near-real-time obser-
vations of volume fluxes from the major Norwegian rivers. Complementing this, met.no
has initiated a survey of potentially operational river data within the Northwest Shelf
Operational Oceanography System (NOOS; www.noos.ee). The ultimate aim of this
effort is to obtain near-real-time observations of freshwater fluxes to the model domains,
along with observations/estimates of nutrient loads and prognostic values from hydro-
logical models.

3.5 Validation and assimilation

The utilisation of observations, both for validation of and assimilation in operational
ocean models, has been weak at met.no. This is partly due to the sparseness of real-time
observations in the shelf/coastal zone which is the main focus. A number of validation
studies have been carried out in hindcast, but only recently have daily updated validation
products been implemented. The latter are considered a vital tool for improving forecast
skill. A performance evaluation prograimne has been started in which validation
products will be implemented for key forecast parameters and assessment meetings are
held bi-annually.
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Developments in assimilation include:
1. implementing estimates of swell spectra from synthetic aperture radar in WAM

2. replacing nudging of OSI-SAF SST and sea ice concentration data in MI-POM/MI-
IM with a multivariate error sub-space Kalman fdter scheme (Albretsen and Burud,
2005)

3. preparing for iimninent observing systems such as gliders, shallow water ARGO and
HF coastal radar.

3.6 Ensemble forecasting

A recurring criticism of ocean forecast products is the lack of error bars. NWP is
attempting to meet the same type of criticism through ensemble forecasts, where the
spread of the ensemble is interpreted as a measure of uncertainty. This appears to be a
fruitful approach also for a number of ocean forecast products. At met.no, products from
the ECMWF Ensemble Prediction System (EPS) are routinely used for marine weather
forecasting and for wave forecasting. A more recent initiative is downscaling the EPS
atmospheric fields for the Norwegian area to provide more spatial detail. Building on
this, the oceanography group have used the downscaled fields to ran an ensemble of
stonn surge forecasts (Figure 5). The ensemble forecasts are currently under assessment,
but are expected to become an important tool for water level forecasting. In addition, the
system will pave the way for other ocean parameters, such as wave height, surface
currents and algal blooming.

Figure 5 Example of ensemble water level forecast. Top: time series for Southend, where box-
and-whisker plots represent the spread of the ensemble members, and the solid lines show the
control member and operational prognosis; horizontal axis is prognosis time, vertical axis is sea
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level anomaly. Bottom: field representation showing probability for exceeding 0.5 m water level at
forecast time +60 hrs; note region of higher probability off SE England.
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Abstract

The coastal zone is the place of the highest ecosystem goods and services (Costanza et
al., 1997). Coastal zones are under threat from both natural and anthropogenic forcing
which limit the capacity of these ecosystems to support the coastal goods and services.
There is an urgent need for a better understanding of natural and human induced
processes to develop and underpin informed decision-making in the coastal zones. This
will involve insights and know-how from a multitude of decision-makers and disciplines.
Various countries have signed a large number of international and multinational agree-
ments calling for safety at sea and sustainable use and management of marine resources.
To respond to this call we have to monitor and forecast processes and changes in the
ocean space. This is the rapidly emerging field of operational oceanography. Integration
of in situ data and observation from space together with advanced modelling should
serve as input to a decision support system that can be used for scenario development
and as a management tool for coastal development. It goes without saying that stake-
holders and end-users should be involved in the design process of these systems.

This paper presents the preliminary results of a questionnaire sent to relevant stake-
holders to investigate the role of operational oceanography in the decision-making
process of the coastal zones.

Keywords: Operational oceanography, decision-making, decision support system,
participatory processes, coastal zones, integrated coastal management.

1. Introduction

The coastal arcas are among the most important and productive environments; they
support the production of goods and services with an estimated value of 12.5 trillion
USD per year (Costanza et al., 1997). The capacity of these systems to support the goods
and services is declining because of a variety of phenomena inducing changes in charac-
teristics and processes typical of these ecosystems. Although the phenomena of interest
tend to be local in scale, they are globally ubiquitous with a pattern that suggests they
are, more often than not, local expressions of larger scale forcing of natural origin,
anthropogenic origin, or both (UNESCQO, 2003).

The driving forces that are the principal causes of these changes are, in the coastal zones,
mainly related to the multiple and, often conflicting activities that can take place along
the world coastlines.

* Corresponding author, email: fsantoro@unive.it
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In this context we definitely need to monitor and observe the system in order to achieve a
better understanding of processes, changes and possible cause-effect relationships at the
origin of the changes. The capability of managing the coastal areas in an integrated
manner and the goal of sustainable use of the oceans and coastal resources depend
crucially on the scientific knowledge ofthe marine system variability, particularly on our
capability to forecast at the relevant space and NRT (near real time) scales. (Zodiatis et
al., 2003).

2. Decision-making in the coastal zones

There is a necessary chain of logical transformations to support decision-makers and
policy-makers, as well as all the relevant actors involved in the management of coastal
zones, to produce better informed decision-making especially when dealing with
complex systems and issues like those present in the coastal zones enviromnents.

~Coastal zones Oeosion-making environment”
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Figure 1 The decision-making environment in the coastal zones.

There is still a gap between the collection of data and the use of them; the question is
how to translate the results of modelling and observing systems in a way that decision-
makers and policy-makers could understand. One powerful tool is offered by a category
of computerised systems called Decision Support Systems (DSS). Traditionally models
have been developed for just one discipline or for just one topic, but the main aim of
DSS is to have a tool able to integrate different models and different analytical and visual
tools and to offer users the possibility of exploring effects and impacts of different strat-
egies and policies.

The elements of a DSS are basically the data and the knowledge base, which contains all
the data to be input in the inference engine, and the inference engine itself which can
have an integration of multiple disciplines models, able to produce a number of
indicators, criteria and alternatives. For example a coastal management problem would
use indicators such as population growth, land-base pollution, and waste water treatment
levels. The system would develop alternatives or scenarios and also through the use of
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evaluation techniques, would enable users to evaluate alternatives according to the
criteria produced during the inference phase.

Despite great effort over the last few years for developing several examples of DSS, and
in particular for coastal and river management, there are few examples ofthe use ofthese
systems in reality. There are many reasons for this lack of success of decision support
systems. One reason could be that the users find the system too detailed, time consuming
and costly to use. Other reasons are related to the general complexity of the systems,
while still other reasons are related to the uncertainty of the model output and on the
appropriateness for solving the decision question. Many authors state that the limited
involvement of users in the development phase can lead to unsuccessful DSS (Uran and
Janssen, 2003).

One simple answer to these questions is that the developers of a DSS should involve the
users in the first phases of the process. It is of fundamental importance that the different
stakeholders are able to participate and interact with the developers and among
themselves to have a precise idea of the real needs and the responses required from such
a system.

3. Participatory processes

Participatory processes are increasingly seen as one of the most effective ways to
achieve the goal of a rational and sustainable management of natural resources. For
example, within Agenda 21, it is asserted, “one of the fundamental prerequisites for the
achievement of sustainable development is broad public participation in decision-
making” (UNCED, 1992).

3.1 The Integrated Coastal Zone Management questionnaire

Among the most widely used methods for stakeholder consultation are questionnaires. In
this paper we present some preliminary results from a questionnaire developed for a
wide consultation of potential users of marine monitoring and forecasting systems,
mainly to investigate the potential links between those systems and the coastal zone
management process. The questionnaire is available on-line (www.santoro.free.fr/
qucslionnairc/queslionnairc.html) and has been sent to different categories of stake-
holders.

These categories encompass enviromnental protection agencies, port authorities, govern-
mental institutions at local, national and international levels, as well as universities and
research institutes.

The questionnaire is composed of four different sections:
1. general information of the respondent

2. coastal issues, with questions on the most important enviromnental problems,
economic activities and governance issues in the coastal zones

3. monitoring and forecasting systems, to investigate which are the most important
needs of these potential users paying particular attention to the most important
parameters to monitor and forecast.

4. decision-making processes in the coastal zones, to identify the role of numerical
modelling and in situ measurements for the coastal zone planning process as well as
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the link between the dissemination and the communication of data and results coming
from operational oceanography systems on the involvement of end-users and
potential stakeholders.
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Figure 2 The ICZM questiomiaire ihttp://www.santoro.free.fr/questionnaire/questioimaire.htmll.
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Figure 3 The percentages of different categories ofrespondents (52 responses in total).
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Figure 4 The most important coastal environmental issues according to the results ofthe question-
naire. WQ: Sea state, CF: Coastal flooding, RSL: Rising Sea Level, CCS: Chemical contamination
of seafood, HWS: Human pathogens in water and shellfish, HML: Habitat modification and
loss, E: Eutrophication, CB: Changes in species biodiversity, BR: Biological responses to
pollutants, HAE: Harmful algal events, O: Overexploitation offish stocks.
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Some preliminary results of the questionnaire are shown in Figure 4. The answers
requiring a ranking exercise have been processed using the Borda method, for each
person’s rankings, the Borda function awards n- 1 points to the highest ranked alter-
native, //-2 points to the next highest ranked alternative, and so on, where n represents
the number of alternatives under consideration. The coastal issues for the graph in Figure
4 represent the alternatives. From the answers already analysed the most important
coastal issues are water quality and eutrophication.

The most frequently mentioned parameters to monitor are sea level, temperature,
primary production and particulate carbon and nitrogen.

Parameters to rranitor Parameters to forecast

30
25

20

Figure 5 A rank ofthe most important parameters to monitor and forecast according to the results
of'tile questionnaire. BOD: biological oxygen demand, T: transparency, DIN: dissolved inorganic
nutrients, DO: dissolved oxygen, BSD: benthic species diversity, NSD: nekton species diversity,
PCN: particulate organic carbon and nitrogen, pH: pH, PP: primary production, S: salinity, T:
temperature, Sc: surface currents, Sw: surface waves, SL: sea level, Sb: sediment budget.

The most frequently mentioned parameters to forecast are sea level, sea waves, temper-
ature and salinity.

4. Conclusions and future developments

A reliable knowledge of natural and human-induced changes in the coastal zones for
decision-makers is of paramount importance due to the emergence of risks and environ-
mental problems in these areas. Operational oceanography can offer an important contri-
bution to the development of a more knowledge-based decision-making. Tools like
decision and planning support systems can be very powerful in finding a way to translate
the observed and modelled data into useful information for all the relevant coastal stake-
holders.

Public participation processes are one of the possible ways for creating this missing link
between scientists and the possible end-users of operational oceanography products.
The questionnaire presented in this paper is an example of these kinds of processes. The

results will be used for identifying the most important issues for different stakeholders
and to design a decision support system able to respond to their needs.
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Abstract

The Atmospheric Modelling and Weather Forecasting Group (AM&WFGQG) operates the
SKIRON/Eta system for the Mediterranean Region at mesoscale resolution and
forecasting horizon of five days for the purpose of the MFSTEP project. The predicted
fields are used to drive various resolutions of oceanographic and wave model configura-
tions operated at various institutes. The system has been in operational use since January
2003 by utilising GFS global analysis and forecasts on daily basis, while for the opera-
tional needs of MFSTEP it utilised Météo-France data. Additionally, series of sensitivity
tests with various sets of SSTs and evaluation procedures have been carried out. It is
concluded that the atmosphere does not always respond to spatial resolution of SSTs in a
significant way. The evaluation procedures showed that the system is consistent in its
basic characteristics and the forecast skill maintenance throughout the forecasts is
remarkable.

Keywords: nonhydrostatic SKIRON/Eta, MFSTEP, SST, bias, RMSE, statistical
analysis

1. Introduction

Limited area weather forecasting is necessary for a large nmnber of applications in
research and operational mode. The NWP outputs are commonly implemented off-line in
a wide range of modelling systems, such as photochemical models, ocean general circu-
lation models and wave models. The usual forecast horizon of these products is up to
three days and their skill ranges between 80-90%. Nowadays, there is a requirement for
accurate predictions that maintain their skill for periods longer than 3 days.

In the framework of the EU MFSTEP (Mediterranean Forecasting System: Toward
Enviromnental Predictions) project, the two well-known regional atmospheric models
SKIRON/Eta and Aladin are integrated operationally in the Mediterranean region
providing 5-day weather forecasts. A number of model outputs are disseminated to the
ocean modellers at high spatiotemporal resolution in order to force their regional, shelf
and wave models. The role of AM&WEFG is: a) to provide atmospheric forecast and
hindcast fields to various ocean, wave and mesoscale atmospheric models by utilising
the SKIRON/Eta modelling system and b) to perform a series of sensitivity experiments.

The atmospheric model forecasts usually contain errors which are associated with factors
such as the model resolution and the initial conditions. The horizontal resolution is a

* Corresponding author, email: kallos(S!mg.uoa.gr http://forecast.uoa.gr
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crucial parameter in areas with high variability in the physiographic characteristics
(Mass et al., 2002) such as the Mediterranean region. High horizontal resolution of about
10 km was employed by the regional atmospheric models during MFSTEP.

The initial conditions and particularly the SSTs exert a significant influence on medium-
range and seasonal atmospheric forecasts (e.g. Pytharoulis, 1999; Katsafados et al.,
2005). Certainly, one must bear in mind that convection is very insensitive to changing
SSTs in the absence of large-scale flow (Tompkins and Craig, 1999). Future work needs
to focus on the Mediterranean region in order to understand the effects of SSTs on
atmospheric forecasts in the basin.

The aims of this paper are to describe the configuration and the perfonnance of the
SKIRON/Eta modelling system and to study its sensitivity to changes in the SST field.
Section 2 will present the characteristics and the setup of SKIRON/Eta, while the
perfonnance ofthe model and its sensitivity to SSTs will be investigated in section 3.

2. SKIRON/Eta modelling system

The SKIRON/Eta modelling system has been developed for operational use by the
AM&WEG. It consists of various modules for pre- and post-processing together with a
version of the model appropriately coded to ran on any parallel computer platfonn
utilizing any number of processors. The SKIRON/Eta system is based on the Eta/NCEP
model (Janjic, 1994). A detailed description of'its characteristics and configurations can
be found in Kallos (1997) and Papadopoulos et al. (2002).

SKIRON/Eta is a full physics atmospheric model with several unique capabilities that
make it appropriate for regional/mesoscale simulations in regions with varying physio-
graphic characteristics. It has the unique capability to use the “step-mountain” Eta
vertical coordinate and it includes the option to use nonhydrostatic dynamics. The
nonhydrostatic model appears to be computationally robust at all resolutions and
efficient in NWP applications (Janjic et al, 2001). Sophisticated parametrisations are
utilised in order to represent the various physical processes such as radiation, convection,
grid-scale precipitation and clouds, boundary layer and soil processes.

The hydrostatic version of the system lias been successfully used operationally in the
University of Athens since 1997. It has also been successfully applied to a large number
of different regions and for long forecasting periods (e.g. Papadopoulos et al, 2002;
Katsafados et al., 2005). The nonhydrostatic SKIRON/Eta has been in operational use
since January 2003 utilising NCEP/GFS global analyses and forecasts at a resolution of
1°x1° on a daily basis and producing 5-day forecasts (http://forecast.uoa.grt. In the
framework of MFSTEP, the analyses and 3-hourly forecasts of the ARPEGE model
(Météo-France) at a resolution of 0.25°x0.25° are used to drive the system (http:/
forecast.uoa. gr/mfstep).

Finally, the model domain covers the entire Mediterranean region with a horizontal
increment of 0.1°x0.1° (Figure 1), while 38 Eta levels are used in the vertical. The
computational domain was chosen through sensitivity experiments taking into account
the computer time which is a key parameter in operational operations.
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Figure 1 Horizontal plot of the difference between the high-resohition (1/16°x1/16°) and the
NCEP (0.5°x0.5°) SSTs on tile SKIRON/Eta grid on 13 October 2004. Units: °C. Dark shading
corresponds to positive differences.

3. Sensitivity to SSTs and performance analysis

The sensitivity of the atmospheric forecasts on SSTs and the model perfonnance were
investigated through a series of experiments with different SSTs. The two datasets which
are utilised in this study became available by NCEP and CNR-Rome for the 8-month
period June 2004-January 2005. The long period of data allowed their intercomparison
and the perfonnance of simulations under various meteorological conditions.

The SKIRON/Eta modelling system operationally uses the daily global NCEP SSTs at a
resolution 0f0.5°x0.5°. Thiebaux et ai. (2003) showed that the use ofthe high resolution
SSTs by the ETA model resulted to improved forecasts of stonn track and precipitation
over Eastern US. A high-resolution satellite SST dataset is produced operationally by
CNR-Rome and it became available in order to be implemented in SKIRON/Eta. The
horizontal resolution of'this dataset is 1/16°x 1/16° (longitude-latitude), while its domain
extends from 18.125°W to 36.25°E and from 30.25°N to 46°N. These SSTs were
expected to represent the spatial variability of the sea-surface temperatures in the
Mediterranean Sea more accurately than the 0.5°x0.5° NCEP SSTs.

3.1 SST intercomparison

The SST intercomparison was performed on a coimnon grid using monthly mean fields
and well-known statistical tests. Both SSTs were interpolated into the 0.1°x0.1° E-grid
ofthe operational SKIRON/Eta domain and the statistical methods were applied on the
grid-points at which both datasets were valid. A total of 15556 sea grid-points were used.

The two datasets generally exhibited small differences in the Mediterranean sea with
values less than 0.5°C (Table 1). The high-resolution satellite dataset provided colder
SSTs than the NCEP set in June, July, December 2004 and January 2005, while wanner
values were estimated from August to November 2004. Larger differences appeared only
locally and they were mainly located close to the coastline, probably due to the fact that
the high-resolution set could better resolve local features. Examination of mean monthly
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charts of absolute SST difference showed that the differences were generally smaller
than 0.8—1°C, while their arca-average value did not exceed 0.6°C (Table 1). Also, the
two datasets exhibited significant similarities in their monthly variability. Table 1 shows
that the difference in the monthly mean standard deviation between the two SSTs was
less than 0.1°C.

Table 1 The monthly mean differences, absolute differences and standard deviation of the high-
resolution and the NCEP SSTs from June 2004 to January 2005, averaged over the SKIRON/Eta
grid-points that were valid for both datasets. Positive differences indicate warmer SSTs in the high-
resolution satellite dataset. Units: °C.

Days with Mean Mean Mean High-
Month valid data Difference A_bsolute Star_ldérd resolution

Difference Deviation NCEP

Jun 2004 29 -0.333 0.587 1.394 1.313
Jul 2004 29 -0.222 0.566 0.777 0.753
Aug 2004 31 0.029 0.489 0.626 0.556
Sep 2004 28 0.097 0.504 0.641 0.697
Oct 2004 30 0.336 0.552 0.71 0.729
Nov 2004 28 0.242 0.54 1.089 1.047
Dec 2004 31 -0.167 0.388 0.654 0.637
Jan 2005 31 -0.13 0.375 0.499 0.536

3.2 Experimental setup

The SST intercomparison and day-by-day analysis showed that the high-resolution and
the NCEP SSTs do not differ significantly. A limited number of days with significant
differences were identified and they were selected for sensitivity experiments.

The main criteria for selecting these cases were the existence of important SST differ-
ences between the two datasets and the occurrence of significant weather in the basin.
Following these criteria, seven cases were chosen with positive and negative anomalies
appearing between the two sets. The initial time (and the duration) of these runs was at
0000 UTC on 14/07/04 (120 hrs), 21/07/04 (120 hrs), 13/10/04 (72 hrs), 03/11/04 (72
hrs), 17/11/04 (120 hrs), 05/01/05 (120 hrs) and 19/01/05 (120 hrs). The weather condi-
tions during these periods covered the typical weather types that prevail in the Mediter-
rancan basin from June to January.

Two simulations were performed for each selected case. In the one run the model was
integrated using the NCEP SSTs. In the other run, the model utilised the high-resolution
SSTs, with the NCEP SSTs being used in data void regions. This is necessary because
the NWP models require full meteorological fields in the initial conditions. Subjective
analysis and special algorithms did not allow the use of cases with unrealistically sharp
gradients in regions where both datasets were used. In all other aspects the two simula-
tions were identical and their only difference was the SSTs. ARPEGE analyses and
forecasts were used as initial and lateral boundary conditions, respectively.

3.3 Case study

A frontal zone was located over western Greece on 13—14 October 2004 and it was
associated with heavy rain, thunderstorm activity and strong winds. In this period the
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high-resolution SSTs were up to about 1.5°C wanner than the NCEP ones in the region
west of Greece (Figure 1).

The forecasts at selected meteorological stations of western Greece that were affected by
the frontal zone (Corfu and Aktio) were analysed. The outputs of the two simulations
were similar in most aspects and significant differences appeared in the precipitation.
The use of different SSTs induced spatiotemporal differences in the distribution of
precipitation in the basin (Figure 2) due to modulation of the transition speed of the
rainbands, with the precipitation amounts remaining nearly the same. However, the case
study did not indicate any clear improvement due to the use of'the high-resolution SSTs.

Figure 2 The differences of the 72-hour accumulated precipitation (nun) between the runs with
tlie high-resolution and the NCEP SSTs. Initial time at 0000 UTC 13 October 2004. Dark shading
corresponds to positive differences.
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Figure 3 a) Bias and b) RMSE scores of the 10 m wind speed versus forecast time for the runs
forced by NCEP SSTs and high-resolution SSTs (CNR).
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3.4 Statistical analysis

The assessment of the influence of the high-resolution SSTs on limited area forecasting
in the Mediterranean was investigated further through statistical analysis. In this task the
maximum available near-shore surface observations (METAR and SYNOP) were used.

Bias and root mean square errors (RMSE) of 10 m wind speed (Figure 3) and 2 m air
temperature (Figure 4) indicated that the changes in the lower boundary forcing did not
significantly affect the forecasting capabilities of the model. A slight difference between
the two runs was mainly detected on the second day of the simulations (Figure 3), but it
did not exceed 0.25 ms-1. In general the model output showed an overestimation of the
10 m wind speed with the RMSE varying between 2.2 and 3 ms-1. Regarding the 2 m air
temperature, an improvement in both bias and RMSE scores appeared in the simulations
with the high-resolution SSTs (Figure 4). The reduction of RMSE was systematic
affecting the whole period of forecast (72 hours). In both sets of experiments, there is a
slight underestimation (overestimation) of the maximum (minimum) 2 m temperature.
However, the most interesting result of the statistical analysis is the significant
consistency ofbias and RMSE for the whole 72-hour forecast period.
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Figure 4 a) Bias and b) RMSE scores ofthe 2 m air temperature versus forecast time for the rims
forced by NCEP SSTs and high-resolution SSTs (CNR).
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Finally, the statistical analysis of the 6-hour accumulated precipitation showed that in the
selected stations the predicted precipitation is generally not strongly influenced by the
SSTs. However, a rather important sensitivity was indicated in the intense precipitation
events with rates stronger than 16 mm per 6 hours (not shown).

4. Conclusions

The AM&WFG provides high-resolution limited area weather forecasts and hindcasts to
various ocean and atmospheric models by utilising the SKIRON/Eta system. The short to
medium range forecasts are sensitive, in local scales, to changes in the underlying SSTs
in the presence of significant weather. The prediction skill did not always seem to
improve due to the use of high-resolution satellite SSTs. The impact of the high-
resolution SST forcing in SKIRON/Eta appears to be more pronounced in the 2 m air
temperature and negligible in the 10 m wind speed. Regarding the precipitation, there are
spatiotemporal differences in its distribution due to the use of the CNR and NCEP SSTs,
but the amounts remain nearly the same. Finally, it is very important to note that the
SKIRON/Eta forecast skill was maintained throughout the runs.
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Abstract

In November 2002, the Prestige oil tanker sank and produces one the worst oil spills
recorded in Galicia, showing the necessity of developing operational oceanography in
the area. To that end, MeteoGalicia (the regional weather forecasting agency) have
recently implemented wave and hydrodynamic models which mn operationally coupled
to the meteorological model ARPS. At this moment, MeteoGalicia is running two opera-
tional wave models (WaveWatch III and SWAN) to forecast the marine weather and a
3D primitive equations model (MOHID) to describe the coastal currents. In the future,
this 3D model will be coupled to a global model in order to get realistic boundary condi-
tions (Project ESEOO) in collaboration with other institutions trying to develop a
Spanish oceanographic operational system. MeteoGalicia aims to achieve a high-quality
marine dynamics forecast within a scale of several hundred metres in order to satisfac-
torily describe the Galician Rias dynamic. All the outputs of this system are used daily
by MeteoGalicia forecasters and are available on the MeteoGalicia web page (http:/
www.meteogalicia. est.

Keywords : Meteorology, models, Galicia, weather forecast, oil spill.

1. Introduction

The Galician coast (NW Spain) is one of the most productive estuarine regions in the
world. Located at the north-western Iberian margin, it is under the influence of seasonal
upwelling events, so fisheries and aquaculture industries are among the main sources of
income in the region. Besides that, a lot of tanker tracks cross Galician waters. Around
800 million tons of oil can pass near the Galician coast. Moreover, enviromnental
protection of the region and sustainable development of other economical activities (e.g.
tourism, sport fishing, sailing) are becoming more important, so a regional strategy of
marine weather forecast is demanded by society in order to respond these issues.

MeteoGalicia is the Regional Meteorological Service of Galicia. The main aims of
MeteoGalicia are: a) meteorological and climate observation of Galician weather, b)
weather forecast, downscaling for the purpose of Galician people, ¢) Research, on atmos-
pheric and oceanological sciences. In addition, in order to answer requests, MeteoGalicia
has developed a special marine forecast to add to the daily main weather forecast. This
paper shows the advanced tools used to achieve this objective.

* Corresponding author, email: pedro.montero(S!meteogalicia.es
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2. Marine Forecast System

21 Setup

Two atmospheric numerical models (ARPS & MMS5) (Souto et al., 2003; Dudliia, 1993)
run twice daily for a coarse and fine grid centred in Galicia. These models are fed by the
NCEP/NOAA GFS model. They are validated every day against data from the Galician
net of meteorological stations. The marine weather forecasters use numerical outputs of
winds, temperature, precipitation, etc. Moreover, ARPS’ wind output is used to run wave
models. Two models are used: WaveWatchlll runs once a day in order to forecast sea
surface waves in the ocean and the SWAN model is run for nearshore forecast. These
models are validated against buoy measurements from the public agency Puertos del
Estado, (Carracedo et a/., 2005).

A radiative transfer model, FASTR, is fed every day by GFS stratospheric ozone output
in order to forecast UV Index for Galician region. A validation of this numerical forecast
can be found in Petazzi et al. (2004).

In order to obtain a tidal currents forecast, a hydrodynamic model MOHID2000 (Ruiz-
Villarreal et al., 2002; Montero et al., 2003) is run every day for the Galician area and
four nested grids. The objective of this system is to support the coupling with spill
models to be used in emergency plans needing a fast response. Further work will
introduce atmospheric pressure and wind forcing in the system. Calibration and
validation of this modelling system can be found in Torres-Lopez et al. (2005).

Aft-W O K T IYnfe:1ii| nysnni

Figure 1 Setup of atmospheric and wave models. Arrows show the forcements between models.
Numbers in brackets indicate the number oftimes each model is rim in a day.
2.2 Daily Products

Every day, forecasters use numerical models to make two marine weather forecasts (one
in the morning and another in the afternoon).
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Wind, waves, swell, temperature and other weather conditions are forecasted for two
periods of the day and for coastal zones. The scope of this forecasting is three days. All
of this information is published on the MeteoGalicia web site (www.meteoealicia.est
and is spread to regional television, radio as well as the press. All of the forecast infor-
mation is inserted in a database and validated against in situ measurements.

2.3 Non-daily products

In order to respond in an emergency situation, like an oilspill, Lagrangian models are
coupled to hydrodynamical models. Moreover, weather forecast information is updated
as often as necessary during crises.

3. Conclusions

A marine weather forecast system was set up in MeteoGalicia, the Galician Meteorologie
Agency. The main objectives of this system are to help forecasters in their daily reports
and to be used by the oil spill management office ofthe Galician government.

Further work will include wind and baroclinie forcings in order to obtain a full 3D
baroclinie picture of the Galician currents running every day in MeteoGalicia. Coordi-
nation with national projects like ESEOO is a fundamental task to obtain this objective.
Special efforts will be made to connect the model outputs with forecasters and the
persons in charge for a fast response to an oil spill.
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Abstract

At Rijkswaterstaat a forecasting system for water level currents and salinity has been set
up in the past years. The components have been developed by the National Institute for
Coastal and Marine Management of Rijkswaterstaat. This system contains the numerical
models from large scale continental shelves to small-scale 3D coastal zones, extended
with data assimilation tools. The introduction of this system took place side by side with
applications already in existence, data streams, and operational products, which need
extra attention so as not to be disturbed. The existing needs are supported and extended
and new ways to use more benefits are explored. The main goal is to distribute this data
to existing and new users and prove the validity of this forecasting system in safety and
economic activities all around the North Sea, nationally and internationally.

Keywords: operational forecasting, stonn surge, models, shipping guidance. North
Sea, oil spill management, data distribution

1. Introduction

In the Netherlands several tasks of Rijkswaterstaat are supported by the two Hydro
Meteo centres. One of them is situated in the south (Middelburg) and covers the Zeeland
region including the route to Antwerp. The other is situated near The Hague (Rijswijk)
and covers the rest of the tidal waters including the entire North Sea. The main tasks are
to warrant safe and economic optimal shipping guidance to the ports of Antwerp,
Rotterdam and Amsterdam; safety aspects like closing stonn surge barriers and
predicting the state of'the sea for all kind of off-shore activities. Further the infonnation
can support operational water management, cleaning up oil spills and efficient and
precise detennination ofthe reduction level for bathymetric soundings.

Figure 1 Berge Stahl (365000 dwt) on her way to Rotterdam; Measlant stonnsurge barrier;
Prestige on her way down.

* Corresponding author, email: M.E.Philippart@dnz.rws.minvenw.nl


mailto:M.E.Philippart@dnz.rws.minvenw.nl

Marc E. Philippart * and Jan-Rolf Hendriks 55

Recently we accomplished operationalisation of a whole new suite of models to satisfy
these needs. Tins action was a tough and exciting voyage. We would like to report on
this journey by presenting the problems we met, the “blisters” that occurred but also
some of the nice views we saw on the way.

2. Models

The models and data assimilation tools are developed by the National Institute for
Coastal and Marine Management of Rijkswaterstaat. In the project Nautilus a whole
suite of models were set up that fonn a perfect match for each other.

The large scale continental shelf model (DCSM98) lias a grid size of about 8 kilometres
and is driven by 11 astronomical components and wind and pressure fields from the
KNMI-Hirlam meteorological model (Philippart, 1997). Tins model is extensively
calibrated with the use of adjoint modelling. A large set of observations, in situ as well as
satellite altimeter data, is used in tins calibration (Philippart, 2002). Operationally a
Kalman filter is used to perform data assimilation of 5 locations along the British east
coast and 3 along the Dutch coast. These observations give a good clue about the wind
effects on the North Sea. The impact of the assimilation gives an improvement of the
forecast until 12 hours from the last used observation. Tins continental shelf model is
also used at the KNMI for stonn surge forecasting.

In the DCSM98 model the Southern North Sea model is nested. The boundaries are
nested with a grid step of 1/3th of the coarser model and stretch from Bournemouth to
Cherbourg and from Aberdeen to Hanstholm. It is a curvilinear grid with mesh size from
6 to 1kilometres. It is also used in combination with Kalman filtering.

In the southern North Sea model the model of the Dutch Coastal zone is nested with a
grid refinement of factor three. The model follows the coast in a zone of 70 kilometres
and has a good description of the estuaries. For optimal boundary conditions a special
version of the Kalman filter is used: the Kalman smoother. Measurements of coastal
locations are use to correct the boundary 100 minutes earlier, which is the travel time of
the tide from boundary to the coast. After tins correction the model is re-run with the
new forcing (Brummelhuis, 1990).

Again nested with factor three there are detailed models of the Schelde Estuary, the
Zeedelta model with the Rotterdam area including the rivers halfway across the Nether-
lands (barriers Tiel, Megen and Lith) and one around the [Jmuiden area.

Figure 2 Continental Shelfmodel; grid definitions; detailed models.

All these models are used in a 2-dimensional version. A 3-dimensional version of
Zeedelta and [Jmuiden has been prepared and is waiting for extended computer
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resources. The models are nested successively, where the 3 most detailed models can run
at the same time. The models can run in parallel on several computers. The ultimate
situation of running them as just one model with areas of different refinement of grids is
now technically prepared.

3. Making the models operational

The process of making the models from institute tools to real operational services is
often underestimated. Input for the models to run has to be gathered from different
sources and must be automatised in a robust way. Wind and pressure fields from KNMI
must be sent to our computers as soon they are available. Measurements of water level
and river discharge are continuously monitored and sent to our database. Further a
prediction of river flow and sluice operations must be available. Once gathered, all the
data streams must be seemed with enough redundancy and stored in the operational
database. Especially when using data assimilation a good quality control of the infor-
mation is needed. Also a check ofthe output is needed to be sure the data, which is used
more and more in automatised processes, is not corrupt. All these actions need to be
scripted with occasional intervention from the operational team. They check the input,
fill gaps and extrapolate discharges. Further they kick-off the models and after a while
check the output produced.

Setting up the hardware and software to launch an operational service contains a lot of
work. It is like climbing a mountain without a map. The main route is more or less clear
but a lot of sidetracks appear during this route. Like lots of projects the budget and
manpower are limiting components. Also the changing surroundings in policy, computer
hardware and client needs have to be taken into account on the way up. An extra problem
was the fact that the introduction of this system took place side by side with already
existing applications, data streams and operational products. Step by step we reached the
top and have the main applications running for our goals.

Figure 3 The Scheldes model area; dynamic area seen from space; the Oosterschelde stonn surge
barrier.

3.1 On the first mountain

Now the time has come to really enjoy the views! An enonnous amount of information
in time (until 48 hours ahead) and space (the whole North Sea) is available now. We
rewrote several applications to use the data. Instead of giving the pilots to Rotterdam a
forecast based on a single location neural network, the water level and current along the
whole Euro-Maasgeul is given. Dedicated forecasts are distributed for a whole range of
customers, some direct and some through our website. Several quality checks are
performed on the results of the models. Where available these data are compared with
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measurements. For blind spots we made extra water level observations with pressure
gauges. Although we have one of the most extended monitoring networks, the availa-
bility of current measurements are still rare (2 fixed ADCPs at sea near the entrance of
Rotterdam and IJmuiden).

4. Next mountain

The next mountain to climb is to disseminate this data to our existing and new users and
prove the validity ofthis forecasting system in safety and economic activities all around
the North Sea.

In exploring the new possibilities we made a database containing the model data for the
whole grid. A specific fonnat, based on XML, is used to obtain interpolated data in the
users’ own coordinate system. The next step is to make a webtool for this data stream
where every user can get the information needed for their own purpose. We use this
already for precise detennination of the reduction level for bathymetric soundings. The
track ofthe monitoring vessel is put into a webtool and the water level data ofthe model
is interpolated in time and space on this track. The output can be directly used to
transform soundings to bathymetry, relative to a fixed reference plane.

Some of our new interests are using the data for oil spill movement (clean up operations
and prosecution) and for search and rescue. Besides all the economic and safety benefits,
saving one extra person will justify the work we have done.

Figure 4 Cross current at harbour entrance; current atlas Southern North Sea; Search and Rescue.
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Abstract

A 3-D circulation model of the Eastern North Atlantic is used to determine tidal
dynamics along the Galician coast. Results are compared with tidal gauge data and
harmonic constants provided by Puertos del Estado-Clima Maritimo (PE) and ellipse
parameters from moorings in the Galician shelfand in the Ria de Vigo. The model repro-
duces tidal amplitude quite well. Phase lags are similar to findings of previous works.
Modelled and measured tidal current intensity are also in good agreement. Higher
resolution grids nested in the main domain notably improve predicted ellipse parameters.

Keywords: Tidal dynamics, hydrodynamic models, Galician Coast

1. Introduction

This work is part of the development of a regional oceanographic forecast system in the
Galician coast (NW of Spain) by MeteoGalicia (regional meteorological agency). The
MOHID model is going to be used in this system as a circulation model. So, although
several tidal models have been applied previously in this region (Vincent and Le Provost,
1988; Le Cann, 1990; Alvarez-Fanjul ef al., 1997) providing a very complete picture of
tidal dynamics, the MOHID model is validated here in order to test the quality of the
tidal predictions.

2. Model Description and simulation conditions

The MOHID model has been developed by MARETEC-IST (www.moliid.coml. It is a
volume-difference, baroclinie primitive-equation model with a high order advection

scheme (TVD), and many choices ofturbulence closure including the k-e scheme used in
the GOTM (Burchard ez al.,, 1999).

The domain (Figure 1) covers an area extending from 32° to 48° N in latitude and from
0.50° W to 15° W in longitude. The domain has a constant resolution of 0.05° (consistent
with the ESEOO project) and 42 layers identical to that used by MERCATOR system. A
nesting experiment have been made in the Ria de Vigo in order to increase spatial
resolution up to 500 m. In this work, we show results using tidal forcing only, although
the response of the model to river flow and upwelling-downwelling cycles, including
density driven circulations, is also investigated. Tidal forcing is specified as a hannonic
component from the FES95 global model at the open boundary of the grid. All the
simulations were ran for a period of one month in barotropic conditions.

* Corresponding author, email: silvia.torres(S!meteogalicia.es
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Figure 1 Domain of computation and topography. The labels represent tidal gauges (Gijon, A
Conula, Vilagarcia and Vigo) and mooring points (Prestige, Silleiro and Ria de Vigo moorings and
Vilano and Silleiro surface current meters).

3. Results

3.1 Tidal amplitude validation

The general patterns associated with the propagation of the tidal wave are correctly
reproduced (Figure 2 and Figure 3), but some differences can be found. The percentage
errors of the semidiurnal components are lower than 3.5% except for S2 (<6.6%).
Semidiurnal phase lags are lower than 8 minutes regarding September 2002 tidal gauge
data. Semidiurnal phases (especially S2) agree quite badly with nine-year phases
computed by PE. Diurnal component percentage errors (Table 1) are larger in most ofthe
harbours, which must be due to the small absolute values of the diurnal components,
making altimeter based determination more difficult and increasing the inaccuracy ofthe
open boundary condition. Larger discrepancies are present in diurnal phase values too.

3.2 Tidal current validation

In order to validate the simulated tidal circulation, M2 MOHID tidal ellipses were
compared with those obtained from three mooring places at the Prestige sinking
location— Silleiro Cape and Ria de Vigo— and with surface currentmeter data from PE
buoys (Table 2). The Prestige mooring consists of a set of seven mechanical current-
meters distributed throughout the water column, while Silleiro and Ria de Vigo consists
of Doppler current meters. Data has been integrated in depth to obtain barotropic tide and
compare easily with modelled data. Ria de Vigo grid 500 m tidal ellipse parameters
correspond to the three levels nested where the inner domain is 500 m grid size.
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Figure 2 MOHID main semidiurnal harmonics
amplitudes (left column) and phases (right
column) compared with September 2002 tidal
gauge constants and with nine years harmonic
analysis at Vigo, Vilagarcia, Conula and Gijon,

Figure 3 MOHID main diumal harmonics
amplitudes (left column) and phases (right
column) compared with September 2002 tidal
gauge constants and with nine years harmonic
analysis at Vigo, Vilagarcia, Conula and Gijon.

Table 1 Top: Amplitude percentage enors and phase lags (minutes) between MOHID results and
tidal gauge data during September 2002. Bottom: Amplitude percentage enors and phase lags
between MOHID results and astronomic constants computed by PE for nine year tidal gauge

SEPTEMBER 2002 TIDAL GAUGE ERROR

N2 01 Ki

Am(%) Ph() Am(%) Ph() Am(%) Ph() Am(%) Phf) Am(%) Phf)

-2.2 6.3 -10.6 14 0.3
-2.8 7.9 -7.4 13.7 -26.5
-0.4 2.8 -9.7 50.0 -14.5

ASTRONOMIC PREDICTION ERROR

N2 01 Ki

Am(m) Ph() Am(m) Ph() Am(m) Ph() Am(m) Phf) Am(m) Phf)

series.
M S2
Vigo 11 7.3 4.0 4.7 1.5
Coru 3.5 7.8 6.2 8.0 31
Gij-n 1.8 8.0 3.4 7.0 1.6
M S2
Vigo 0.3 8.4 4.9 10.2 0.7
Vilag 2.4 2.4 4.6 9.5 2.5
Coru 2.5 7.4 6.6 10.1 0.4

Gij-n 1.7 9.1 4.6 13.0 0.3

2.9 1.5 -13.1 7.5 13.3
31 5.5 -13.8 3.5 -13.7
14 0.0 -18.4 43.6 7.6
4.2 14 -10.2 58.8 7.2
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Table 2 M2 MOHID ellipse parameters from different resolution domains (GRID 5 km, GRID 500
m) compared to M2 ellipse parameters obtained from depth integrated velocity time series
(MOOR(DI)) and from surface currentmeter records of PE buoys.

Prestige Sinking Location

major emaj minor emin inc einc pha epha
GRID 5 KM 0.034 0.002 0.009 0 82.16 1.32 63.55 279
mooring 0.037 - 0.007 - 71.03 - 79.24 10.5

Silleiro Cape
GRID 5 KM 0.05 0.002 0.01 0 80.07 0.97 32.64 2.05
mooring 0.056 0.002 0.001 0 2 3.64 5 8.66
PE BUOY 0.032 - 0.015 - 1354 - 119 -
R’a Vigo
GRID 5KM 0.28 0.06 0.03 0.03 16.05 6.77 3.97 15.01
GRID 500 M 0.13 0.021 0.01 0.01 2524 4.05 353.2 6.61
Mooring 0.101 1.8 0.014 1.21 25.08 6.73 358.2 9.22
Vilano

GRID 5 KM 0.123 0.006 -0.005 0 153.3 2.01 189 255
PE BUOY 0.117 0.075 - 0 130.3 - 110 -

Not enough measurements are available to validate tidal currents properly. However,
ellipses axes of simulated currents are quite similar to those of measured data, describing
the same spatial pattern: The minimum semi-major axis (0.03 ms ) can be found for M2
at the Prestige mooring location, increasing up to 0.12 ms ! at Vilano Cape. The
simulated ellipses are rotating clockwise, with an orientation following the model
bathymetry lines. Differences for orientation angles, in a wide range between 0.2° and
80°, can be explained by the small resolution of the domain. The most precise values
correspond to the highest resolution domain (Ria de Vigo) and to the outer location
(Prestige mooring), less influenced by the topography.

4. Conclusions

According to previous works (Le Cann et a/., 1990; Fanjul et al., 1997), the amplitude
and phase of both observed and simulated constituents show the expected Kelvin wave
behaviour, with largest amplitudes and phase lags towards the Atlantic northern coast.
Tidal level average errors are less than 0.07 m and RMS are around 0.10 m. Differences
between modelled M2 amplitude constants and those derived from tidal gauge data are
no larger than 5% at all the harbours.

The employed grid size does not permit obtaining a satisfactory description of the
currents close to the coast. Orientation, semi-major and semi-minor axis differences
decrease notably when a nested domain with higher resolution is used (i.e. Ria de Vigo
results). Further studies should be carried out to find a compromise solution between the
time simulation and the improvement of the results as a consequence of the increase of
resolution and nesting, in order to maintain the operational value of the system.
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Abstract

This paper presents a near-operational system permitting continuous monitoring of the
circulation and stratification of the Black Sea. The system is based on the primitive
equation model of the Black Sea circulation with a 5 km grid step. External forces are
provided by NCEP reanalysis. An important part of the near-operational system is assim-
ilation of space remote sensing data including sea surface anomalies, providing in a near
real time mode by AVISO/Altimetry a multi-satellite data active archive centre
dedicated to space oceanography (France) and surface temperature (via direct reception
of Advanced Very High Resolution Radiometer (AVHRR)).

The output of the system is a time series of three dimensional hydrophysical fields
(temperature, salinity, current velocities). The data from surface drifting buoys and deep
profiling floats are used for validation of the model output. Surface drifting buoys
provide data for validation of surface current velocity and sea surface temperature. Three
profiling floats deployed at parking depths of 200, 750 and 1550 m are used for
validation of weekly mean velocity and temperature and salinity profiles. The resulting
statistics form the model validation and show that the near-real time operational system
is capable of nowcasting and forecasting hydrographic fields with reasonable accuracy.

1. Introduction

The satellite remote sensing systems enable the study of a wide range of processes devel-
oping in seas and oceans. However, remote sensing data can provide only surface param-
eters of the sea, and it is important to describe the three-dimensional structure of the
hydrological fields. For more efficient use of the remote sensing information a concept
of satellite monitoring of the ocean has been offered (Nelepo, 1984). The main idea of
satellite monitoring is to extrapolate measurements from the surface into the depth with
the help of a numerical model. Active inclusion of models allows not only the gaps in the
satellite measurements to be filled but also enable forecasting of the change of the sea
state.

One of the fundamental elements of the concept is the ability to determine the surface
conditions, which are needed for numerical integration of the model equations. In
particular, satellite measurements of the sea surface temperature and near surface wind
allow users to determine surface boundary conditions for equations of balance of heat
and momentum. The satellite remote sensing data can also solve the problem of initiali-
sation, that is, determination of the initial conditions for integration of the hydrody-
namics equations. Modern altimeters are one of the most efficient instruments for ocean
monitoring, as the altimetric measurements of the surface topography enable the varia-
bility of sea currents to be studied from large scales to meso-scales.

* Corresponding author, email: otdp@alpha.mhi.iuf.net
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Reconstruction of the currents can be carried out by means of assimilation of the
altimetry data in the numerical models of seas. As the topography of the sea surface
reflects deep processes, regular assimilation of these data allows the model to get to the
state where influence of the initial conditions becomes unimportant. Thus, assimilation
of altimetry allows first nowcasting of the currents and then forecasting. On the basis of
the conception of satellite monitoring a system of nowcasting of the Black Sea circu-
lation was developed. The system worked in a near operational regime. The results
obtained by this system were validated by means of comparison with independent
measurements of drifting buoys (drifters) and PALACE profiling floats.

2. Description of the system

2.1 Hydrodynamical model

The main part of the system is the hydrodynamical model of the Black sea circulation.
The model is based on traditional primitive equations (Demyshev and Korotacv, 1992).
Finite-difference discretisation of the model equations is done on the C-grid. The model
has 35 non-uniformly spaced levels more frequent near the surface and near the bottom.
The horizontal resolution is uniform with a 5 km grid step. External forces are provided
by NCEP reanalysis. The Rossby radius of the internal mode for the deep part of the
Black Sea is equal to 25 km. Therefore the horizontal resolution of the model can enable
the mesoscale variability of the Black Sea to be resolved (Dorofeyev and Korotacv,
2004a).

2.2 Altimetric data

The important part of the system is an assimilation block of satellite altimeter data. The
system uses satellite data from ERS, TOPEX/Poseidon, GFO, Jason and EnviSat altim-
eters. The altimetric measurements are available from Toulouse space centre through the
AVISO project. (The altimeter product produced by the CLS Space Oceanography
Division with support from CNES, published by AVISO/Altimetry a multi-satellite data
active archive centre dedicated to space oceanography and supported by CNES, the
French space agency).

Preprocessing of data sets includes correction of the data for influence of atmosphere
refraction, surface waves, atmospheric pressure and the geoid. As a result these data
contain anomalies of sea surface height with respect to mean sea surface topography.
The mean sea surface topography includes a geoid height and mean dynamical sea level.
Unfortunately, the accuracy of the geoid model for the Black Sea is not sufficient, so we
need additional information to obtain the mean dynamical sea level. For these purposes
we use annual mean climatic sea level (Korotaev ef al., 2000), obtained by means of
assimilation of all available hydrographic data in the numerical model. These fields of
sea level are interpolated to the position of each track and added to the surface anomaly
retrieved from the altimeter data to obtain the absolute dynamical sea level. The climatic
changes of the sea level are also applied to exclude a strong seasonal variability of the
Black Sea level due to the river discharge and annual cycle of precipitation and evapo-
ration (Korotaev et al., 1998).
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2.3 Data assimilation procedure

The data assimilation procedure is based on the Kalman fdter theory. Full application of
the three-dimensional Kalman filter demands solution of a system of differential
equations in six-dimensional space and is too expansive. To simplify the procedure the
following assumptions were made:

» error statistics of the predicted fields are stationary in time, horizontally uniform and
isotropic

» cross-correlation between salinity (and temperature) and sea level is presented as a
product of two functions depending on horizontal and vertical coordinates

» error statistics of the predicted fields is proportional to the natural statistics for the
same fields.

According to these assumptions auto-correlation and cross-correlation functions were
estimated from observations and used in the simulations. In addition to altimetry the
model assimilates satellite images of the sea surface. These are images of Very High
Resolution Radiometer (AVHRR), NOAA satellites. The data are received and
processed at the Marine Hydrophysical Institute. The final product has a space resolution
ofabout one kilometre.

Reference Vector

il av*

Figure 1 Maps of sea surface topography (upper) and surface currents as a result of assimilation of
satellite and AVHRR-SST data in the model.
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3. Validation of the results

The output of the system is the set of three dimensional hydrographic fields for the Black
sea region. An example of these fields is presented in Figure L
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Figure 2 Comparison of drifters velocities (x axis) and appropriate simulated velocities (y axis).
Left: zonal component, right: meridional component.
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Figure 3 Comparison of float velocities (PALACE profiling floats) and appropriate simulated
velocities (observed-solid line, simulated-dotted line) as a function oftime.

To validate the results we use measurements from drifters. There are surface drifting
buoys and profiling floats. The Black Sea drifter experiment was started in 1999 as part
ofa complex scientific study ofthe Black Sea ecosystem and the shelf-deep basin inter-
actions provided by Russian oceanographers from the P.P. Shirshov Institute of
Oceanology (Moscow), Marine Hydrophysical Institute, Ukrainian National Academy of
Sciences (Sebastopol), and Department of Oceanography, Naval Postgraduate School
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(Monterey, USA). Since then 60 drifters have been deployed in the Black Sea, some of
them equipped with thermistors.

The Black Sea profiling buoy project was initiated in 2002. The floats were deployed by
Turkish research vessel on 2 September on the section across the Bosphorus Strait. Float
587 is deployed to the parking depth 1550 m, float 631 is at a parking depth 750 m and
float 634 at depth 200 m. All floats provide profiling from 1550 m depth. The data are
recovered from the floats via the Argos system. The floats spend 7 to 8 hours trans-
mitting on the surface with one message transmitted every 46 to 54 seconds. Data are
transmitted weekly.

The temperature and salinity profiles via pressure and T -S relations together with float
trajectories are presented in near-real time on http://flux.ocean.wasliington.edu/metu.
The validation experiments show that temperature, salinity and current velocity fields
may be re-constructed efficiently and precisely by data assimilation tools in the presence
of fairly dense coverage of observations within the basin (Dorofeyev and Korotaev,
2004b). As an example, comparison of the simulated velocities and appropriate veloc-
ities from surface drifters and PALACE profiling floats is presented in Figure 2 and
Figure 3.
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Abstract

The Ionian Sea, Aegean Sea and the Levantine basin represent arcas of scientific,
economic and social importance. Current scientific research indicates that these arcas
play an important role in the dynamic physical processes of the entire Central-Eastern
Mediterranean. Moreover, these areas are of major economic and social significance,
since they are intensively used for tourism and recreation, fishing and fish-farming,
offshore and coastal installations, etc. In addition, the surrounding coastal marine
environment is one of the highest qualities in the Mediterranean, deserving special care
and attention. With these ideas in mind, an advanced POSEIDON II monitoring system
was designed for the Eastern Mediterranean Sea in order to support the requirements of
the ecological modelling and to provide environmental information for integrated marine
ecosystem management and maritime safety on a national and regional scale. The system
will upgrade the existing POSEIDON I buoy network to improve its functionality, opera-
tional capabilities and observing capacity, including new biochemical and deep sea
observations instruments. Furthermore it will be enriched with new buoys covering the
Ionian and NW Levantine Seas, except the Aegean Sea.

Keywords: Monitoring, buoys

1. Introduction

POSEIDON-I, the ancestor of the POSEIDON-II project, was developed during 1997—
2000 and is an integrated ocean monitoring, forecasting and information system for the
Hellenic Seas. The project was co-financed by the EEA—EFTA Mechanism (85%) and
the Greek Ministry of National Economy (15%). It consists of a monitoring network
based on 11 oceanographic buoys, a two-way communication system and the data
analysis and numerical forecasting system.

The monitoring network is configured to acquire data every three hours, which is a
balanced compromise between frequent measurements and saving energy and communi-
cation costs. The parameters that are measured are wind speed and direction, wave
height and direction, current speed and direction, air temperature and pressure, chloro-
phyll a concentration, dissolved oxygen, sea conductivity and temperature at depths of
3—50 m, light attenuation, and radioactivity.

The communication system is based on Inmarsat-C modems, which have been proven a
reliable solution. GSM modems have been used independently as a more cost effective
solution when the coverage of the GSM network has permitted their use.

The forecasting component of the POSEIDON system includes three separate numerical
models that had the following characteristics when delivered in 2000:

* Corresponding author, email: dballas@ath.hemr.gr
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1.1 Weather forecasting model

The model produces weather forecasts for the next 72 hours on a daily basis. The model
is implemented in 1/10° horizontal resolution over Greece, and 1/4° resolution over the
wider Mediterranean area while it downscales the global analysis produced by the NCEP
(USA).

1.2 Offshore wind wave forecasting model

The model is able to forecast the wave conditions in the Aegean and lonian Sea for the
next 48 hours. The horizontal resolution of the numerical simulation is 5 km, which is
adequate in order to better describe the complex coastline of the Aegean Sea. The main
outputs are the significant wave height, period and direction.

1.3 General circulation forecasting model

The model is able to forecast the current field in the Aegean and Ionian Seas in the whole
water column (including surface) as well as the temperature, salinity and density for the
next 72 hours. The horizontal resolution of the model is 5 km (see Soukissian et al.,
2000, for a complete description of the system).

1.4 Other models that can be used upon request

An oil drift model can be used in case of accidental oil release in the marine environment
and uses as input the meteo, waves and currents forecasts. This model has been recently
upgraded towards a complete oil spill detection and forecasting service for the Aegean
Sea (Perivoliotis ef al., 2005).

A near-shore wave model is capable of extending the information from the open-sea

wave model and buoy measurements, to the coastal areas. One main output of this model
is the near bottom velocity, which can be used for calculation of sediment transport.

2. The Poseidon Il project

2.1 The project objectives

During the five years of operation of the POSEIDON system a number of problems have
been encountered. The weaknesses of the project and proposals for the improvement in
performance of the system have been registered. New ideas about the operation of the
system have been evaluated. The Poseidon II project gave the opportunity to implement
these proposals.

The principal objectives for Poseidon II project can be summarised to the following:

1. Development of operational marine forecasting system providing ocean and meteoro-
logical information for the entire Eastern Mediterranean Sea.

2. Fulfilment of national obligations to international agreements like MEDGOOS, initi-
atives like GMES, EuroOCEANS, etc.

3. Upgrading of the existing possibilitics of the Operational Centre by adding remote
sensing techniques in the system.

4. building of a homogeneous buoy network covering the Ionian and Aegean Seas and
the Cretan Passage.
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5. Integration of the latest technological advances in ocean monitoring and extending
the area of surveillance in the entire water column.

6. Extension of the sensor calibration capabilities in order to improve data quality.

2.2 Limiting factors of the existing system and the proposed improvements to
support POSEIDON Il activities

The energy adequacy of the buoys is a very important factor for the overall system
performance. The maintenance surveys comprise a great part of the total expenses. The
reduction of necessary visits for maintenance presupposes a robust power supply system.
Furthermore the expansion of the system in the Ionian Sea enforces a necessity for larger
power capacity.

The current power supply system is based on six solar panels and accumulators with a
total capacity of 240 Ah. The energy balance provided by the described power supply
system cannot ensure continuous operation especially after a long period without
sunshine. On the other hand the energy consumption is increasing mainly because the
demand for multi parametric monitoring systems is increasing. New applications under
development, such as warning systems, demand a higher sampling rate and data trans-
mission which is also energy consuming. The extension of the system in the Ionian Sea
enforces a reconstruction of the power supply system.

An important part of the POSEIDON 1I project is the upgrade of the existing buoys.
Reconstruction of the power supply system has first priority. The combination of more
powerful solar panels and a wind generator will ensure the energy adequacy of a system
with increasing energy needs. Re-arrangement of the batteries compartment will enable
installation of additional batteries, increasing the total energy capacity of the buoy.
Separating the battery compartment from the electronics compartment will improve the
security of the system and a new charger-controller will increase the lifetime and
efficiency of the batteries. A wind generator has been planned to be installed on the buoy
so that a sun-independent energy source will provide the necessary energy surplus.

One weak point of the monitoring stations was that the acquisition unit could only
interface with specific sensors. In a couple of cases the manufacturers of these sensors
went out of business so the sensors could neither be repaired nor replaced. The necessity
for a system with open architecture, in which the user will have the possibility of adding
different sensors without hardware changes in the system, became obvious.

A new generation processor with acquisition software based on a real time operating
system with powerful debugging features and remote access utilities has been requested
from the system vendor for the POSEIDON II project. Data from additional sensors that
will describe the system status (i.e. internal pressure, leakage detector, current
consumption/production and flashlights monitoring) are included in the system specifi-
cations. The idea behind these new features is an early stage convenient diagnosis of
problems that can lead to avoidance of greater system damage.

The capability of the existing system to measure oceanographic parameters was
restricted to 3 m depth with the exception of a CTD string whose operational depth was
at a maximum of 45 m. The new physical parameters that have been introduced and the
need for deeper observations made our current system out of date. To solve the problem
the Conductivity—Temperature string will be replaced with another string, which uses an
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inductive modem as interface to the acquisition unit. The same cable is also used as a
mooring line. This structure permits deep-sea measurements at a depth of 1000 m.
However the most important issue is that this way we have the flexibility to install any
type of sensor having RS-232 communication interface to arbitrary depths.

Biofouling is a limiting factor for the level of quality of the data a sensor produces,
especially for optical sensors. In the POSEIDON 1 case, the data from the dissolved
oxygen, chlorophyll a and light attenuation sensors became useless three weeks after the
deployment. To confront the biofouling problem we have chosen a new sensor type
whose measurement principles permit reliable operation in a eutrophic environment. The
new dissolved oxygen sensor’s measurement principle is based on the effect of dynamic
luminescence quenching by molecular oxygen. Another methodology used to confront
the biofouling is to equip the sensors with bio shutters or pumps. The sea water only
flows through the sensors during measurement, reducing the biofouling effects.

Regarding the sensor measurement drift—a factor that reduces the data quality —the
Poseidon personnel perform calibration to a set of sensors on board, just before
deployment. One reason for this is that if we calibrate at the on-shore laboratory we
would need twice the number of sensors (not possible for financial reasons). Another
reason is that analog sensors should be calibrated together with the A/D converter unit.
Moreover some circuits in the acquisition unit include amplifiers, making the calibration
procedure of a sensor dependent on the buoy it will be installed on.

New calibration equipment has been ordered so that personnel can themselves perform
level one calibration. Care has been taken, so that any new sensor that will be provided
will have a built-in digital converter. The advantage of using this type of sensor is that
they are interchangeable between the buoys and the calibration can be performed with
the facilities of the on-shore laboratory environment at the operational centre.

The POSEIDON I upgrade also includes five new oceanographic buoys that will be
added to the existing monitoring network, and are compatible with the existing buoys.
However some of their features like their greater buoyancy make them suitable for
deployment in deep-sea with a large number of sensors installed on them. Included in the
set of new sensors to be installed on the buoys are an acoustic rain gauge, a nutrient
analyser, a hyper spectra radiometer and an ADCP. The combined cable-mooring line
permits the adoption of one or more sensors at arbitrary depths.

In addition to the inductive interface an acoustic modem interface will be installed on the
buoys. The purpose of this acoustic link is to make the buoy act as a relay station for
deep-sea oceanographic platforms. Part of the project is to produce an autonomous deep
ocean station to be ready to accept installation of various sensors. In this part of the
project the main target is to provide a sensor platform at the sea bottom to measure at
least pressure and transmit data acoustically to the surface buoy. This facility should
comply with the principles of the Tsunami warning system developed by NOAA as a
deep ocean system for an early warning of Tsunami waves. A critical part of this task is
to decide how to operate this deep ocean platform, and the limitations in terms of power
consumption, service, maintenance and acoustic transmission. Furthermore there is a
need to investigate the potential of installing additional instruments. Here in particular
the service intervals, data transmission rate and power consumption consequences
should be thoroughly investigated.
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The communication system has proved to be working satisfactorily. Nevertheless minor
modifications of the system were necessary because the existing Inmarsat-C modems are
not supported any more by the manufacturer. New generation low consumption modems
will be integrated to the system. The policy of transferring the data to an Inmarsat-C
modem in the operation centre, although reliable, resulted in a doubling of communica-
tions fees. It has been proposed to transfer the data to an earth station and fetch the data
using Internet from the Inmarsat provider. This will reduce the communication fees by
50%. Because the Inmarsat-C is not a real-time on-line system, an additional satellite
communication system (iridium) will be installed in the buoys to ensure the implemen-
tation of remote access utilities in arcas without GSM coverage.

3. Conclusions

The objectives of the POSEIDON 11 project will extend the monitoring activities to an
even wider geographic region and for the entire water column. Moreover the investi-
gation of new physical and chemical parameters as well as pilot applications, such as the
deep-sea platform, created a necessity for acquiring new buoys while upgrading the
existing ones. The experience gained over the last 5 years, from the operation of the
POSEIDON I system, helped considerably in finding the proper solutions while locating
the system malfunctions and inefficiencies.
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Abstract

The Geological Survey of Ireland began surveying the Irish EEZ in 1999. Since then, in
strategic partnership with the Marine Institute, as the Irish National Seabed Survey
(INSS), 413 760 km? of Irish waters between the 200 m and 4 500 m contours have been
surveyed. Prior to collection of these data, much of the Irish coastal arca was last
surveyed between 1840 and 1935 using leadline, with deeper waters surveyed using only
single beam echo sounders with low coverage and data extrapolated to full coverage
(UKHO, 2003).

Data from the INSS assist National policy and obligations to international agreements,
support sustainable development of marine activities, renewable and non-renewable
resources, enable habitat mapping (MESH, 2005) and further research by the academic
and technological communities. The Marine Institute use XYZ data in the creation of
bathymetric grids for oceanographic modelling. The extent of discrepancies encountered
between INSS data and historic soundings, currently being used for much of the oceano-
graphic modelling of the area and implications are highlighted here.

Keywords: Bathymetry, oceanographic modelling, seabed surveying, Northeast
Atlantic

1. Introduction

As highlighted by Holt ef al. (2004) there has been rapid increase in both resolution and
run lengths of shelf sea models over recent years, attributable to improvements in high
performance computing, enabling representation of marine processes occurring at much
finer resolution. This has been paralleled by increasing availability of physical oceano-
graphic data through heightened demand by the oceanographic and forecasting
community for new data collection, and notably through opening up of the community at
large to data exchange, owing to development, acceptance and respect of data policies.
This is a significant and continuing progression in European oceanography, permeated
by International and National data policies such as those of EuroGOOS (2000), the IOC
(2003), and the Marine Institute’s Data Policy (2004).

Model developments over the Northeast Atlantic domain include the North Atlantic
models of Mercator (2003) —resolution of 0.06° (5—7 km); Proudman Oceanographic
Laboratories Coastal Ocean Modelling System — horizontal resolution of 1.8 km and the
UK Met Office’s specific wave models — European resolution of 0.25° (N-S): 0.4° (E—
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W) and UK resolution of 0.16° (N-S): 0.11° (E-W) (Weaver et ai., 2002). All are
dependent upon historic bathymetric data, which while collected with the utmost
precision available at the time, is nonetheless, questionable for application in oceano-
graphic modelling.

Potential inaccuracies in available bathymetry are twofold: firstly, much data originates
from the UK Hydrographic Office, developed for navigation and as such is given as
shoal bias to provide mariners with minimal anticipated clearance (Pepper, pers. comm.);
secondly, much of the data for the region originates from surveys with sporadic
coverage— the majority of the west European bathymetric data were collected with
“incomplete coverage echo sounder” or “leadline between 1840 and 1935” (UKHO,
1997). These techniques are highly accurate in horizontal positioning, however, they
tend to miss seabed features below the scale of the survey grid.

Quality controlled XYZ data from multibeam echo sounders of the INSS, gridded at

0.005°, became available to the Marine Institute in the autumn of 2004 and provided
extensive coverage offthe west coast of Ireland (Figure 1).
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Figure 1 Irish National Seabed Survey tracklines indicating coverage of processed bathymetry
data for oceanographic modelling.

2. Discussion

Comparison of GEBCO (General Bathymetric Chart of the Oceans, 2003) 1 minute
(Figure 2) and INSS bathymetry (Figure 3; 0.005° regridded to 1 minute) as proportional
difference shows good agreement for the vast majority of the territory. Areas of over-
and under-estimates in reported GEBCO depths are also apparent (Figure 4). Discrep-
ancies are most evident along the Irish shelf slope, running north of'the Porcupine Bank
and inshore to its east. In these areas GEBCO reports shoaler, in the ranges of 1:0.75 to
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1:0.90, peaking in certain areas between 1:0.50 to 1:0.75. Similar instances are observed
to the west of The Rockall Bank, in the Hatton-Rockall Basin and to the southwest of
this area. On the Porcupine Bank GEBCO reports deeper than the INSS, between 1:1.10
and 1:1.75. Differences are also evident along the Goban Spur, where both positive and
negative discrepancies range in the order of 1:1.75 to 1:0.75. GEBCO report areas over
the Porcupine Bank (-300 m in depth) deeper than INSS data up to 150 m, while
GEBCO depths on the shelf edge at -1400 m are coincidental with INSS depths of
1050 m, a discrepancy of 350 m.
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Figure 2 GEBCO 1 minute resolution.
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Figure 3 Irish National Seabed Survey 1 minute resolution.

The value of accurate bathymetry for oceanographic modelling in the North Sea— an
area with much better coverage and anticipated improvement through NOOS (North
West Shelf Operational Oceanographic System)— are noted by Zijderveld and Verlaan
(2004). Available data sets in this area are identified as GEBCO (1 minute resolution)
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and ETOPO (2 minute resolution), acknowledged as being 20 years old, yet relatively
modem compared to coverage west of Ireland. The rapid increase in computing power
and availability of oceanographic data for model initiation and validation is increasing
the resolution of events which can be resolved (Holt et al., 2004); however, in the current
climate and in line with results of these comparisons it appears that more significant
inaccuracies in models are going to arise from inaccurate bathymetric data. EuroGOOS
instigated development of non-shoal biased gridded bathymetric data for hydrographic
modelling in European waters in association with the UKHO (Nie Flemming, pers.
comm.). To date, this is still in development and with the evident improvement in
soundings gathered by the INSS, there is clearly much progress to be made in data
licensing, agreements and amalgamation. The improved oceanographic modelling work
will be developed by the Marine Institute over the foreseeable future using INSS data,
and comparable work is being done by other European National and International
agencies. The requirements of European prograimnes such as GMES for high accuracy
modelled forecasts in this geographic area, should inspire and progress National and
International justification for continuation and development of seabed mapping in the
North Eastern European waters, Irish waters and indeed across Europe.

i Sini-«
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Figure 4 GEBCO bathymetry as a proportion of INSS bathymetry.
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Abstract

The ICES Annual Ocean Climate Status Summary is prepared each year by the ICES
Working Group on Oceanic Hydrography (WGOH). The TAOCSS is an ICES contri-
bution to GOOS, summarising a large and complex dataset in a timely manner and in an
accessible format. Ocean climate data from 15 regions around the North Atlantic are
brought together by WGOH members and summarised in the report. This paper presents
a summary of the results from the 2004 TAOCSS report. In almost all arcas of both
eastern and western North Atlantic during 2004, temperature and salinity in the upper
layers remained higher than the long term average, with new records set in numerous
regions. There was isolated cooling off the eastern North American coast. In most areas
the trend over the last decade (1994-2004) has been one of warming.

Keywords: Climate change, North Atlantic, temperature, salinity, timeseries data.

1. Introduction

Ocean climate data from fifteen regions around the North Atlantic are described in the
ICES Annual Ocean Climate Status Summary (IAOCSS); data from the 2004 report are
summarised here. The TAOCSS report is prepared by the ICES Working Group on
Oceanic Hydrography (WGOH), and represents an ICES contribution to the GOOS
programme. The TAOCSS report summarises a large and complex dataset just a few
months after the year of collection and presents the data in a clear and accessible format.
Observations from one year are compared to the average conditions and the longer-term
trends in each dataset. The data have usually been collected as part of a standard oceano-
graphic section, repeated annually or more frequently. From a large dataset at each
location, summary timeseries are created as indicators of conditions in that particular
area.

Data are presented as anomalies in order to show how the values compare to the average
or ‘normal’ conditions. Normal conditions refer to the long-term average of each
parameter during the period 1971-2000. For datasets that do not extend as far back as
1971, the normal conditions have been calculated from the start of the dataset up to 2000.
Where necessary, the seasonal cycle has been removed from cach dataset, either by
calculating the average seasonal cycle over the period 1971-2000, or drawing on other
sources such as regional climatological datasets. The anomalies have also been
normalised with respect to the standard deviation of the annual data over the base period.
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Figure 1 Annual average upper layer anomalies from WGOH in situ data, (top: temperature,
bottom: salinity). The anomalies are normalised with respect to the standard deviation, e.g. a value
of+2 indicates that the data (temperature or salinity) for that year was 2 standard deviations above
normal. Normal conditions are the mean values calculated from all data available in the base
period 1971-2000; note that some timeseries are shorter than others. An index number with no
circle indicates that there was no data available for 2004 at the time of publication.

2. Conditions in 2004

Figure 1 (top) shows temperature anomalies during 2004 for all areas of the North
Atlantic. In most areas the annual average temperatures were between 1 and 2 standard
deviations above normal conditions. The highest values in 2004 were observed in the
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Faroe-Shetland Channel (Index number 16, Figure 1) where the temperature was 3.75
standard deviations above normal. In a number of other areas (4: Newfoundland Shelf,
11: South East Iceland, 18: Southern Norwegian Sea) values were also very high, more
than 2 standard deviations above normal. A notable exception was the eastern North
American Coast, where temperatures during 2004 were around 1 standard deviation
below normal. Salinities in the upper layers were also higher than nonnal following a
similar pattern to that of temperature (Figure 1, bottom). The Baltic Sea (29) is the only
region with a strong negative salinity anomaly, and in fact salinities at this site have been
steadily decreasing since 1978 (ICES, 2005).

In 2004 the ICES WGOH added some supplementary data to the JAOCSS, namely a
gridded sea-surface temperature (SST) dataset for the North Atlantic extracted from the
Optimum Interpolation SSTv2 dataset, provided by the NOAA-CIRES Climate
Diagnostics Center in the USA. Figure 2 shows the SST anomaly for 2004 calculated
from this gridded dataset. Although there is some question about the accuracy ofthe data
in high latitudes where in situ data is sparse and satellite data are hindered by cloud
cover, the pattern of SST anomaly for 2004 is very similar to that seen in the WGOH
temperature data (Figure 1, left). From this figure we can see a large band of positive
anomalies stretching across both sides of the North Atlantic ocean. The area of negative
anomalies on the eastern North American coast is also very clear.

Figure 2 Annual Average Sea Surface Temperature Anomaly (°C) for 2004 from the NOAA
Optimum Interpolation SSTV2 dataset, provided by the NOAA-CIRES Climate Diagnostics
Center, USA. The anomaly is calculated with respect to nonnal conditions for the period 1971 —
2000. The data are produced on a one-degree grid from a combination of satellite and in situ
temperature data. Dark grey shading indicates a positive anomaly, lighter grey shading highlighted
with a white border indicates a negative anomaly.
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Figure 3 Map showing the location ofeach ofthe timeseries along with a schematic ofthe surface
circulation ofthe North Atlantic. Light grey arrows show the cooler waters of the sub-polar gyre.
Dark grey arrows indicate the movement of wanner waters in the sub-tropical gyre.

3. Long Term Trends

The general pattern of oceanic circulation in the upper layers of the North Atlantic in
relation to the areas described in the IAOCSS report is shown in the schematic of Figure
3. In most areas the trend over the last decade (1994-2004) has been one of wanning.
This wanning lias been particularly evident in the northwest European shelf region
where record high values have been observed in 2003 and 2004 (Figure 4c) and in the
North Sea (Figure 4f). The rising trend in temperature over the last decade can be clearly
seen in Atlantic waters flowing further north towards the Arctic (Figure 4d) and also in
the cooler waters of the sub-polar gyre (Figure 4a). A notable exception to this trend are
the waters on the eastern North American coast (Figure 4b), in which the temperatures
have decreased to lower than nonnal levels over the last five years (1999-2004).



Sarah L. Hughes* and Alicia Lavin 83

.'J 7"/\_

m

Figure 4 Timeseries of temperature anomaly from selected WGOH in situ data for the period
1950-2000. Thick lines witli dots indicate annual average anomalies. Thin lines show the decadal
scale trend in the data, derived from a polynomial fit. The anomalies are normalised with respect to
tile standard deviation, e.g a value of +2 indicates that the data was 2 standard deviations above
nonnal. Nonnal conditions are the mean values calculated from all data available in the base
period 1971-2000.
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Abstract

The spatial scales of the surface temperature and salinity fields in the Aegean Sea are
examined from space-seriecs measurements obtained from a flow-through system
installed on a ship of opportunity that travels daily between Athens and Crete. The first
eight months of the operation of this system yielded space-series measurements that span
a continuous record of ~60 days during the winter period 2003—2004 and on monthly
continuous records in late autumn 2003 and late spring 2004.

A north—south gradient, with values increasing towards the south characterises the
salinity and temperature records. This change varies from trend-like (smooth and
continuous) to abrupt (front-like). Higher variability exists in the northern half of the
route during all seasons. The space-series were de-meaned and the dominant scales of
the temperature and salinity eddy fields were examined based on the zero-crossing of the
autocorrelation functions. Separate calculations were carried out for the northern half of
the route, over depths not exceeding 800 m, and for the southern half of the route which
is into the Cretan Sea over depths 1000—1500 m.

All dominant scales are higher (~50 km) during the winter homogenisation period and
lower (~20 km) during late fall and late spring. However the temperature records in the
Cretan Sea indicate an opposite tendency in the de-meaned records, because in these
records the mesoscale temperature variability is superimposed on a long-scale north—
south transition to higher temperatures which determines the shape of the autocorrelation
functions. The purely mesoscale variability, however, preserves the basic characteristic
of higher scales in winter, lower in summer.

Keywords: hydrography, eddy fields, spatial scales, ships of opportunity, FerryBox,
flow-through systems

1. Introduction

In November 2003, a flow-through system (Figure 1) was installed on board the ferry
KRHTH 1I that travels every night between Piracus near Athens and Heraklion in Crete
(Figure 3 top) returning to each port every other day. This system provides very dense
(600-metre averaged) surface measurements of temperature, salinity, fluorescence and
turbidity of sea-water that is pumped into the ship from a depth of 5 m and is used for
cooling of the air-conditioning motors of the ship.
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Figure 1 The flow through system.

Figure 2 Sketch of dynamic structures in areas Figure 3 top: ferry route; bottom: along-route
of ferry-box route. The Black Sea Water bathymetry.

(BSW) front is approximately along the SW-

NE line.

The area of this ‘ferry-box’ route is associated with highly variable and not very well-
known dynamic structures in the northern part, in which the depths do not exceed 800 m
(Figure 3 bottom) and by the typical mesoscale structures of the Cretan Sea over depths
exceeding 1000 m (Figure 2), which themselves exhibit variability (Theocharis et ai.
1999) but are less influenced by nearby islands or coastal areas as in the northern half of
the route.

2. Results

The first eight months of operation of this ferry box system yielded, among a series of
problems (www.poseidon.ncmr.gr/ferrvbox). space-series measurements of surface
temperature and salinity which span a continuous record of nearly 60 days during the
winter mixing period (January 2004 to March 2004), and monthly continuous records in
late autumn 2003 and late spring 2004, characterised as periods of correspondingly
progressive breakdown and development of'the seasonal thennocline.

Figure 4-Figure 6 show characteristic examples of variability in the salinity and temper-
ature space-series records that is exhibited during seven-day (synoptic) periods in late
autumn 2003, winter and late spring 2004. A north-south gradient exists in these
records. Occasionally this gradient is smooth as in winter and spring (Figure 5 and
Figure 6) and other times is abrupt as in the late-autumn salinity series and resembles a
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frontal structure (Figure 4). It should be noted that the sharp salinity gradients in the
northern 80 miles of the route are expected to be influenced by the spreading of the
Black Sea water plume which presents a strong seasonal signal during late autumn in the
southwestern Aegean Sea (Figure 2).

To examine the dominant spatial scales in the salinity and temperature eddy fields, the
auto-correlation functions were computed from all space-series (Lumley and Panofsky,
1964). Separate calculations were carried out for the northern half ofthe route and for the
part of the route into the Cretan Sea. Prior to computing the autocorrelation function the
space series were de-meaned only; no special treatment such as filtering or de-tiding was
applied to these space series, since the tidal signal is negligible. Figure 7 shows an
example of correlation functions in November 2003, while Figure 8 shows the overall
evolution in the dominant scales (expressed by the zero-crossing) through the available
observations.
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Figure 4 Salinity (left) and temperature (right) space-series records from 19-25 November 2003.

Figure 5 Salinity (left) and temperature (right) space-series records from 13-19 February 2004.
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Figure 6 Salinity (left) and temperature (right) space-series records from 3-9 May 2004.
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Figure 7 Seven-day averaged spatial auto-
correlation functions of salinity and temperature
during the period 19-26 November 2003. Thin
lines are for the northern 80 miles of the route,
while thick lines are for the remaining south
part. Zero-crossing is the distance from the
origin at which the correlation crosses the x axis.
The dominant spatial scale is characterised by
tile zero crossing.

3. Conclusions

Figure 8 Time-evolution of the zero-crossing
of the auto-correlation functions of salinity
and temperature. The zero-crossing values are
based on 10-day averages of corresponding
auto-correlations. Thick circles are for the
northern 80 miles of the ferry-box route, and
thin diamonds for the southern part in the
Cretan Sea.

In general, there is a tendency for all dominant scales to be higher in winter (~50 km) and
lower (~20 km) in late autmnn and late spring. However, the temperature records in the
Cretan Sea indicate an opposite tendency in which higher eddy scales are detected in late
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autumn and late spring and lower eddy scales in winter. This occurs because in late
autumn and late spring there is a trend-like increase in temperature from route-mile ~100
to route-mile ~180 (Figure 4 and Figure 5). This long trend results in higher spatial
scales. It is obvious that these observations are more sensible when they are combined
with pictures of the concurrent dynamic structures along the route. This is associated
with the need for the synergy of FerryBox and remote-sensing data.
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Abstract

The deep-sea long-term observatory “Hausgarten™ of the Alfred Wegener Institute for
Polar and Marine Research, Germany, was established in summer 1999 in the castern
Fram Strait off Spitsbergen. Beside a central experimental area at 2500 m water depth,
we defined 9 stations along a depth transect between 1000—5500 m, and an additional 6
stations along a latitudinal transect crossing the central “Hausgarten™ station, which will
be revisited yearly to analyse scasonal and interannual variations in biological,
geochemical and sedimentological parameters.

Moorings carrying current meters and sedimentation traps are used to assess hydro-
graphic conditions in the arca and to characterise and quantify organic matter fluxes to
the seafloor. The exchange of solutes between the sediments and the overlaying waters
are studied to investigate major processes at the sediment-water-interface. Vertical
gradients of nutrients, organic carbon contents, C/N ratios, porosity and other
geochemical parameters are determined to characterise the geochemical milieu of the
upper sediment layers. Biogenic sediment compounds are analysed to estimate activities
and total biomass of the smallest sediment-inhabiting organisms. The quantification of
benthic organisms from bacteria to megafauna is a major goal in biological investiga-
tions.

Keywords: Long-term investigations, multidisciplinary, deep sea, Arctic Ocean,
global change

1. Introduction

The deep sea represents the largest ecosystem on earth. Due to its enormous dimensions
and inaccessibility, the deep-sea realm is the world’s least known habitat. To understand
ecological ties, the assessment of temporal variabilities is essential. Only long-term
investigations at selected sites, describing seasonal and interannual variations, can help
to identify changes in environmental settings determining the structure, the complexity,
and the development of deep-sea communities. The opportunity to measure processes at
sufficient time scales will also help to differentiate between natural variabilities and
environmental changes due to anthropogenic impacts.

Climate change comprises severe threats to mankind and there is a strong need for a
long-term and large-scale commitment to the monitoring of global change. High
latitudes are amongst the most sensitive environments with respect to climate change, a
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fact urgently demanding the assessment of time series especially in polar regions. To
detect and track environmental changes at a deep-sea site in the transition zone between
the northern North Atlantic and the central Arctic Ocean, and to experimentally
determine the factors controlling deep-sea biodiversity, the German Alfred Wegener
Institute for Polar and Marine Research (AWI) established the deep-sea long-term
observatory “Hausgarten”, representing the first, and so far only open-ocean long-term
station in a polar region.

Multidisciplinary long-term investigations at “Hausgarten™ address the central issue of
monitoring ocean margin environments and, hence, will help to identify disturbances of
the ecosystem from a creeping or an episodic introduction of human impacts. By
building up a sound database, our investigations will contribute to a better assessment of
the status of benthic communities and the entire deep-sea ecosystem, thereby providing a
baseline for future studies. Long-term data assessed at “Hausgarten” will help to distin-
guish between normal (natural) amplitudes of change and man-induced changes, and
hence contribute to a sustainable management and a safer use of European continental
margins.

2. [(HausgartenJobservatory

“Hausgarten” consists of 15 permanent sampling sites along a depth transect from
Vestnesa Ridge to the Molloy Deep (1000-5500 m) and along a latitudinal transect
following the 2500 m isobath crossing the central “Hausgarten” site (Figure 1), which
serves as an experimental area for long-term experiments at the deep seafloor.

Repeated sampling and the deployment of moorings and different long-term lander
systems, which act as local observation platforms, has taken place since the beginning of
the station in summer 1999. Frequent visual observations with towed photo/video
systems allow the assessment of large-scale distribution patterns of bigger epibenthic
organisms. At regular intervals, a work capable Remotely Operated Vehicle (ROV) is
used for targeted sampling, the positioning and servicing of autonomous measuring
instruments, and the performance of in sifu experiments and geo-referenced video-
footage. A 3000 m depth rated Autonomous Underwater Vehicle (AUV), will extend our
sensing and sampling programmes in the near future; first scientific missions at
“Hausgarten” are projected for autumn 2005.

Multidisciplinary research activities at “Hausgarten” observatory are carried out in close
co-operation with Belgian, Polish and Russian colleagues, and cover almost all compart-
ments of the marine ecosystem from the pelagic zone to the benthic realm, with some
focus on benthic processes. Water column studies comprise the assessment of physical
and chemical parameters as well as flux measurements of particulate organic matter to
the deep secafloor. At the sediment-water interface, the measurement of pore-water
oxygen profiles provides a suitable tool for the determination of C,, fluxes and of C,,
remineralisation rates. Benthic investigations comprise biochemical analyses to estimate
the input of organic matter from phytodetritus sedimentation and activities and
biomasses of the small sediment-inhabiting biota as well as assessments of distribution
patterns of benthic organisms (covering all size classes from bacteria to megafauna) and
their temporal development.



Thomas Soltwedel*, Eduard Bauerfeind, Melanie Bergmann, Karen von Juterzenka, Michael 91
Klages, Jens Matthiessen, Eva-Maria No6thig, Eberhard Sauter and Ingo Schewe

. r B 2

Figure 1 Deep-sea long-term station “Hausgarten” in the Fram Strait, Arctic Ocean.

3. First Results

Six years of investigations at “Hausgarten” are certainly too short to produce a sound
database to evaluate ecosystem shifts in relation to enviromnental changes. Nevertheless,
our data exhibit some interesting trends, but so far we do not know whether they indicate
long-lasting alterations of the system or simply reflect natural variability on multi-year
time-scales, e.g. in relation to variations in the Arctic Oscillation. Water temperatures in
the Fram Strait have significantly increased over the last years. Between the summers of
2003 and 2004, a massive temperature increase of 0.6°C was observed within the upper
500-1000 m ofthe water column. Our own temperature records covering the years 2001
through 2004 exhibited not only small seasonal variations but also an overall slight
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temperature increase even at 2500 m water depth at the central “Hausgarten”. Analyses
of biogenic sediment compounds between the summers of 2000 and 2004 revealed a
general decreasing input of phytodetritial matter to the seafloor, and subsequently, a
decreasing trend in sediment-bound organic matter and “total microbial biomass”
(estimated from phospholipid measurements) in the sediments. An ongoing trend in
decreasing organic matter fluxes will certainly affect the entire deep-sea ecosystem.

4. Future Perspectives

The “Hausgarten” observatory is a long-term commitment of the Alfred Wegener
Institute for Polar and Marine Research (AWI). At the same time, it represents the Arctic
Node of the European Seafloor Observatory Network (ESONET) Initiative, a proposed
sub-sea component of the European programme GMES (Global Monitoring for
Environment and Security) to provide strategic long-term monitoring capability in
geophysics, geotechnics, chemistry, biochemistry, oceanography, biology and fisheries.
In this respect, “Hausgarten” will also play a vital role in a projected Arctic component
of the “Global Ocean Observing System”, Arctic GOOS.
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Abstract

Real time and predicted tidal data available in Ireland are generated from water level
observations that are mostly undertaken in support of what is an effective integrated
vessel traffic management system (VITMS). The resultant data often do not represent a
true marine harmonic upon which future regional predictions can be accurately based.
Maritime commerce, engineering and flood protection now require increased accuracy
and resolution, and the Irish National Tide Gauge Network (INTGN) is a pennanent
infrastructure project that aims to build, over a number ofphases, a full set of pennanent,
well-understood, tidal monitoring stations to fully resolve the situation around Ireland.
The structure of the project is cunently a private public partnership (PPP) between a
state agency, the Marine Institute, and a high technology services provider. Marine Infor-
matics. Phase 1 ofthe work is almost complete with 5 stations soon to be reporting data
via GSM to a central location where an SQL database underlies a near real time web
portal (www.irishtides.iel. During the development phase ‘raw’ data are reported for
general information and interest to a growing potential user community, but the overall
objective is to put these data to work and generate both a real time and predictive
reporting capability. The work is being carried out through a number of strands where
expertise and tools are being brought together to tackle the challenges of installation/
maintenance and quality assurance of these facilities. The robustness of the reporting
capability and infrastructure will be tested through inter-comparison with state-of-the-art
facilities currently in operation elsewhere.

Keywords: Ireland, tides, network, GSM, real time, operational, GLOSS,
www.irishtides.ie. www.marine.ie/databuov.

1. Introduction

In recent years a series of reports have detailed the infrastructure that exists within
Ireland for monitoring coastal water levels (Sutton et al, 1999; Murphy et al, 2003).
Copious evidence has been presented that the water level gauges are (1) often not in the
correct place to fully resolve the tidal harmonic around the Irish coastline, (2) instrumen-
tation is often not of sufficient quality to resolve the vertical movement to the <l cm
GLOSS standard, (3) predictions currently provided by third parties are, while very good
considering model source data, not sufficiently accurate or precise and (4) there is no
effective real time data reporting facility available.

* Corresponding author, email: guy.westbrooktSimarine.ie
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This project serves to address these fundamental inadequacies and will provide a fully
managed and quality assured reporting capability, i.e. a service that contributes to the
quality of life of the population of Ireland; effectively resolve the Irish coastline
(including seeking opportunities to include Northern Ireland); establish a pennanent data
acquisition infrastructure; instigate a planned maintenance system; establish a robust
communications network; ensure data are effectively managed and disseminated within
Ireland and beyond and make data available through agreement in national resource
sharing activities.

2. Network Development

The project structure takes the fonn of a public private partnership bound by a simple
contract allowing www.irishtides.ie to be adaptable as the final organisation of the
network takes shape through a process of ‘node’ development. In this way discussion
and negotiation may be ongoing with various parties at any instance in time, only
becoming a fully interfaced node when all criterion are met and understood by all parties
when a pennanent anangement can be established. Figure 1 shows a basic schematic of
how a node can become part of the network. The process begins with local discussion to
examine the business case for a site being established, this includes investigating local
sources of funding for (1) capital purchase and (2) future cunent expenditure, e.g.
maintenance and telecommunications. Once a position has been reached the node is
assessed in tenns of its usefulness to the national strategic monitoring framework and, if
appropriate, capital monies are sought from various sources. At this point a new
monitoring station is installed including a GSM enabled data logger, or this is added to
existing infrastructure. Data from all nodes are reported to a central receiving station in
Dublin which houses the Microsoft SQL web server and archiving system. In parallel
with the data management structure are various efforts developing and reporting through
a real time and predicative capability to harmonic analysis of the data sets as well as
cross referencing, quality assurance and providing tailored data sets supporting the ‘node
sponsor’. Underlying these activities is a programme of work surveying and cross refer-
encing data being recorded at each station— the ‘node quality statement’. This will
enable a full understanding of the quality of data being derived from each location and
provide an understanding of the effort needed to be put into correcting any deficiencies.

2.1 Current status of the network

As of August 2005 the network lias 5 stations interfaced and on-line (see Figure 2). All
stations are reporting data which is transferred hourly (6 minute acquisition) to the
central servers which underlie the web site www.irishtides.ie.

With respect to data quality, the information is of iimnediate use in harmonic analysis (in
time) and determining real time information about the state of the diumal and spring,
neap cycle but more investigation and exhaustive cross comparison will be required to
fully understand the nature of the data being reported relative to ordnance survey datmn
Malin Head. This is in hand and will continue as phase 2 ofthe network progresses.
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Figure 1 Schematic illustrating a high level view of ‘node’ development.
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Figure 2 The August 2005 status ofthe developing network.

2.2 Case study

Phase 2 of the development includes a number of initiatives to both exploit existing
requirements, as well as establish new stations to strategically expand the initial 5
stations to eventually resolve the southern Ireland coastline (in the first instance).

To illustrate the nature of the phase 2 development there follows a brief introduction to
the work package being jointly implemented between the Irish national Tide Gauge
Network and Dublin City Council (DCC).

Since a serious flooding event in February 2002, DCC have been involved in various
engineering works to upgrade the flood defences in and around the Dublin area basin.
Part ofthese works include the installation of a real time water level monitoring capacity
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consisting of two river-mounted gauges to monitor two inter-tidal zone stations and one
monitoring a marine harmonic (see Figure 3).

The infrastructure being deployed the INTGN is being established as a key system
within the safety critical response capability, acting as a hub through which information
is passed to the key decision makers in times of an imminent flooding emergency (see
Figure 4). This serves to illustrate the scale of inter-organisational cooperation arising
out of the work. It is anticipated that the system will be live and in use by the end of
2005.

3 Dublin City Kish Lighthouse M2
gauges gauge Buoy
R Liffey '

Figure 3 The location ofthe ofthe Dublin City sponsored nodes ofthe Irish National Tide Gauge
Network.

2.3 [First cut validation of data

A trial exercise was conducted to bring together two data sets: (1) data worked up by the
Proudman Oceanographic Laboratory providing the Galway Harbour Company with a
set of tide tables and (2) data collected by the new gauge installed in Galway Port
(atmospheric pressure corrected). These data were cross referenced with the levelling
datum (Ordnance Survey datum Malin Head) using equipment assembled for the
purpose through contemporaneous measurements collected on site, see Figure S5A.
Figure 5B illustrates preliminary results through a simple comparison between
‘wlirishtides.ie’ (open squares) with the predictions ‘wl Galway Harbour Co.’ (closed
triangles) which show a significant difference in water level reported ranging from a
minimum difference 0f 0.007 m to a maximum difference of 1.95 m, with an average of
1.07 m (n= 106) over the 4 week period.

Although the results presented in Figure 5B show a similar general pattern, at this early
stage it would only be appropriate to say that both the data sets are in some way incorrect
when absolute accuracy is required, although generally speaking the two data sets corre-
spond well in tenns of phase with respect to time.

Knowledge of the site raises additional questions regarding the location as it is an area
where regular and significant fresh water intrusion can and does have a significant affect
on the physical structure of'the tidal stream during the cycle. It is precisely this aspect of
the inclusion of existing level monitoring stations that is, and will continue to be.
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examined in great detail as the key component of the ‘quality statements’ discussed
earlier (see Figure 1) progress, identifying the list of remedial actions required to obtain
data of sufficient quality to report to the wider community.

Dublin City Kinsale gas platform

Storm Surge (Marathan oil)

management

system M2 Weather Buoy (Marine Institute)

See www.marine.ie/databuoy

Dublin port gauge (Dublin Port Co.) |

River Dodder gauge
(Dublin City Council)
River Liffey gauge
/ (Dublin City Council)

|irishtides_ie | < Kish Lighthouse gauge

(Commissioners o flrish Lights)
Figure 4 The role of the Irish National Tide Gauge Network within the Dublin area flooding
emergency response system.

Precision LASER
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WLJrishtides.ie WL Galway Harbour Co. tables (POL) |

Figure 5 (A) A sketch of the equipment used to cross reference data collected on site with the
survey datum and (B) an initial comparison between data provided to the Galway Harbour
Company by the Proudman Oceanographic Laboratory.
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3. Conclusions

The Irish national Tide Gauge Network is progressing at an acceptable pace, with the
initial phase now complete. The structure ofthe network is in the form ofa public private
partnership, PPP, between an Irish Government state agency (the Marine Institute) and a
small hi-technology service provider (Marine Informatics Limited). The partnership has
proven adaptable to successfully allow for the inclusion of other parties in the structure
ofthe organisation as it moves to phase 2 and roll out around the coast of Ireland. Whilst
the primary objective is to establish a managed tidal monitoring network, at each stage
that a new ‘node’ is under discussion the local need is considered first and solutions
implemented as part of the work. Data policy is developing both centrally and in
discussion with sponsors and will continue to do so in conjunction with various funding
opportunities.

Through this network, Ireland will become self sufficient in the reporting of tidal data
both in terms of a predictive and real time capacity to highly varied users across the
private and public sector. Together with other national infrastructure initiatives (e.g. the
Irish National Data Buoy Network, see www.marine.iet this project makes a tangible and
pennanent contribution to the understanding and operational use of near-shore oceanog-
raphy in the region. In time it will allow Irish specialists to contribute to and participate
in the international monitoring networks and systems, building on existing Global Sea
Level Observing System (GLOSS) monitoring efforts.
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Abstract

A key hypothesis of the EU FP-5 FerryBox Project is that the data from the FerryBoxes
can be used to accurately and precisely determine the connection between environmen-
tally significant processes such as eutrophication and their physical and biogeochemical
driving processes. This is being tested by comparing evidence from the range of condi-
tions sampled in the FerryBox project. An important development is a procedure for
indexing the size and duration of blooms to facilitate comparisons between different
vears and areas. The results show the effectiveness of the data in linking the extent and
duration of blooms to specific detectable physical features, such maximum concentra-
tions of winter nutrients. Work on the measurement of dissolved oxygen suggests that
these measurements provide important information to supplement that available from
measurements of fluorescence particularly for the estimation of production.

Keywords: FerryBox, eutrophication, nutrients, numerical indicator, oxygen,
fluorescence

1. Introduction

FerryBox is a European Union Science Framework project (FP5) funded to link the work
of eleven groups with an interest in developing the use of ships of opportunity for scien-
tific studies of marine systems. The structure of the project is described in this volume by
Petersen ef al. A key area of the work is developing the scientific application of the data
sets collected. Eutrophication was chosen as a topic for study because of the wide
concern around Europe about its extent and the possible consequences (C.E.C., 2000).
Several examples of use of FerryBox are available for example investigations on abiotic
factors controlling the potentially toxic cyanobacterial bloom occurrence (Lips, 2005),
and the derived methods could be applied in for other areas. A key task of the FerryBox
project was to establish procedures for the ready comparison of the data from the
different systems and different areas where data was collected which range from the
Baltic to the eastern Mediterranean Sea.

* Corresponding author, email: djh@noc.soton.ac.uk
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The core FerryBox sensors used on all the routes are temperature, salinity chlorophyll-a-
fluorescence and turbidity (Petersen ef al., this volume). The first stage of the
comparison process is to provide a simple means of summarising the different data sets.
Work by the NIVA team suggested that this could be done relatively simply on the basis
of mean and variance in the data at different positions along each route over one year and
then comparing one year with the next. The next stage is to test the idea that a numerical
indicator (Baan and van Buuren, 2003) that has been derived from Baltic FerryBox data
(Fleming and Kaitala, in press) can be used to compare conditions along other FerryBox
routes. To test the relationship between the “spring bloom intensity index” and eutrophi-
cation, the index has to be compared with concentrations of dissolved nutrients driving
the spring bloom. This requires that measurements of nutrients are made. In addition new
methods are being tested in the project to see if they can enhance the information
available from the standard set of sensors. On the Portsmouth—Bilbao route the discrete
oxygen data has been used to derive estimates of organic carbon production as the
relationship between oxygen and carbon is stoichiometrically constrained. This has the
potential to produce continuous estimates of biological production when new sensors are
used.

Due to the space restriction with this paper only data from the Portsmouth—Bilbao route
operated by NOC and the FIMR route in the Baltic used to develop the plankton bloom
indicator are presented.

2. Methods

2.1 Summary of annual data sets along FerryBox routes

To provide annual summaries of the data along the FerryBox route the data for each
calendar year of operation is binned into an appropriate number of boxes for the
particular route (for the Portsmouth—Bilbao route, this is was done at 0.1° latitude
intervals). When different years are being compared, data is only binned from those
periods when the system was in operation in each year. The mean and the variance in the
data in each bin are then calculated.

2.2 Spring bloom intensity index

The procedure to be used is based on that developed by Fleming and Kaitala (in press).
The running average was calculated from median chlorophyll ¢ biomass per area per
day. Missing day medians were substituted by interpolating adjacent medians. A
chlorophyll @ threshold level of 5 ugl~! was set to determine the beginning and end of
the spring bloom. The threshold level was chosen by testing different values (c.f. Siegel
et al., 2002). 5 ugl™! was found to be suitable for the Baltic area. This value is low
enough to detect the start of the bloom but high enough not to include fluctuations in the
summer minimum as part of the bloom. The intensity index is calculated by an approxi-
mation of a time-intensity integral for the days where the chlorophyll ¢ seven-day
running average exceeded the threshold value of 5 pugl™'. The length, peak and mean
chlorophyll a level of the bloom are also calculated. If the chlorophyll a value descends
below the threshold level in the middle of the bloom, the bloom is regarded as consisting
of separate periods. Thus the intensity index and the length of the bloom are calculated
using only the periods exceeding the threshold level. If the spring bloom did not exceed
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the threshold level, the intensity index is zero, as are the length, peak and mean values. If
the data did not cover the beginning of the bloom (i.e., data collection had started too
late), the calculated intensity indexes are smaller than in reality and these years are
flagged as such in the resulting data tables. A similar procedure of inspection was
employed to determine the threshold value for the Portsmouth—Bilbao route. On this
route because the determination is based on the continuous record of fluorescence
measured on the ferry the threshold was found on the basis of the measured fluorescence.
This was then converted to in situ chlorophyll a to make the index value comparable to
values derived by Fleming and Kaitala (in press). This was done using data from
monthly calibration crossings during which water samples were collected for the deter-
mination of in situ chlorophylla. A fluorescence value of 3 ugl’1 (apparent
chlorophyll o) was found to give the best definition between the different arcas along the
route. This is about 50% higher than the median concentration (c.f., Siegel er al., 2002),
and is equivalent to 1-2 uglf1 in situ cellular chlorophyll a.

To compare the relationship between the spring bloom intensity index and nutrients
Fleming and Kaitala (in press) used the geometric mean of the concentrations nitrate,
phosphate and silicate, for the maximum observed concentrations prior to the bloom.

Table 1 Comparison of estimates of net community production (gCm™2) over the spring summer
period. See text for explanation of symbols and abbreviations.

Area 02 W'92 02 W&M'99 dNO3 do2 dcChli
CEC 80 38 19 9 18
WEC 63 33 19 15 19
Ush 119 60 24 17 9
SB 83 M 20 13 13
NBB 67 32 22 14 14
SBB M 20 13 1" 4

2.3 Use of dissolved oxygen measurements to estimate biological production

Between February and July 2004 measurements of dissolved oxygen were made on the
monthly calibration crossings on the Portsmouth—Bilbao route. The difference between
the observed oxygen concentration and the solubility of oxygen at the in sifu temperature
and salinity of the water sample (the oxygen anomaly) was calculated. The anomaly was
used to determine the direction of the oxygen flux across the sea surface. It was then used
with available wind speed data to estimate the oxygen flux across the sea surface. This
gives a measure of net community production (Najjar and Keeling, 2000). For the data
presented in Table 1, the estimates based on the two most commonly used parametrisa-
tions of the relationship between gas exchange and wind speed (“O2 W’927,
Wanninkhof, 1992 and “O2 W&M’99”, Wanninkhof and McGillis, 1999) are presented.
These are compared to estimates of production based simply on changes between the
sampling crossings in concentrations of the production related parameters nitrate
(dANO3), oxygen (dO2) and chlorophyll @ (dChl). To assess the link between hydrog-
raphy and production the route was divided into different hydrographic regions. CEC
(central English Channel) — shallow and tidally well mixed year round; WEC (western
English Channel) — seasonally stratified; Ush (Ushant frontal area) — subject to varying
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stratification and upwelling; SB Shelf break region of steep shelf with occasional
upwelling; NBB (northern Bay of Biscay) — deep water seasonally stratified and influ-
enced by river water; SBB (southern Bay of Biscay) — seasonally intensely stratified
and oligotrophic in summer (Pingree and Griffiths, 1978; Lavin et ai.. in press).

3. Results and discussion

3.1 Summary of annual data sets along FerryBox routes

Figure 1 shows summary plots comparing the mean salinity and temperature between
Portsmouth and Bilbao in 2003 and 2004. The value of these plots is that key features
appear above any noise in the data. With respect to temperature the relatively hot
summer in 2003 is seen clearly in the data south of 47°N. Water temperatures in the
southern Bay of Biscay were the highest recorded in the last ten years (Lavin, pers
comm.). The feature results from intensification of the seasonal pycnocline resulting
from the trapping of fresh waters from the Spanish and French coast above the thenno-
cline once the seasonal thennocline begins to fonn. The FerryBox data provides the first
insight into the fact that this feature can extend from the Iberian coast to the shelf break
on the northern side of the Bay. Interestingly overall salinities in the Bay of Biscay were
similar in 2003 and 2004. What is seen in the salinity plot is the effect of different wind
fields on the movement of fresh water from the Loire and Gironde. Winds were more
northerly in 2004 producing the salinity minimum seen at 47.5°N in 2004. The feature is
discussed in more detail in Kelly-Gerreyn et al. (this volume).

Annual mean Salinity Annual mean Temperature (C)

Figure 1 Comparison of mean values of salinity and temperature along the Portsmouth-Bilbao
route in 2003 and 2004.

3.2 Spring bloom intensity index

In Figure 2 the data assembled by Fleming and Kaitaia (in press) from the Baltic is
compared to values of the phytoplankton spring bloom plankton index and nutrient
concentration from the outer western European margin water sampled by the
Portsmouth-Bilbao FerryBox. The plot contains data from the Baltic collected between
1992 and 2004. These are divided into data from different regions of the Baltic with
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progressively higher concentrations of nutrients. In the data from the Portsmouth-Bilbao
route the points represent the data divided into Io latitude bands and the data from 2003
and 2004 are distinguished. The plot shows that there is a relationship between the bloom
index and the concentration of nutrients that holds across the spectrum of environments.
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Figure 2 Plot of the spring phytoplankton bloom index against the geometric mean of the
maximum winter nutrient concentrations, for results from the Baltic (GF: Gulf of Finland, OB:
Open Baltic and AB: Arkona Basin) in 1992-2004, and Portsmouth to Bilbao in 2003 (PB 03) and
2004 (PB 04).

3.3 Use of dissolved oxygen measurements to estimate biological production

In Table 1 the results of the comparison of the estimates of net community production
show that only estimates of production based on calculation of the oxygen flux produce
results that are in line with existing direct measurements of productivity in these regions,
which are in the range 25-90 gCm 2 (Joint ef al., 2001). In Table 1 the Ushant area
shows up clearly as the region of highest productivity; this is in line with the known
higher productivity of frontal regions (Pingree and Griffiths, 1978).

4. Findings

The simple summary of the data from the FerryBox lines based on taking the means of
the annual data sets provides an effective way of summarising the data from the different
lines and detecting major changes between years in the different regions being studied.
As part ofthe process of summarising the data from all the FerryBox project routes plots
like this are being prepared for each route.

Similarly the phytoplankton spring bloom index appears to have potential for comparing
data from the different regions and giving an indication of the extent to which eutrophi-
cation can be related to concentrations of nutrients. The data already available from the
Baltic shows how widely the index and its relationship to concentrations of nutrients can
vary from year to year. This provides a challenge, to extend the analysis now to see ifthe
reasons for these variations can be found in the available data sets. It also suggests that a
degree of caution should be observed when trying to make judgements on the basis of
data from a single year. The next stage in this evaluation is to include data from the other
FerryBox routes when it becomes available.



106 Comparison of eutrophication processes and effects in different European marine areas
based on the results of the EU FP-5 FerryBox Project

The work with measurements of oxygen on the Portsmouth—Bilbao route has demon-
strated the potential of oxygen measurements for providing estimates of productivity
which are potentially more reliable than those which can be obtained from measurements
of chlorophyll a fluorescence. Continuous measurements of oxygen using the Aanderaa
Optode® are now being tested on the Cuxhaven—Harwich and the Portsmouth—Bilbao
routes. Maps of oxygen data and fluorescence data have been compared from the
Cuxhaven and Harwich route. They show a good correspondence between increases in
both parameters during the spring bloom. Subsequently concentrations of oxygen are
seen to be relatively high in surface waters when the biological production is below the
surface and below the sampling depth of the ferry so the productivity is not detected in
the fluorescence signal but is in the oxygen signal. This is because the oxygen produced
by biological growth diffuses towards the surface and demonstrates an added advantage
of oxygen measurements in that they allow subsurface production to be detected and
estimated.
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High resolution operational monitoring of suspended
matter distribution during harbour dredging
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Abstract

The marine environment of the Pakri Bay in the southern Gulf of Finland is under heavy
anthropogenic stress due to development of two harbours in the area. Since 2002, the
total amount of dredged sediments has reached 3.5 mil.m? in that coastal bay. A
monitoring system for SPM transport and distribution that includes high resolution field
measurements, satellite remote sensing and numerical modelling was introduced. The
results from two case studies, one for qualitative comparison of three methods for
monitoring of SPM distribution and the other for the assessment of environmental
impact of SPM through the changes of underwater light conditions on macroalgae Fucus
vesiculosus growth are presented. The results show qualitatively good agreement of SPM
distribution (or other related parameter) obtained by three different methods. The
worsening of underwater light intensity that reaches benthic macroalgae restrains the
growth and causes decline of the biomass during dredging periods.

Keywords: suspended particulate matter, hydrodynamic modelling, remote sensing,
Gulf of Finland, Baltic Sea.

1. Introduction

A significant amount of suspended particulate matter (SPM) is naturally discharged into
coastal sea both from point sources such as rivers, as well as from resuspension caused
by wave activity. Seawater in shallow coastal areas with open coastline belongs
frequently to a highly turbid water class. In addition to natural sources, a considerable
amount of SPM is washed into the water column by technological activitics concerning
shipping and harbour management, mainly by dredging. The actual amount of SPM
added to the water depends mainly on the amount of dredged material, but also on the
grain size and implemented dredging technology. The transport and fate of SPM depends
on the physical properties of particles and local hydrodynamic conditions. The latter is to
some extent controlled by the bathymetry of the particular water basin where the harbour
is located. For instance, in sheltered and small bays the affected area could be small, but
the environmental impact could be worse due to high local concentrations of SPM. At
the open coast, SPM can spread over a larger sea area, but more dispersed. Resuspension
of sediments is inevitable during dredging operations.

The main effect of increased SPM concentration in seawater on environmental condi-
tions is the decrease of water transparency — less light penetrates to the marine biota
and photosynthesis activity in the euphotic zone goes down. Another effect of dredging
operations is that additional nutrients are added to the water column, which could cause
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eutrophication. Sedimentation could cover the benthos and cause lower productivity of
fish stock during the spawning period. Also, heavy metals and other harmful substances
may be washed into the water column during dredging.

Monitoring of SPM transport and distribution along with the estimation of dredging
impact on the marine enviromnent is crucial especially when sensitive and critical
marine areas are close to the dredging site. In this paper, we present a system for
monitoring the suspended matter distribution during harbour dredging, which is based on
combined application of numerical modelling, satellite remote sensing and in situ
measurements. The results from two case studies in Pakri Bay, the southern Gulf of
Finland, are presented. The first example shows an application of the method for
monitoring of SPM distribution focusing on validation of the system. The second
example presents an attempt to estimate the effect of suspended sediments on benthic
macroalgae growth. Two harbours are rapidly developing in the Pakri Bay— Paldiski
North Harbour and Paldiski South Harbour (Figure 1). Dredging activity started in 2002
and is still ongoing, and a total of 3.5 mil m3 has been dredged so far.
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Figure 1 Bathymetry of Pakri Bay within the limits of hydrodynamic model domain. Darker
colours show deeper water, max. depth 60 m on the map. Dots and numbers indicate the locations
ofvisited sampling stations.

2. Monitoring methods

The monitoring system implemented in the Pakri Bay consists of three components — in
situ measurements and laboratory analyses of water samples, remote sensing, and
numerical modelling. Vertical profiles of temperature, salinity and turbidity were
measured at sampling stations using a self-contained CTD probe SAIV204 equipped
with a Seapoint turbidity sensor. The same probe was also used in mooring stations for
measurements of time-series of turbidity together with currents at some fixed locations
close to the harbours. The concentration of suspended matter from water samples was
determined using the dry weight method (Lindell, 1999), and the concentration of
chlorophyll a was calculated according to Lorenzen’s (1967) fonnulae and the content of
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dissolved organic matter was estimated using spectrophotometrical method (Hojerslev,
1988). The concentrations of nutrients, heavy metals and other harmful substances were
determined from a limited number of water samples. The underwater downward vector
irradiance (Edh Win 2) was measured by lowering the radiance sensor LI-192 SA (LI-
COR, inc. USA) with a 0.5-metre depth interval. Surveys of in situ spatial distribution of
SPM in the Pakri Bay were performed by measuring light absorption and attenuation in
the surface layer, and by using an Attenuation Meter AC-9 (WetLabs Inc.) optical
instrument in the flow-through set-up.

Remote sensing images from a MODIS spectrometer installed on Terra and Aqua satel-
lites were downloaded from the GES Distributed Active Archive Center (http:/
eosdata.gsrc.nasa.gov/data/datapool/). The sensors register the radiance signal backscat-
tered from the atmosphere and sea surface. Level IB MODIS images with spatial
resolution 0f 250 m from two bands, 620-670 mn (band 1), 841-876 mn (band 2) were
used in the analysis. The band 1and band 2 scaled integer (SI) values were converted to
remote sensing reflectance, by means ofthe calibration coefficients as follows:

Reflectance =Scale*{SI-Offsef)

The values of scale and offset are given with each image by MODIS data support, and
geocorrection is also applied. Reflectance data were corrected for the atmospheric effects
in coimnon practical levels recoimnended in Chavez (1988; 1996) in order to make
images comparable with each other. This method requires estimation of a reference
target on each image such as deep clear water pixels—a “dark object” — whereas deep
clear water absorbs all light in the near infrared wavelength region. Thus the water-
leaving signal should have brightness values close to zero (Gilabert ef al., 1994) and the
detected signal is radiation backscattered from the atmosphere and water surface. The
atmospheric normalising algorithm could be defined as:

A o u = £i,(hM)-£ Corr

where Lout(i,j, k) is the atmospherically corrected reflectance value of the output pixel
at row i and column; ofband k- Lin(i,j, k) is the reflectance value of the input pixel at
row i and column; ofband k: and ; corr is the correction value independent of band. In
our case the correction value was the value of'the darkest pixel ofband 2.

The numerical modelling system consists of hydrodynamic particle transport and a
benthic macroalgae growth model. The hydrodynamic model applied in this study is a
finite difference model based on non-linear shallow-water equations. The model covers
the bay (Figure 1) with a uniform horizontal grid of 125x125 m. Radiation boundary
conditions were implemented at the open boundaries. The currents were driven by wind
measured at Pakri Bay. A Lagrangian particle transport model was used for calculation
of SPM transport. Particles were released to the water column from single or multiple
point sources, the intensity of which depends on actual dredging volume on a daily basis.
The number of discharged particles was proportional to the dredging amount and
followed the time schedule of particular dredging. In the water column, the particles
were transported by pre-calculated currents from the hydrodynamic model and randomly
dispersed.

A simple benthic macroalgea growth model was implemented for the estimation of the
dredging impact on the changes of macroalgae biomass. The model takes into account
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macroalgae production and respiration. Other biological processes such as exudation,
natural mortality and grazing are neglected. In this model, the changes of macroalgae
biomass depend on the existing biomass:

dB

— = B(P,-R

7 (Pg—R)

where B (ng’Z) is macroalgae biomass, P, (hYis gross production rate and R (hlyis
the respiration rate (Alvera-Azcarate ef al., 2003). Underwater light conditions were
assumed to be the only limiting factor for macroalgae production, i.c.

Py = Pua).
where Py, 18 the maximum gross production rate and

)i
I +1

S =

is the light limiting function,

where / (Wm™?) is the light intensity at macroalgae depth and 7, is the half-saturation
light intensity.

3. Results

The first step in implementing the monitoring system is to achieve a qualitative
comparison of SPM distribution (or another parameter that indirectly represents SPM
concentration in water) from in sifu measurements, remote sensing data and model
simulation results. The period from 15 April to 22 May 2003 was selected for testing the
monitoring system, as the existing database of measurements was most extensive for that
period. Reflectance data from MODIS images provided information on qualitative
spatial distribution of the surface water turbidity. Higher reflectance is an indicator of
more turbid water. The linear regression obtained between SPM concentrations and
atmospherically normalised reflectance was SPAM=112.32L ;,; +4.5812 with correlation
coefficient 0.71. The hydrodynamic part of the model system was validated by
comparing two-week long time series of modelled and measured currents from a single
location at 7 m depth at Paldiski North Harbour. A comparison showed that calculated
and measured currents were in reasonable agreement (not shown). A qualitative
comparison of MODIS reflectance images, simulated particle distribution and in sifu
measured Secchi depths also showed good agreement in most cases, and a sample
comparison for 13 May 2003 is presented in Figure 2. It should be pointed out that a
direct comparison between model simulated SPM concentrations and observations is
difficult, because of uncertainties about the actual amount of resuspended sediments and
also its actual granular consistence.

Water transparency was the poorest, less than 1 m, at the dredging site and the area of
low water transparency (between 1 and 2 m) extends southward. A region of moderate
water transparency (between 2 and 3 m) is located northward of the harbour. An
unaffected region has water transparency in excess of 4 m at the eastern coast of Viike
Pakri Island. The satellite image shows a similar reflectance distribution pattern. High
reflectance is close to the harbour and at the southern coast of Pakri Bay. A moderately
turbid area extends northwards from the harbour and a low turbid area is found at the
Viike Pakri Island. A relatively clear water region penetrates the southern Pakri Bay
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through the Kurkse Strait. Water transparency measurements and satellite images
integrate the contribution from all optically active substances. SPM distribution from the
numerical model results only include SPM from dredging. The calculated SPM distri-
bution coincides with water transparency measurements and the satellite images. The
highest SPM concentration is close to the Paldiski South Harbour and the area of
increased SPM extends to the south and north. The southward spreading of SPM occurs
in a narrow strip, while the northward spreading is wider, which is consistent with
measurements and satellite images. Also the locations of “clear water” zones are
simulated correctly.

%
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Figure 2 (a) Modelled SPM distribution; (b) MODIS reflectance image; (c) in situ measured
Secchi depths; all for 13 May 2003. Darker colours correspond to more turbid water.

The dredging period from 20 June to 21 July 2004 at Paldiski South Harbour and a 10-
day long post-dredging period were used for the estimation of the effect of resuspended
sediments on the growth ofbenthic macroalgae Fucus vesiculosus. The dredged volume
was 178000 m3. SPM transport was calculated using the previously described hydrody-
namic and particle transport model. Solar irradiance at the water surface was obtained
from the closest appropriate weather station. To get light conditions at the depth of Fucus
vesiculosus, the relationship between SPM concentration in the water column and the
light attenuation coefficient was estimated. The downward vector irradiance (Ed, W m 2)
was measured along with water samples and SPM concentrations were determined in the
laboratory. The diffuse attenuation coefficient (Kd) was calculated from the downward
vector irradiance measurements using the following equation (Dera, 1992):

le] i dE (2)
W =-1I"")] =E@ 4

For determining the contribution of suspended matter to light attenuation, the correlation
between Kd and suspended matter was calculated. The relationship obtained between 25
simultaneous Kd and suspended matter measurements from different stations in Pakri
Bay was A20.0SSS-Q”+0.nn with determination factor »2=0.72. Light attenuation
with depth was calculated using Lambert-Beer’s law assuming that SPM distribution is
vertically uniform and the light attenuation coefficient is constant in the water column. A
comparative test was mn for a “clear water” case, i.e. assuming that the light attenuation
coefficient is equal to 0.1712 m

'
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The spatial distribution of light intensity relative to clear water cases that penetrate to the
bottom integrated over the dredging period is presented in Figure 3. The coastal area
between Paldiski South and North harbours is the most severely affected by dredging.
Only 10-20% of light penetrates to the bottom in comparison with the “clear water”
case. Light conditions are about 50% worse to the north from Paldiski North Harbour
and in the central Pakri Bay. The southern part of the bay is almost unaffected. During
the dredging, SPM was mainly transported northward from the dredging site due to
prevailing winds from the southwest sector. The light conditions at the bottom changed
by up to 15% 10 days after the dredging was finished (Figure 3). The light conditions
became better in the areas which were the most affected during dredging. Between
Paldiski South and North harbour, and at the coast of the Pakri peninsula to the north of
Paldiski North harbour the recovery was up to 10% compared to the light conditions at
the end of dredging. The light conditions became worse in the central Pakri Bay and to
the south from the Paldiski South Harbour, which is the result of SPM redistribution in
Pakri Bay. Winds from the north dominated during that period, which cause southward
currents and SPM transport.

Figure 3 (a) Percentage of light intensity relative to the “clear water” case that reached the bottom
ofPakri Bay at the end of dredging period. The dredging period was from 20 June to 21 July 2004.
(b) Percentage of light intensity relative to the end of dredging that reached the bottom of Pakri
Bay 10 days after the dredging was finished. Positive (negative) values indicate areas where light
conditions have improved (worsened).

As a test, we considered relatively short-term impact of SPM on Fucus vesiculosus in
Pakri Bay. SPM distribution severely affected light conditions at the bottom between the
harbours and along the western coast of the Pakri peninsula during this dredging period.
This area has suitable substrate for Fucus vesiculosus and this species has been found
there. The initial distribution of Fucus vesiculosus is shown in Figure 4. It was compiled
by monitoring the benthic vegetation taking into account observed coverage and height
ofthe species. The following coefficients were used in model simulation:

pgmnmx = 2.5x10 3/ 1,R = 3.5x10*V 1 and/k = 50WnT2

To take into account the integrated effect on the Fucus vesiculosus community the
spatially integrated biomass was calculated. In general, the biomass of Fucus vesiculosus
increased in Pakri Bay during the dredging period (Figure 4). There was no difference
between the biomass in the first three days, as the SPM due to dredging did not reach the
area of Fucus vesiculosus growth. From the fourth day the biomass values start to
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separate from each other. By the end of dredging period the difference between
biomasses was about 12%. The disparity between biomasses increased after the
dredging, and reached about 16% in 10 days. Although the entire biomass of Fucus
vesiculosus increased in Pakri Bay, the Fucus vesiculosus biomass has become lower
that the initial value between Paldiski South and North harbours.

Figure 4 Initial distribution of Fucus vesiculosus biomass (a) in Pakri Bay, used as initial condi-
tions for numerical model, (b) Time series of spatially integrated Fucus vesiculosus biomass in
Pakri Bay in case of dredging (upper line) and “clear water” (lower line) during the one month
long dredging period. Day 0 corresponds to the beginning of dredging on 20 June 2004.

4. Conclusions

A high-resolution monitoring system for monitoring of SPM concentration during
dredging operations based on a combination of in situ measurements, remote sensing and
numerical modelling was introduced, implemented and tested. The system was used for
two case studies during harbour dredging in Pakri Bay, the southern Gulf of Finland.
Results from the first case study show reasonable qualitative agreement of SPM distri-
bution when the methods were applied separately from each other. In combination, in
situ measurements accompanied by laboratory analyses of water samples enable
calibration of MODIS images of satellite remote sensing. The latter then provides SPM
distribution maps during cloud free days. Both in situ measurements and satellite remote
sensing can be used for the validation of numerical models including particle transport
models, and provide input data for the data assimilation procedure, if necessary. The
second case study shows an example of how to estimate the impact of dredging on the
growth of perennial macroalgae Fucus vesiculosus. The increased SPM concentration
worsens underwater light conditions, which is usually the main limiting factor for the
growth of benthic macroalgea in shallow water. Rough estimates show a considerable
decrease in light intensity at the bottom in the coastal area in the vicinity ofthe dredging
site, which results in the decline of benthic macroalgea biomass. Due to considerable
spatial variability of water quality parameters (water transparency and turbidity,
suspended particulate matter distribution, underwater light conditions) during dredging
operations, a high-resolution monitoring system is recommended for estimation of the
enviromnental impact in the coastal sea.
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Phytoplankton community succession during the
summers 2001 and 2002 in the Baltic Sea
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Abstract

Phytoplankton communities of the Baltic Sea are characterised by high seasonal varia-
bility. The ordination analysis has been applied for the phytoplankton community devel-
opment during the summer of the years 2001 and 2002.

Detrended correspondence analysis (DCA) reveals clear succession phases with different
patterns for the Southern and Central Baltic Sea and the Gulf of Finland. The data was
obtained by automatic flow-through measurements and water sampling on board the
commercial ferry Finnpartner travelling across the Baltic Sea from Helsinki to
Travemiinde within the Alg@line monitoring programme. Data analyses indicated that
the community succession repeated a similar pattern during the both years. The most
stable community was found in the Southern Baltic Sea. An analysis of the time series of
the parameters suggests a strong coupling between external and biological factors.

Keywords: phytoplankton succession, community ordination

1. Introduction

Phytoplankton monitoring of the Baltic Sea has a long tradition dating a hundred years
back (Hensen, 1887). The phytoplankton communities of the Baltic Sea are characterised
by high seasonal variability. Also in modern taxonomical studies, phytoplankton species
are characterised by occurrence in different parts of the Baltic Sea (Héllfors, 2004). To
reveal similar plant communities in terrestrial ecology, ordination methods have been
widely used (Jongman et al., 1987) and ordination methods have been applied to differ-
entiate diatom communities from the sediments of Baltic Sea (Kaitala ef a/., 1991). This
study aims to reveal the development patterns of the phytoplankton communities in
different regions of the Baltic Sea.

2. Methodology

The data was obtained by automatic flow-through measurements and water sampling on
board the commercial ferry Finnpartner travelling across the Baltic Sea from Helsinki to
Travemiinde within the monitoring programme Alg@line. 24 water samples were
collected from approximately 5 metre depth on one transect every 1 to 3 weeks, starting
in February/March and lasting to October/November. Semi-quantitative phytoplankton
analyses were made from the water samples according to Rantajirvi et al. (1998). The
semi-quantitative amount is an integer between 1 and 5, estimated according to the
relative abundance of the species in each water sample. Missing species were given the
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value 0. The Alg@line sampling and analyses are described in Leppédnen and Rantajarvi
(1995) and Ruokanen et al. (2003).

Table 1 Phytoplankton species ordered by DCA

Site group
Species G1 G2 G3 G4

01 02 01 02 01 02 01 02
Gymnodinium spp. (autotroph) X X
Prorocentrum minimum X
Paraphysomonas spp. X X
Chaetoceros danicus X X
Chaetoceros sp.
Coscinodiscus granii
Cylindrotheca closterium
Dactyliosolen fragilissimus
Eupodiscales spp.
Skeletonema costatum
Anabaena lemmermannii
Aphanizomenon flos-aquae X
Aphanocapsa delicatissima X
Coelomoron pusillus
Cyanodictyon planctonicum
Synechococcus spp.
Dinophysis acuminata
Glenodinium spp.
Heterocapsa rotundata
Dinobryon faculiferum
Eutreptiella gymnastica
Dictyosphaerium subsolitarium
Monoraphidium contortum
Planctonema lauterbornii
Ebria tripartita
Katablepharis remigera
Planktolyngbya spp.
Hemiselmis virescens
Plagioselmis prolonga
Teleaulax acuta
Teleaulax amphioxeia
Gymnodinium spp. (heterotroph)
Heterocapsa triquetra X
Pseudopedinella tricostata X X
Oocystis lacustris
Leucocryptos marina
Nodularia spumigena
Prochlorotrix spp.
Chrysocromulina spp.
Pseudopedinella elastica X X
Actinocyclus octonarius X X
Cyclotella choctawhatcheeana X X
Nitzchia paleacea X
Mesodium rubrum X X
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Figure 1 DCA biplots for phytoplankton sampling sites. G1, G2 and G3 ellipsoids marked as site
groups determined by DCA analysis. The sites occurring in overlapping areas of the ellipsoids are
determined to form group G4.

The study period was defined to last from May to August. The commonness of each
species was determined separately for both years by calculating the mean of the semi-
quantitative abundance. Species with mean abundance less than 0.5 were dropped from
the statistical analyses. Biplots of phytoplankton species and sampling sites were
constructed using detrended correspondence analysis (DCA). From the biplots of the
DCA axis 1 and 2 the sites were grouped according to their location in the biplot (Figure
1). These groups could be considered as different types of species communities. The
species determining the community groups are shown in the Table 1. The sites were then
plotted on maps transect by transect and corresponding sample points are marked with
ellipsoids according to their community group.

3. Phytoplankton species ordered by DCA

The community group G1 is characterised by diatoms, partly by small centric species
(Thalassiosira spp., Cyclotella choctawhatcheeana), partly by chain forming centric
species (Skeletonema costatum, Chaetoceros spp.) and by the large centric species
Coscinodiscus granii, which has its main occurrence during the autumn. Most observa-
tions of Dactyliosolen fragilissimus are restricted to southern parts of the Baltic Sea like
those of the dinoflagellate Prorocentrum minimum during summer months.

The community group G2 consists of the filamentous blue-green alga Aphanizomenon
flos-aquae, small colonial blue-green algae (Aphanocapsa sp., Coelomoron pusillus,
Cyanodictyon spp.), dinoflagellates of different sizes (Dinophysis spp., Glenodinium
spp.) and the green algae Monoraphidium contortum and Planctonema lauterbornii.
Also the blue-green alga Anabaena lemmermannii, the euglenophycean Eutreptiella
gymnastica and the heterotrophic flagellate Katablepharis remigera seem to belong
mainly to this community.

The community group G3 consists mainly of nanoflagellates. The cryptophycean flagel-
lates (Hemiselmis virescens, Plagioselmis prolonga, Teleaulax spp.) are characteristic,
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The green algae Qocystis spp., the dinoflagellate Heterocapsa triquetra and the hetero-
trophic flagellate Leucocryptos marina belong to this community.

4, Discussion and conclusions

The analysis of the phytoplankton community succession enables the characteristic
communities to be distinguished. Detrended correspondence analysis (DCA) reveals
clear succession phases with different patterns for the Southern and Central Baltic Sea
and the Gulf of Finland. Data analyses indicated that the community succession repeated
a similar pattern during both years. The spring community succession started from the
south and proceeded towards the north. In the summer the most stable community was
found in the Southern Baltic Sea. Analysis of time series of the parameters suggests a
strong coupling between external and biological factors. The community succession
analysis can be used in evaluation of eutrophication status and in observations of harmful
algae. Characteristic communities may also be useful for satellite image analysis.

Figure 2 Phytoplankton communities in May, June and beginning of July during the years 2001
and 2002 according to DCA analysis.
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Figure 3 Phytoplankton communities in July and August during the years 2001 and 2002
according to DCA analysis.
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Abstract

Ocean colour provides information on the biological state of the oceans, and therefore
represents an essential clement for assessing environmental issues and fostering
sustainable exploitation of marine resources. An accurate assessment of the differences
between the available ocean colour data sets is necessary to develop appropriate
algorithms to merge concurrent products, as well as to ensure the consistency of the
overall time series. This study compares standard ocean colour products of sea surface
chlorophyll @ concentration obtained concurrently from different sensors and algorithms
(SeaWiFS, MODIS-AQUA, MERIS and POLDER-2) at global and regional scales.

Keywords: Ocean colour, chlorophyll, MERSEA, global and regional evaluation,
remote sensing

1. Introduction

Ocean colour provides information on the biological state of the oceans, and therefore
represents an essential clement for assessing environmental issues and fostering
sustainable exploitation of the marine resources. The analysis of its derived products also
supports a better understanding of the marine biogeochemical cycles.

The ocean colour data record will be more valuable as longer times-serics become
available. However, this necessarily relies on a suite of subsequent (and in some cases
overlapping) ocean colour missions, whose differences in terms of sensor characteristics,
calibration or even algorithms make the creation of a high quality consistent long-term
data stream a challenge. The assessment of the differences between existing data sets is a
first step in addressing this question. It also gives an insight into the uncertaintics
affecting these products and helps in the development of appropriate techniques to merge
concurrent products.

This study compares standard ocean colour products of sea surface chlorophyll ¢ (Chl-a)
concentration obtained concurrently from different sensors and algorithms at both global
and regional scales. For the regional scales, 3 representative regions are selected for
illustration.

2. Sea spectral reflectance and chlorophyll a

The Chl-a concentration is derived from the signal reaching the satellite sensor in a two-
step approach: first the water leaving radiance (L,,) is calculated from the calibrated top-
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of-atmosphere radiance recorded by the sensor, through a process of atmospheric
correction; then the spectrum of L, can be used to derive the concentration of the
optically significant constituents, either via a semi-analytical or an empirical method.
For the global ocean, such a constituent is the chlorophyll @ pigment, which is a proxy
for phytoplankton biomass.

3. Satellite sensors and data

Table 1 shows the characteristics of the different space sensors that have measured sea
surface reflectance on a global scale since 1997 and that are used in our study.

Table 1 Ocean colour sensor characteristics.

Resolution No. of Spectral
Sensor Agency Life-time Swath (km) i Coverage
(km) bands
(nm)

SeaWiFS NASA 01/08/97—- 2800 1.17 8 402-885
MERIS ESA 01/03/02—- 1150 0.311.2 15 412-1050
MODIS-A NASA 04/05/02—- 2330 1 36 405-14385

POLDER-2 CNES 14/12/02-14/09/03 2400 6 15 443-910

Tin Local Area Coverage Mode

All the analyses have been conducted using monthly means of Standard Mapped Image
Level 3 data of approximately 9 km grid cells. A suite of different algorithms has been
used to derive the Chl-a concentration, all of them based on an empirical band ratio
inversion method (O’Reilly ef al., 1998; Carder et al., 1999; Morel and Antoine, 2000;
Loisel et al., 2002).

4. Analysis methods

All Chl-a data were logarithmically transformed before comparison, since the natural
distribution of ocean chlorophyll usually observed is log-normal (Campbell, 1995). The
comparative statistical analysis was performed between pairs of sensors on co-located
pixels with a valid Chl-a value ranging from a minimum of 0.01 mgm to a maximum
of 20.0 mgm 3.

The quantitative comparison of two products illustrated in this study relies on the calcu-
lation of a signed mean relative difference (SRD) between the two sensors, the evalu-
ation of the frequency distribution functions as well as the calculation of the areal mean,
mode and standard deviation.

These calculations were performed for the entire globe as well as for all the bio-
geochemical provinces described by Longhurst (1998). The results focus on the year
2003 where the four sensors presented were active at the same time (note that POLDER-
2 was lost in October 2003 due to the failure the ADEOS 2 satellite platform).
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5. Global assessment

Figure 1 shows the global Chi-« monthly mean values for 2003 for the four sensors. Note
that values from SeaWiFS (S) and MODIS-Aqua (A) are very close, while MERIS (M)
and POLDER-2 (P) have concentrations which are considerably lower. The histograms
in Figure 2 show the difference in distribution between MERIS, MODIS, SeaWiFS and
POLDER-2 on the entire globe for the month of March 2003. It is interesting to note the
larger variance of MERIS and especially the presence of lower values.

2003 Global Chi-a MEAN
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Figure 1 Chl-n global mean values. See text for definition of symbols.
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Figure 2 Chl-n global distribution functions and corresponding mean values (in mgnT3).

On a global scale, the SRD in Chi-« concentration between MODIS and SeaWiFS is
rather small (less than 5%) all year round. For a specific temporal and spatial instance the
difference can be more accentuated: for instance, in the spring and autumn months at
high latitudes in the North Atlantic, the signal from SeaWiFS can reach values which are
almost 50% greater than MODIS.

Monthly mean SRD’s in Chi-« concentration between MERIS and both MODIS and
SeaWiFS are instead more marked. In the northern hemisphere (e.g. North Atlantic
Tropical Gyre (NATR) and North Pacific Tropical Gyre (NPTG) provinces), the signal
ofthe latter two sensors is always greater than the one from MERIS, and in some winter
months this difference can reach values up to 50%. In the southern hemisphere, MODIS
and SeaWiFS are systematically greater than MERIS, with SRD’s being greater
(reaching up to 75%) in the autumn and winter months for the southern Pacific, southern
Atlantic and southern Indian gyres.
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6. Regional assessment

This section focuses on three provinces: South Atlantic Gyral (SATL), a southern
hemisphere oligotrophic region; Mediterranean Sea (MED), a generally oligotrophic
northern hemisphere region but with a very large range of Chi-« values; and Benguela
Current Coastal (BENG), an upwelling southern hemisphere region with very high

productivity.

The monthly mean Chi-« values for the SATL province (Figure 3) show that POLDER-2
exhibits the highest values, this being a clear departure from the global result, while
MODIS and SeaWiFS have very similar signals and MERIS is somewhat lower. These
lower values are clearly visible from the distribution functions of MERIS, MODIS, and

SeaWiFS for May 2003 (Figure 4).
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The monthly mean Chi-« values for the MED province (Figure 5) show that MERIS
values are systematically greater than MODIS and SeaWiFS during the spring and early
summer months. If we concentrate on the summer month of July (Figure 6), the
difference in distribution and the shift to higher values for MERIS is very clear.
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Figure 6 Chi-« Mediterranean Sea province distribution functions and corresponding mean values
(in mgnT3).

On the other hand in the BENG province, the MODIS Chi-« monthly mean values are
consistently higher than the ones from the other sensors (Figure 7). From the distribution
functions (Figure 8), we can see that the median and variance are fairly similar for
MODIS and SeaWiFS, while for MERIS there is both a shift in the mode and an increase
in the variance.
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Figure 7 CM a Benguela Current Coastal province mean values.
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Figure 8 Chia Benguela Current Coastal province distribution functions and corresponding mean
values (in mgirT3).
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7. Conclusion

Differences in Chl-a estimation by different sensors are to be expected, however it is
interesting to analyse how these are distributed both temporally and spatially. SeaWiFS
and MODIS are globally in good agreement. This is favoured by several factors,
including the use of a similar processing chain (atmospheric correction and inversion
algorithm), as well as the constant inter-calibration activity being conducted between the
two sensors. By contrast MERIS has a larger variance and globally lower median values,
similarly to POLDER-2 (note that MERIS data is a preliminary demonstration product
only, complete reprocessing and delivery of the whole dataset is foreseen in the near
future).

This study also underlines the importance of conducting comparisons on appropriate
time and space scales, which seem to reveal more differences than global values. This
activity is now being completed by a comparison of the satellite products with field
measurements.
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Abstract

Since the launch of SeaWiFS in September 1997 a large amount of ocean colour
measurements have been collected and processed for a better knowledge of the temporal
and spatial variability of the primary productivity. Empirical algorithms provide an
estimation of the chlorophyll concentration with sufficient accuracy for monitoring the
biological environment of the English Channel waters, including the turbid plume of the
river Seine. These data, only available when there is cloud-free sky, can be combined
with observations collected by conventional in sifu networks, located along the shore, to
provide a more regular service for surveillance. Most of the in situ measurements,
obtained from the [IFREMER/REPHY or INSU/SOMLIT networks, are acquired close to
the shore while 1 km resolution satellite data are mostly available offshore. There is a
statistical challenge to handle these different kinds of data which appear nevertheless to
be complementary in several ways. For this purpose, the geostatistical tools and the
kriging interpolator have been used. /n situ data can be considered as a reference
measurement for assessing the long term evolution of the ecological status of the waters
while satellite data are more suited for mapping the biological features over the conti-
nental shelf and for validating biogeochemical models.

Keywords: satellite, coastal, chlorophyll, geostatistics

1. Introduction

The monitoring of chlorophyll concentrations at the coast is required for different
purposes including a better knowledge of the food chain, conditioning the growth of fish
larvae and shellfish, the surveillance of harmful phytoplankton population, the evalu-
ation of the eutrophication risk, and to check the effect of new environmental laws and
policy. This surveillance is based on in situ measurements which enable a long-term
observation of the variability due to natural or man-induced processes.

However, the spatial extent of the coastal observations is very restrictive for many appli-
cations and the use of satellite data is required to enlarge our view of the primary produc-
tivity observed through the chlorophyll concentration. Satellite data are also particularly
suited for validation and, in the near future, assimilation in biogeochemical models
(Druon et al., 2004). Satellites like SeaWiFS or MODIS, and also MERIS though its
smaller swath width, give us a daily coverage (for cloud-free sky). Designed for the
observation of the chlorophyll concentration in open sea, where the optical constituents
of the medium are pure water and phytoplankton whose quantity can be related to the
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phytoplankton pigment, SeaWiFS can also provide very useful data in coastal waters
when local algorithms (neuronal, empirical or semi-analytical) are used. For seven years,
since the launch of SeaWiFS, from the end of 1997 to the end of 2004, IFREMER has
used SeaWiFS for monitoring the chlorophyll concentration over the continental shelf of
the eastern Bay of Biscay and the English Channel. Satellite-derived chlorophyll has
proven to be unbiased, for instance without overestimation, and thus reliable even in
areas where the load in suspended or resuspended sediment is high (river plumes, coastal
waters after winter storms). Therefore, satellite-derived chlorophyll can be used as a
complement to in situ measurements which are acquired and processed in coastal labora-
tories using different instruments and are themselves likely to show large errors as well.
This no-bias in satellite-derived estimation enables a common management of the
different data sets, obtained in situ or from remote sensing.

2. The in situ network

QD

]
[m]

H Cabourg

RésrtU SRN
Ré» 111 SOMLIT
Riswu REPHY

" MAREL Ln Cunos«

Figure 1 The in situ networks (the location of Cabourg, the station in the vicinity of the Seine
plume, is indicated on the map).

The SOMLIT network has been developed by INSU (Institut National des Sciences de
1’Univers) with a double aim:

* to monitor a set of locations for assessing the mean effect of the climatic and anthro-
pogenic forcing on the long-term evolution of the coastal enviromnent

+ to build a minimum reference set of enviromnental data (including chlorophyll) for
each location without excluding additional measurements for specific-site research.

The Phytoplankton and Phytotoxin Network (REPHY) monitors phytoplankton species,
particularly those which are toxic to humans or marine organisms. This national
network, carried out by IFREMER, also measures the Chi-« concentration for assessing
the phytoplankton biomass.



130 Monitoring the chlorophyll concentration in coastal waters using in situ measurements and
remote sensing data

Other local networks, linked to these national networks, are also shown in Figure 1. A
new network. Réseau Hydrologique du Littoral Nonnand (RHLN), reinforces the
surveillance of the water quality along the shores of Nonnandy. The station of Cabourg,
located in relatively clear and rich waters, may show very high levels of chlorophyll
concentration (See Figure 2 for August 2002). Another interesting feature on the graphs
shown in Figure 2 is the early bloom in April 2003, compared to 2002. The question
arising is how the satellite is able to reproduce and complete these series?

2001
2002

2003 “ 50
g 40
I 30

01 02 03 04 05 06 07 08 09 10 11 12 01 02 03 04 05 06 07 08 09 10 11 12

Figure 2 Time series of (a) temperature and (b) chlorophyll concentration measured at Cabourg
from 2001 to 2003. See Figure 1 for the location of Cabourg.

3. Satellite-derived chlorophyll

Despite their well-known limitations in coastal waters, the ocean colour sensors provide
a unique means for observing the phytoplankton distribution over the continental shelf.
However, optical techniques from space platfonns are hampered by clouds. The chloro-
phyll concentration in the English Channel has been routinely estimated since the launch
of SeaWiFS in August 1997 by using a look-up table described in Gohin et al. (2002).
The SeaWiFS reflectance, or the nonnalised water leaving radiance from which it is
derived, is used to retrieve Clil and mineral SPM (Suspended Particulate Matter).

irth

TilJn

Figure 3 Satellite-derived concentrations for the beginning of April 2002 (left) and 2003 (right).

The clilorophyll maps of Figure 3, observed on 2002/04/08 (left) and 2003/04/07 (right)
show two contrasting situations at the beginning of the production season. Early phyto-
plankton growth lias been observed in spring 2003 as shown on the field measurement
graphs at Cabourg (Figure 2).
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4. Synthetic maps

4.1 The kriging method used for merging the data

The kriging method is based on the assumption that the underlying process (chlorophyll
concentration) is a continuous random variable in space and time, which can be
described in terms of the mean and (auto-)covariance function. The kriging system is
obtained from minimising the variance of the error estimation E(Zo* — Zo) where Zo* is
an estimator of Zo. In ordinary kriging, Zo* is searched as a linear combination of the
observations available in the neighbourhood of the location where the estimation is
carried out. The kriging estimator, within the geostatistical hypotheses, is unbiased and
of minimum variance. For a better inference of the covariance, the structural analysis and
the kriging is applied to the anomaly (defined as the difference between the daily chloro-
phyll concentration and the 7 year average on the same day).

Before kriging, another assumption is made on the satellite error. The error is expanded
into two terms. The first one refers to the instrument noise, independent from one pixel
to another, and the second to the result of the uncertainty in the quality of the atmos-
pheric correction. This last term, which can be partially related to the geometry of the
satellite-sea-sun optical path, locally affects a group of pixels in a similar manner and we
consider it as a correlated error.

In our case, the auto-correlation is defined locally from a relationship between the local
variance, as observed on the images, and the parameters of the covariance. This can also
be related to the “proportional effect” resulting from an apparent relationship between
the local variance and the square of the average.

4.2 Searching points in the neighbourhood before kriging

Before proceeding to kriging, searching for an appropriate neighbourhood is the first
task. The points, chosen around the location where the estimation is to be carried out,
have to be selected in such a manner that they build a well-balanced set of data in space
and time. A minimum number of 16 data is imposed for kriging, with a search area
centred on the day of the estimation and extending up to 4 days in time.

4.3 lllustration of the method for May 1st 2002

Figure 4 shows the different products involved in estimating the chlorophyll concen-
tration on a given day, here 1 May 2002. First, anomaly maps are built by subtracting the
daily seven-year average to the chlorophyll concentration maps of the closest days. The
same transformation is applied to in situ data.

Next, a new anomaly map is calculated by kriging and, after adding the average concen-
tration of the day, the estimated image is proposed as the synthesis image. The variance
of the estimation error is also derived from the kriging system. The error appears greater
in Figure 4 in the arcas where the variability, expressed through local variograms, is
higher (the plume of the river Seine, along the Northern coast, etc.)
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Figure 4 Kriging the chlorophyll concentration on 1 May 2005.

5. Comments on the sat-situ series at Cabourg and discussion

We can now consider the time series of the chlorophyll concentrations available for the
emblematic location of Cabourg. Does the satellite-derived series reproduce the varia-
bility observed on the in situ measurements shown on Figure 2? Does the satellite series
in some way complete the in sifu series? The answer is clearly yes. Figure 5 shows, for
the years 2002 (left) and 2003 (right) the satellite chlorophyll concentration at Cabourg
before kriging (a) the interpolated chlorophyll concentration and (b) the “co-kriged”
series where in situ data are added to satellite data into the kriging neighbourhood. By
comparing (a) and (b), we observe that the interpolation has generated many new points
in the temporal series, making it much more appropriate for further analysis. Satellite-
derived and in situ series in (b) have the same characteristics. Early production in April
2003 is well-observed in both sets of data. The high peak at the beginning of August
2002, observed on a single in situ data, is shown during a longer period on the interpo-
lated images (c), which results from merging by co-kriging, gives a coherent represen-
tation of both series, with a strong participation of the satellite data. This seven-year
experience from SeaWiFS data shows that there is no technical opposition for using in
situ and satellite data, not only side by side but also in a merging service, allowing better
surveillance of the coastal enviromnent.
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Figure 5 The time series of chlorophyll concentration from in situ (stars) or remote sensing
(continuous line) origins at Cabourg in 2002 (15/02 to 12/10 on the left) and 2003 (01/03 to 07/10
on tile right), (a) before kriging (cloud-free days), (b) after kriging satellite data, (c) after co-
kriging and merging both types of data.

The main characteristics of the 2002 and 2003 years (chlorophyll concentration in April and a
strong peak in August 2002) are similarly shown on the graphs, whatever the origin ofthe data.
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Abstract

The summer blooms of nitrogen-fixing cyanobacteria are regular phenomena in the
Baltic Sea but the past years’ strong and widespread blooms have caused major environ-
mental concern both to the public and authorities due to their toxicity and the increased
nitrogen input. One of the most abundant toxic species Nodularia spumigena can pose a
threat to animals and children. The Baltic Algac Watch System (BAWS) at SMHI has
been operational since 2002 and provides information both to the public and to the Infor-
mation Offices for Skagerrak/Kattegat, the Baltic Proper and the Bothnian Bay. The
main source of information is the satellite sensor AVHRR (Advanced Very High
Resolution Radiometer).

Keywords: Cyanobacterial blooms, Baltic Sea, algal blooms, satellite monitoring,
Nodularia.

1. Introduction

Summer blooms of cyanobacteria usually dominated by Nodularia spumigena and
Aphanizomenon baltica (flos-aquae)! are regular phenomena in the Baltic Sea and nearly
as old as the present brackish water phase, starting as far back as ~7000 years ago
(Bianchi, 2000). Most cyanobacteria ¢.g. Nodularia use dissolved molecular nitrogen
(N,) as an additional nutrient source, which allows them to bloom in the summer when
the growth of other phytoplankton is limited by nitrogen (Wheeler ef al., 1986;
Fonselius, 1995). At some stage of the bloom the algae lose their buoyancy control and
the algae aggregate at the surface. These accumulations of blooming algae have a distinct
character (see Figure 1) and can be seen as meandering shapes on the surface formed by
wind and currents. (Degerholm, 2002; Finni ef a/., 2001; Kahru ef al., 1994).

Although mass blooms of cyanobacteria have been know since the 19th century, it has
been debated whether the area extent and intensity of the blooms have increased because
of anthropogenic sources of cutrophication (Kahru ef /., 1994; Kahru, 1997; Bianchi,
2000; Finni, 2001; Kononen, 2001). Studies of pigments in sediment cores (Poutanen
and Nikkild, 2001) suggest that the occurrence and intensity of blooms in the Baltic Sea
have increased since the 1960s. The increase seems to have peaked during the 1970s but
returned and stabilised during the 1980s to slightly increased levels. These sediment

1 The taxonomic position of Aphanizomenon flos-aquae in the Baltic Sea is uncertain. The
name Aphanizomenon baltica is commonly used by e.g. HELCOM

* Corresponding author, email: Martin. Hansson@smbhi.se
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analyses are difficult to perform in recent sediments, but during 1997-2004 there have
been at least four years with massive blooms in vast areas of the Baltic Sea (Andersson
and Karlson, 2004; Hansson, 2004, SMHI, unpublished results). In recent years there has
also been an increased interest from both the public and authorities since the peak of the
bloom usually coincides with the summer holidays. The occurrence of blooms is a
nuisance, especially when thick surface accumulations aggregate along the coast,
releasing bad odours and preventing swimming. At worst, the release of toxic substances
from Nodularia may kill dogs and cattle that drink the water. Humans and especially
children who get in contact with contaminated water usually suffer from skin irritation,
stomach problems and flu-like symptoms (Degerholm, 2002; Edler et al., 1995).

Figure 1 NOAA-AVHRR image (visual channel 1) of the Baltic region. Cyanobacterial blooms
can be seen as meandering shapes on the ocean surface, in the eastern Baltic Proper and in the Gulf
ofFinland.

However, due to the high spatial and temporal variability and the scarcity of data from
the open sea, long-tenn changes in the extent of cyanobacterial blooms are very difficult
to investigate using conventional ship-borne monitoring. Hence there is a need to use
other fonns of data and methods that enable near real-time (NRT) monitoring over vast
areas on a regular basis. Collecting data using satellite-based sensors has many advan-
tages. The NOAA-AVHRR (Advanced Very High Resolution Radiometer) sensors give
a synoptic view of'the Earth’s surface covering large areas on a regular basis. The repeat
cycle is high; 2-4 useful images per day. Data delivery is fast, and images can be
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provided within an hour of an overpass. The main disadvantage is that the sensor cannot
“see” through clouds, which limits the monitoring ability at these high latitudes where
there is a high presence of clouds. The satellite data is also limited to the top metres of
the ocean surface; blooms at greater depths are invisible (Gordon ef al., 1999).

Cyanobacteria blooms were first detected in satellite imagery by LANDSAT 1 and 2 in
the early 1970s. However, it took another 15 years before it was noted that the AVHRR
sensor was suitable for detection of cyanobacterial blooms (Hakansson, 2000). A
compiled time series of bloom observations based on AVHRR data was produced by
Kahru ef al. (1994) and Kahru (1997) showing the arca extent of the blooms between
1982 and 1997. The results did not indicate any clear trend of increasing bloom events
but the data showed large-scale inter-annual variability and new arcas were found to host
cyanobacteria blooms (Hakansson, 2000).

2. Material and method

The method used to process NOAA— AVHRR data to detect cyanobacteria blooms in the
Baltic Sea was developed by M. Kahru and O. Rud at the University of Stockholm
(Karhu, 1997). The method is basically a supervised classification algorithm (See Figure
2) that relies on multiple thresholding and difference in visible, near infrared and thermal
channels to distinguish cyanobacteria accumulations from other common features such
as land, clear water, clouds, haze, sun glint and error pixels. The method includes manual
interpretation and correction of each satellite scene. Areas with surface accumulation of
cyanobacteria have an increased reflectance in the visible band. Usually such arcas
possess an albedo varying between 2.3-4.0% whereas lower and higher values are
recognised as water or clouds respectively. The method also included a calculation of
spatial texture in 3x3 pixel windows in the visible band 1. This step is not included,
because it usually fails to recognise blooms, resulting in extensive manual corrections.
The near-infrared band 2 and the two thermal bands 4 and 5 are used to screen clouds,
haze, land or errors. Pixels with band 2 albedo exceeding the corresponding band 1
albedo by 0.1% are classified as land or errors. Band 4 temperatures lower than a certain
varying threshold and with a band 4 and band 5 difference greater than 2°C are classified
as clouds or haze (Karhu, 1997).

A common problem when using AVHRR data is the relatively coarse pixel size
(~1 km?), which make detection of blooms impossible near the coast. Hence, this
method can only be applied for monitoring offshore blooms. It is also of great impor-
tance to be able to screen clouds when monitoring cyanobacterial blooms, to get an
estimate of cloud-free observations in relation to bloom and cloud observations. The
method described above was easily adjusted to screen the cloud cover of the Baltic Sea.
Cloud analyses are made on all scenes that are processed.

The results from the daily satellite monitoring have been compared with in sifu measure-
ments of algae concentrations and temperature profiles (offshore in situ data from SMHI
and Stockholm Marine Research Centre (SMF)). The biological data consist of measure-
ments of Nodularia and Aphanizomenon taken with tubes from 0—10 m depth, giving an
integrated estimate of the algae concentration.
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Input: AVHRR
(Channels 1,2,4,5)

!

water — <2.3% | Ch 1 albedo | > 4.0 % — clouds
{
haze « threshold | Ch 1 variance in 3x3 pixels |
{
| ch2-Chit | 20.1% - land or error
|
haze « <threshold | Ch 4 temperature |
l
| Ch4-Chs | >2°C - dlouds

!

| dilate the error mask |

!

manual interpretation and
correction

!

| pixels with cyanobacteria |

Figure 2 Flowchart of the algorithm for detecting cyanobacteria accumulations in NOAA—
AVHRR imagery, from Karhu (1997).

2.1 The algal monitoring system

The monitoring system BAWS was developed in early 2002 to provide information to
the public and the three Marine Information Offices in Sweden (The Skagerrak and
Kattegat, the Baltic Proper and the Gulf of Bothnia). A restricted web site was created to
assemble information that can be useful for monitoring and prediction of the blooms’
movements and development. The system is available to marine environmental
managers and scientists all around the Baltic region and is operational from June—
September (contact the author for access). The Baltic Algal Watch System includes:

» Daily monitoring of cyanobacterial blooms using satellite imagery

* NRT Sea Surface Temperature (SST)

+ NRT information from coastal observations and weather stations

+ [n situ measurements; Hydrographic profiles and phytoplankton analyses

* Annual summaries that show the number of bloom and cloud observations in each
pixel
» Other information about large-scale ocean phenomena

+ Seatrack web, forecast and dispersion calculations of oil spill and chemicals, but also
for surface accumulations of cyanobacterial blooms

*  Model results (3—48 hours):
- HIROMB; currents, temperature, salinity
- HYPNE; wave height
- HIRLAM; wind direction and speed.

+ Incoming solar radiation, the STRANG model, providing photosynethic photon
density from the last 24 hours.
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Figure 3 Annual estimates of the number of days with observed blooms in each pixel, based on
daily satellite monitoring. Results from BAWS 2002-2004 and the EU project ELABES (Harmful
Algal Bloom Expert System) 1997-2000. Year 2001 is missing due to satellite antenna problems.

3. Results

3.1 Surface accumulations of cyanobacteria observed from satellite

The daily observations of blooms have been stacked to produce yearly maps of all
satellite observations. The maps in Figure 3 present the geographical locations of the
blooms and number of days of bloom observations in each pixel. Similarly, cloud cover
maps were produced presenting the nmnber of days with cloud cover in each pixel
during the main bloom season in July and August.

To account for the cloud cover a test was made to calculate the “expected” nmnber of
days with blooms using the ratio between the observed number of blooms and the total



Martin Hansson*, Bertil Hakansson and Bengt Karlson 139

number of cloud-free observations (including bloom observations). The ratio was then
multiplied by the total length of the “surface accumulation season” (defined as the time
period between the first and the last satellite observation of blooms) during each year to
get an estimate of the “expected” number of days with blooms. The overall mean
difference between observed and “expected” were only between 1 and 3 days during the
seven years analysed. The maximal difference was up to 7—10 days at some locations.

4. Discussion

4.1 Dynamics of cyanobacterial blooms

The environmental factors that regulate the intensity of the blooms and the conditions
causing the inverted sedimentation are only vaguely understood. Obvious candidates for
the initiation of a bloom are: high incoming solar radiation, strong near-surface stratifi-
cation, suitable surface temperatures, low winds and sufficient amounts of biological
available phosphorus. If one or more of the factors named above is absent there is a good
chance that the bloom is less intense or never appears. Figure 4 presents all in situ
measurements of Nodularia and Aphanizomenon versus temperature and month at BY31
during the period 1990-2002. Hence the water temperature should exceed 13.5-14.0°C.
This temperature is valid for Nodularia and Aphanizomenon even though the latter
seems to be able to initiate blooms even at lower temperatures, 12—13°C.

BY31 Nodularia and Aphanizomenonbloom versus temperature 1990-2002
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Figure 4 Nodularia and Aphanizomenon concentrations versus surface temperature and month at
station BY31, 1997-2002.
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Regarding the inverted sedimentation, it is well known that accumulations appear on the
surface in calm and sunny weather. During periods of strong heating and low winds, the
wind-driven mixing is insufficient to stir the solar heat absorbed near the surface
throughout the depth of the early morning mixed layer. As solar heating proceeds, a
permanent or diurnal stratification is generated and heat becomes trapped at a progres-
sively shallower stratified layer. High solar radiation and the associated strong near-
surface stratification may be one of the factors that cause the surface trapped algae to
lose their buoyancy regulation, which results in inverted sedimentation. As the surface
accumulation further increases the heating and the stratification by absorbing more light
through their pigments, a positive feedback loop is generated that results in further
surface accumulations. Although strong winds can quickly break the stratification and
redistribute the algae into deeper layers and make the accumulation disappear from the
surface, Karhu ef al. (1993) showed that dense accumulations remain clearly detectable
the following day even at wind speeds of 8 ms L.

5. Summary and conclusion

The Baltic Algal Watch System, which has been operational since 2002 has shown that
the combination of satellite imagery, model results and in sifu measurements, assembled
at one location, is a powerful tool for monitoring and prediction of cyanobacterial
blooms in the Baltic Sea. The system has been appreciated and frequently used by
authorities, environmental managers, media and the public. The results from the
monitoring have also made scientific contributions.

The main conclusions from this study can be summarised as follows:

+ The cyanobacterial blooms show large inter-annual variability. Years with massive
blooms can be followed by years with only minor blooms. The first surface accumu-
lation is usually observed in early July and proceeds to the end of August. It is
obvious that cyanobacteria are initially present in the water column before becoming
visible in satellite imagery. The time elapsed between the start of the bloom in the
water column and the first observations of surface accumulations depends strongly
on weather conditions and stratification of the water column. The mean for the period
studied is 9 days.

» Cloud cover, which is a major problem when using NOAA—-AVHRR data, can be
accounted for. The mean difference between the observed and “expected” number of
days with cyanobacteria in each pixel is 1-3 days.

+ The increase of the blooms both in area extent and intensity that have been debated is
very difficult to prove. Satellite data has been available for about 3 decades, and this
period is too short to show trends or natural variability of the phenomena. Hence it is
of great importance to add data to the relatively long NOAA—-AVHRR time-series so
that long term changes and trends can be detected in the future.

+ Future work will focus on introducing other NRT satellite data such as MERIS or
MODIS and obtaining homogenous data sets of the mapping procedure using
different sensors, and further evaluating the impact of clouds on the mapping
procedure.
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Abstract

Ocean salinity is one of the key variables for monitoring and modelling ocean circu-
lation. Therefore the initial focus for the project has been on salinity observations
collected by thermosalinograph, although other variables are under active consideration.

The goal of GOSUD is to develop and implement a data system for ocean surface data,
to acquire and manage these data and to provide a mechanism to integrate these data with
other types of data collected in the world oceans. The data concerned are those collected
as a platform is underway from the ocean surface down to about 15 m depth.

The objective of GOSUD is to organise the surface underway data that are now collected
and to work with data collectors to improve present practices to try to meet the bench-
marks of spatial, temporal sampling and data accuracy required to meet GOOS objec-
tives and operational oceanography requirements.

Keywords: Sea surface salinity, sea surface temperature, thermosalinometer

1. Introduction

The Global Ocean Surface Underway Data (GOSUD) Project is an Intergovernmental
Oceanographic Commission (I0OC) programme designed as an end-to-end system for
data collected by ships at seca. The goal of the GOSUD Project is to develop and
implement a data system for surface ocean data, to acquire and manage these data and to
provide a mechanism to integrate these data with other types of data collected in the
world oceans. For the purposes of this project, the data concerned are those collected as a
platform is underway and from the ocean surface down to about 15 m depth.

2. Operations

2.1 Data management

Everything begins with the platforms at sea that make routine, underway measurements.
Participants are encouraged to send the data ashore as quickly as possible. It is the desire
of the GOSUD project that these data be available as soon after collection as possible
(hours to days) although meeting this target may be difficult for certain kinds of data.
The data received in each country are expected to pass through quality control proce-
dures standardised for the project and carried out by each participant or another person

* Corresponding author, email: Loic.Petit.De.La. Villeon@ifremer. fr
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acting on their behalf. It is expected that some of these procedures will be automated and
sufficiently robust to remove the most serious errors in the data. After such procedures,
participants send the data immediately to a global data server set up for the project. It is
from this global server that GOSUD provides users with data. GOSUD participants are
also encouraged to send the data to the GTS, either in the existing TRACKOB code
fonn, or in BUFR fonnat, since some potential users may still wish to use the GTS as a
source of data.

The GOSUD project does not intend to manage any data extracted from the GTS unless
this is the only source available. Instead there is a monitoring function carried out to
compare data appearing on the GTS to data received at the global server. This function
occurs routinely, and identifies differences between the two data streams. Where data are
found to appear on the GTS but not on the global server, the originators are contacted
and encouraged to become part of the project. Where data appear on the global server but
not on the GTS, originators are encouraged to make the data available on the GTS so that
traditional GTS users will have access to the data from this distribution system.

Figure 1 GOSUD Project data flow.

2.2 Data access

The global server is the central hub of the project. Itsjob is to act as the archive for such
data, and to interface to the World Data Centres that also hold historical underway data.
The global server provides data and products to users, and works in collaboration with
project participants to monitor the state of the data system. The global server verifies the
integrity of the data being provided, and reconciles early data received with the same
data received at a later time and with more extensive quality assurance procedures
having been employed.

The linkage between the global server and the World Data Centres is very important. The
two parties share the long tenn archive responsibilities to ensure the ongoing
safekeeping of the data. They also share the responsibilities of providing data and
products from the start of the GOSUD project into holdings from the historical past.
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Figure 2 Data residing on the GOSUD ftp server with observation dates from early 2000 to mid-
July 2005. The different track colours indicate different sources of'the data.

2.3 Products

It is very important for the global server to collaborate with one or more science centres
in defining, developing and disseminating scientific products from the project. It is
through these products that the project will be known and some of its success measured.

A substantial amount of work has been done with the TSG data collected in different
oceans with a lead role being played by IRD, France. Figure 3 and Figure 4 below are
examples of mean conditions calculated by a combination of TSG and surface observa-
tions from profiles. These maps are generated at a Ix 1 degree resolution in position, both
monthly and as an annual mean.

Figure 3 Annual mean surface salinity in the Figure 4 Annual mean surface salinity in the
Atlantic Ocean (from IRD). Indian Ocean (from IRD).

Web data access can also be considered as a derived product. The GOSUD Global
Server, hosted by the Coriolis data centre, provides an interactive web interface where
data can be selected and downloaded. Figure 5 shows this interface and provides infor-
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mation on the 17 vessels (either research or merchant) which have provided data to the
project during the past 12 months.

Figure 5 GOSUD data web access.

3. Conclusion

More information on the project can be found on www.gosud.org. The project is looking
actively for volunteer ships— either commercial or research vessels— which would like
tojoin the project by transmitting their data.
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Abstract

In 2005 the Irish Weather Buoy Network accomplished the initial remit to deploy five
marine meteorological platfonns in Irish coastal waters. These platfonns have been
deployed to increase the accuracy of forecasts around the Irish coastline and thereby
increase safety at sea. In 2004 self-logging high accuracy temperature and conductivity
sensors (SBE 16+) were added to each platform to begin a baseline data set ofthe coastal
waters around Ireland. There are plans over the next few years to replace the acquisition
system subject to available funding and a suitable acquisition system. It is planned that
the replacement system will accoimnodate more sensors, have two-way communications
system to allow flexibility in sample rates and enhance trouble-shooting capabilities.

Keywords : Operational oceanography, meteorology, weather buoys, Ireland.

1. Introduction

The Irish Weather Buoy Network consists of five operational platfonns around the coast
ofIreland (Figure 1). These provide near real time hourly infonnation on wind speed and
direction, significant wave height and period, air and sea temperature, atmospheric
pressure and humidity. The data is transmitted through the Meteosat system to Gennany
and then uploaded onto the GTS (Global Telecommunications System) where it is
downloaded by the UKMO and Met Eireann and forwarded onto the Marine Institute via
e-mail. It is then uploaded onto the website www.marine.ie/databuov.

Killibegs

Dundalk

AGalway

Waterford

Cork

Figure 1 The location ofthe Irish Weather Buoy Network.

* Corresponding author, email: sheena.fennell(S?marine.ie
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The project was established after a report in 1996 called for an increase in the accuracy
of marine forecasting around the Irish coastline to minimise the nmnber of lives being
lost at sea. At present Ireland’s maritime industry is worth well in excess of €3bn and
employs in the region of 44000 people (Marine Institute, 2005). The project was set up
as a collaboration between the Irish Department of Communications, Marine and Natural
Resources (DCMNR), Marine Institute (MI), UK Met Office (UKMO) and Met Eireann
(ME).

Since the first deployment in 2000 a new buoy lias been deployed each year and in 2003
Marathon Oil added the weather station they maintain on the Kinsale Gas platform to the
data set (FS1).

Table 1 Location ofthe Irish weather buoys.

Year Buoy Latitude Longitude
2000 M1 53° 07' 36"N 11° 12' 00"W
2001 M2 53° 28' 08"N 05° 25' 05"W
2002 M3 51° 13' 00"N 10° 33' 00"W
2003 M4 54° 40' 00"N 09° 04' 00"W
2003 FS1 51°22'25"N 07° 56' 07"W
2004 M5 51°41'24"N 06° 42' 24"W

Solar Panels (2)

SBE16+ sensor

Figure 2 Buoy structure.

2. Observational extremities

The buoy hulls are designed to withstand conditions in the North Atlantic and are made
of a closed cell structure and then covered with elastomer. The moorings are a combi-
nation of open link chain and dynema rope. Each platform and the moorings are serviced
annually and more frequently if problems arise.
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Since the first deployment in 2000 off the west coast there have been a number of intense
depressions that have passed through the coastal waters. In particular in January 2005 the
MI1 buoy on the west coast experienced some of the most severe weather since its
deployment in 2000. Atmospheric pressure dropped from 1006 to 986 millibars over a
10-hour period (see Figure 3). Wave height rose sharply after the drop in atmospheric
pressure and reached 11.9 m at 16:00 hrs on 11 January (see Figure 4). From Figure 5 it
can be seen that max gusts reached 68 knots at 12:00 midday on 11 January. All sensors
survived including the cup anemometers and wind vanes. This type of near real time
acquisition of data can be used for input into stonn surge models and also allows for
more accurate coastal reports.

Figure 3 M1 atmospheric pressure. Figure 4 M1 wave height.

Figure 5 M1 mean wind speed and max gusts.

3. Addition of oceanographic instruments

In 2004 SBE 16+ sensors were added to all five platfonns (Figure 2) to establish a
temperature and salinity database for the waters sunounding Ireland. The instrument is
self-powered and self-logging with a sample interval of 30 minutes. Data has been
successfully recovered from the service visits to date during 2005. Data quality is good
with very little biofouling occurring on the sensors. An ADCP was also deployed on M1
on the west coast during 2004. It was placed in line within the mooring with a cage
manufactured in-house. This deployment was treated as a trial to establish recovery and
deployment procedures and also to determine what type of motion the sensor itself
experiences and whether this type of deployment is acceptable.

4. Future of the network

Currently the project is aiming to move towards acquiring a new Data Acquisition
System. The system currently on the buoys was developed by the UKMO, which is a
reliable system and has performed well. The project would now like to move to an acqui-
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sition system that is capable of integrating a new communications system, additional
sensors such as ultrasonic wind sensors and also to have remote configuration abilities
from a land base. Maintenance of the existing five platforms will continue on a regular
basis.
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Abstract

Cone Penetration Tests (CPT) are a standard method for the in sifu characterisation of
shallow subseafloor sediments. Hence we have developed an easy-to-use, lightweight
free-fall CPT (FFCPT) lance for shallow marine application (200 m water depth). The
lance consists of an industrial 15 cm? piezocone measuring pore pressure, temperature,
tilt, tip resistance and sleeve friction. The lance may be optionally equipped with
extension rods (0.5—6.5 m total length) to control penctration depth. A pressure case
(200 m) hosts a microprocessor, volatile memory, battery, and accelerometer, and may
be loaded with additional weights (up to 90 kg) for tests in indurated sediment.

Initial deployments have been successfully carried out in muddy to coarse-grained
sediments. The results attest similar friction ratios as in standard CPT tests, with the
maximum penetration having exceeded 4 m sub-seafloor depth (as a function of the
weight added). Our main focus was pore pressure, which generally rises during impact
(between 10 and 50 kPa in excess of hydrostatic pressure). However, even medium-
grained sediments often show rapid decays towards ambient values during dissipation
tests (30 minutes to 5 hours).

Keywords: Cone penctration test, pore pressure, friction, sediment, in sifu
measurement

1. Introduction

Since the early 1920s, CPT measurements have become a widely accepted means to
characterise the geomechanical properties of soft to indurated sediments in onshore and
offshore settings. The principle of the testing procedure is vertical profiling using a lance
equipped with a standard cone (usually 10 or 15 cm? in diameter), which is pushed into
the sediment at a constant rate of 2 cms ! (c.g. Lunne et al., 1997). The cone can be
equipped with various sensors, most often measuring tip and sleeve resistance (as a
function of sediment stiffness), pore pressure (to be monitored in different positions, ul—
u3), temperature and tilt. The two parameters of major interest are friction ratio (i.e. the
ration between sleeve friction and tip resistance) and pore pressure, since both of them
control sediment strength and effective stress state. As a consequence, CPTs are efficient
devices in tasks such as cable or pipeline laying, slope stability concerns, navigability of
harbours/estuaries, or ground-truthing of geophysical data.

One of the most difficult environments in standard CPT sediment characterisation is the

marine realm because the penctration force is not easily provided. In shallow water,
pontoons may be used to host onshore devices (CPTs mounted on trucks, etc.), however,
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in deeper water, heavy rigs have to be lowered to the seafloor in order to provide an inert
abutment to push the lance-shaped device into the sediment. For this purpose, an easy-to-
handle, lightweight CPT free-fall device was designed, which offers the possibility of
cost- and time-effective in situ measurement in quasi undisturbed sediments, as there is
no need for rigs put down on the sea floor.

Weight
(optional upto
50k9) 60 mm'

Acceleration Sensor (+/- 5g)

Waterproof Micro-Controller

Housing . DataAquisition (20 Hz)

(200m) | Power Supply (12V)

Adapter

1m-Rod

(opptional upto

6m)

B EIM

Probe Body E

Industrial Standard S

15 cm3Subtraction Sleeve / Tip
Load Cells (100 MPa/ 1MPa)
Absolute Pressure
Sensor (10 MPa)
Inclinometer (25°)

Pressure Portu2'

Figure 1 A) Schematic diagram of FFCPT; B) Photographs of FFCPT in the longer (5 m) and
shorter (no extension rod; see inset) configuration prior to deployment.

2. Instrument design and method

The free-fall instrument developed at RCOM Bremen is characterised by its modular
design concerning length and weight (see Figure 1A). It therefore can be handled by two
people from very small platfonns, but could also be used on large vessels using a winch.
The lance consists of an industrial 15 cm2 piezocone (with pore pressure in u2 position,
temperature, tilt sensors, as well as the capability to measure tip and sleeve resistance)
and a pressure case containing a microprocessor, volatile memory, battery, and acceler-
ometer. As a result, the device works completely autonomous. Data are sampled and
recorded at variable frequency, the upper limit being 20 Hz. The FFCPT may be
optionally equipped with additional weights (up to 90 kg) and extension rods (0.5-6.5 m
total length; see Figure IB) to control penetration depth. The modular design allows us in
situ profiling of sediments by repeated testing at the same site. Each added weight
increases penetration by a couple of cm to dm, so that each horizon can be monitored
regarding its frictional response, temperature, and — most importantly— pore pressure
decay after insertion ofthe probe. Penetration depth is further controlled by the speed the
probe enters the sediment (namely controlled rate using a winch vs. free fall). Our initial
results indicate that the device is a worthwhile cost- and time-efficient alternative to
conventional CPT systems.
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3. Results and discussion

Initial FFCPT measurements focused on pore pressure response of the sediment rather
than sediment profiling or mechanical resistance. The data presented here represent
preliminary results of our initial measurements at sites located in marine to brackish
settings at the North German coast and adjacent estuaries/streams. In those settings,
water depth varied between 1 m and 12 m. They include the ports of Bremerhaven,
Wilhelmshaven, and Kuhgraben near Bremen. In addition to CPT tests with various total
lengths and weights of the lance, sediment samples were taken for laboratory analyses
such as density, porosity, and grain size distribution. A more complete data set, showing
detailed analyses of data quality and temporal/spatial resolution during penetration, is
given in Stegmann ef al. (2006).

3.1 Sediment strength and composition

Shear strength sensu stricto is not measured directly with a CPT, but estimated from the
resistance of the tip and sleeve of the device during penetration. Our main goal was not
only to relate the FFCPT data to the sediment itself, but to standard (i.e. pushed) CPT
tests published in the literature (see summary in Lunne ef ol., 1997).

In the uppermost decimetres, the tip resistance was found to reach values up to 1 MPa,
which is higher than what is known from standard tests. This result was most pronounced
when inserting in free-fall mode and can be attributed to the high force upon insertion.
Below ca. 50 cm, the absolute insertion pressures agree well with those in pushed tests
(see compilation by Lunne ef al., 1997, and references therein). However, if we regard
the friction ratio (i.e. tip resistance being normalised against sleeve friction), our data are
in good agreement with standard CPT tests. Friction ratio ranges from 1 to 9%, with the
lower values typically corresponding to sands and their high tip resistance. This
assumption was confirmed by grain size analyses using a Beckman Coulter LS200 laser
particle size analyser. The Kuhgraben samples are dominated by sand (ca. 62%) and with
clay contents around 5%, while the mud from the other sites comprise clayey silt with
sand contents of 20% and 32% respectively.

In principle, the resistance of the sediment upon penetration can be combined with
maximum sampling frequency (20 Hz) and known terminating depth, so that sediment
profiling is possible by integration of the acceleration data. In practice, however, a more
appropriate way is coring near the testing location to recover sediment for laboratory
testing.

3.2 Pore pressure measurements

The pressure of the fluid between sediment particles has a profound effect on the stress
state, and hence stability of the material. Its transient increase due to tides, geodynamics
(e.g. tectonic loading, rapid sedimentation) and human construction is an important
factor in hazard research. Generally, fine-grained sediments show high fluid pressures
owing to their low permeability and poor drainage (Maltman, 1994; Strout and Tjelta,
2005). As a consequence, pore pressure monitoring was our main objective during the
FFCPT deployments. Figure 2 shows pore pressure records from four tests with variable
duration (0.5-6 hours). It can be seen that even in the finer grained settings (clayey silt;
see previous section), the induced pore pressure decreases significantly within hours. In
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the Wilhelmshaven test (Figure 2A), this decay is overprinted during rising tide during
the Bremerhaven test. The absolute initial pore pressures (assuming the harbour
sediments to exhibit hydrostatic stress state) measured range between 30-50 kPa. In
contrast, the initial pore pressure peak in the silty sands of Kuhgraben was ca. 10 kPa in
excess of hydrostatic (see Figure 2B). Moreover, the sands show a more rapid pressure
decay due to their higher permeability as well as a lower water head.

1 = K, .

LifK -i—. Cwwi-ii
Figure 2 Pore pressure data from various FFCPT deployments with hydrostatic pressure at the
seafloor for reference (dashed lines). Left: Fine-grained sediments; Right: Coarse-grained
sediments. Note different scale ofy-axes!

In conclusion, we present data from our first successful multiple deployments of a new
FFCPT in unconsolidated sediments of variable grain size. In situ friction measurements
agree with those from standard CPT tests in the literatme (Lunne ez al., 1997). Pore
pressure curves indicate moderately fast decay rates of induced pore pressure, shedding
light on the possible stress response of those sediments. Our device is time- and cost-
efficient, and — in its lightweight configuration— may be used from small platfonns
and without a winch or crane.
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Towards an assimilation of MODIS-derived Sea
Surface Temperature (SST) by the Optos_nos model
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Abstract

Aiming to use the MODIS-derived SST to improve the surface forcing of the Optos_nos
model, our first task consists of a cross-comparison between satellite data, model results
and in situ measurements. We note that the accuracy of the model must be improved
close to the coast and that the procedure of flagging clouds must be improved before the
satellite data can be used as forcing.

Keywords: SST, North Sea, MODIS, Coherens, validation

1. Introduction

The objective of this study is to assess the capability of MODIS-derived SST to improve
the quality of the SST Optos_nos model results.

Comparisons between satellite and Optos_nos modelled SST are carried out to address
the weaknesses of the model which may be corrected by the satellite data and/or to
determine places where the available satellite data are too sparse or of too bad quality.
Satellite and modelled SST are then compared with in situ measurements.

This preliminary work shows that, at this stage, the satellite derived SST must be
improved to avoid disturbing the model instead of improving it.

2. Description of the data sources

Our study focuses on the year 2004. Our zone of interest is the North Sea. This study
mainly consists of a global cross-comparison between satellite-derived SST, modelled
SST and in situ data. Each source is described hereafter.

2.1 Satellite-derived SST

The MODerate resolution Imaging Spectro-radiometer (MODIS) onboard the two satel-
lites EOS AQUA and EOS TERRA retrieve the Sea Surface Temperature (SST) from the
radiance measured at 2 infrared bands centred around 11 wm and 12 pm— hereafter
called 11 pm SST for daytime SST—plus a 4 pm night-time SST generated from
radiances measured in 2 mid-infrared narrow bands centred around 3.9 pm and 4.0 pm.
The 4 pm SST algorithm is not used for daytime products because the measured radiance
at short wave infrared wavelength is contaminated by reflected sun radiation.

Daily products of SST are generated using the calibrated algorithm of Brown and
Minnett (1999) and Minnett et a/. (2003) for daytime and night-time SST:

SST = cl+¢2x Ty, + 3 x(Ty, = Typ) x Ty + ¢4 x (sec0 = 1) x (T}, = T
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where Tn (resp. Tn ) is the brightness from channel 11 pm (resp. 12 pm), 9 is the
satellite zenith angle and 7src is an estimate of the SST, generated using the
Multichannel Linear (MCSST) algorithm of McClain et al. (1985).

For night-time SST, the 4 pm algorithm is used:
SST4 = ¢l +¢c2 x T39+c3 x (T34- T40)+ c4 x (sec9- 1)

Daily products of mean SST and related Quality Level (QL) data with 4 km resolution
covering the North Sea area during the year 2004 were downloaded from the Goddard
Earth Science Distributed Active Archive Center (GES DAAC) Online FTP website
(http://disc.esfc.nasa.gov/data/datapool/). The level of processing of SST is level 3,
which refers to atmospherically corrected, re-projected and 4 km averaged data. QL data
provide an indication of the level of confidence we may give to SST product, ranging
from 0 (= good quality) to 3 (= bad quality). QL 2 refers to clouded pixels. These
products are available in HDF fonnat.

The downloaded SST and QL data were read and further processed using the ENVI
software. SST data have been filtered using QL products keeping only good quality
flagged pixels for each map. Data have then been re-projected to match the model grid
(1/12° intervals for longitude and 1/24° intervals for latitude).

2.2 Model

The Optos nos model is the operational implementation ofthe Coherens code (Luyten et
al.. 1999) on the North Sea from 4°W up to 10°E and from 48.5°N up to 57°N. The
horizontal resolution is about 5 km (1/12° in longitude, 1/24° in latitude). The vertical
component is represented by 20 sigma layers.

At the open boundaries, currents and elevation are provided by a 2D model covering the
whole continental shelf. Salinity is fixed at 35 along the western boundary and at 34.9
along the northern boundary in inflow conditions. A zero gradient is imposed for the
temperature and in outflow conditions for the salinity.

At the river boundaries, discharge based on a climatological mean is imposed. Salinity is
set to zero. For the temperature, a zero-gradient is imposed.

At the surface, the UKMO forecasts for wind, atmospheric pressure, cloud cover, rain,
humidity and air temperature at 10 m above the sea surface are used to estimate the wind
stress and the heat flux.

2.3 In situ measurements

Various sources of in situ data are available for the validation of the SST in the zone of
interest: the observations from the R.V. Belgica (available since 2004 on the web site
www.muimn.ac.be/EN/Monitoring/Belgica/campaigis.phpL the hourly SST at three
fixed stations in the Channel (see www.metoffice.com/research/ocean/goos/maws.htmlh
the SST maps from the Bundesamt fiir Seeschifffahrt und Hydrographie (Loewe, 2003)
interpolated from ship and station data, also using AVHRR satellite data (see
www.bsh.de/en/Marine data/Observations/Sea surface temperatures) and the observa-
tions from the Monitoring Network Flemish Banks (see www.vliz.be/Nl/coast/mvbh
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3. Results

Figure 1 shows, for all satellite pictures, averaged values of SST over the whole domain
derived from MODIS and computed with the Optos nos model. Figure 2 gives time
series of SST from satellite, from the model and measured in situ in the Belgian coastal
zone (Westhinder station).

On Figure 3 and Figure 4, the weekly average difference (and the standard deviation of
this difference) of SST between the model and respectively the satellite data and the
BSH maps is shown. Only grid points with at least one non zero MODIS value over the
week are taken into consideration.

i (‘: |‘1 ‘11 M
Figure 1 Mean SST (in °C) obtained by the Optos_nos model (x axis) and by Aqua and Terra (y

axis).
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Figure 2 SST (in °C) observed, computed by Optos nos and derived from Modis at the
Westhinder station (51.38°N, 2.44°E).
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4. Discussion

The spatial averaged SST (Figure 1) computed by the Optos_nos model and obtained by
Modis, shows the same trend. We have observed that the greater differences corre-
sponded to satellite pictures with less valid values (i.e. with more clouds). Globally, the
mean difference of SST is 0.55° (0.65° in absolute value).

At Westhinder station (Figure 2) and Sandettie station (not shown here), there is a good
fit between the observations, the model results and the satellite data. The Optos_nos
simulations are less good (too hot) for late summer and the end of the year. Some of the
daytime values of the satellite are clearly underestimated. All Modis SST “outlier”
values come from pixels located in the vicinity of clouds. These pixels are actually
contaminated by clouds or cloud shadow but have been missed during the quality
control.

MODIS-Optos_nos —+——

0 © z‘u w m ©
week(2004)
Figure 3 Weekly averaged difference and standard deviation of the difference of SST (°C)
between Modis and Optos_nos.

BSH-Optos_nos ——1

o © z‘u w © ]
week(2004)

Figure 4 Weekly averaged difference and standard deviation of the difference of SST (°C)

between BSH maps and Optos_nos.
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The weekly mean difference between the model and the other sources of information is
always less that 1.22 °C. We notice that the standard variation is higher in the summer
and that the model is closer to the BSH maps (maximum 3.13 °C) than to the MODIS
values (maximum 5.36 °C).

Spatial repartition of the difference of SST (not shown here) permits us to detect a
problem near to the coast for the model and near to the clouds for the satellite.

5. Conclusion

In summary, MODIS SST products (mean SST and related QL data) could help the
model to accurately forecast the SST field provided that the QL is improved over cloud
contaminated pixels. A spatial filter may also be used to roughly eliminate any abrupt
spatial variation of SST which can disturb the model. This confirms the SST validation
made by the MODIS processing team which pointed out the necessity to improve the
procedure of flagging cirrus and low level clouds or fogs (Evans, 1999).

In the next steps, the observations of the FerryBox project will be used to determine the
source of the differences of SST. The algorithm for detection of clouds will be improved.
The Optos nos model will be improved near to the coasts. Finally the impact of the use
ofthe Modis-derived SST as forcing of'the Optos nos model will be tested.
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Development and applications of wave-piercing
underwater vehicles for gathering data

Hugh W. Young* and Stephen J. Phillips
Autonomous Surface Vehicles Ltd., UK

Abstract

Autonomous wave-piercing vehicles combine many of the advantages of ASVs and
AUVs. They have the endurance, economy, speed, communications and positioning of
ASVs combined with the stability and most of the covertness of AUVs to give a new,
adaptable mobile instrumentation platform. If they are also stable at slow and zero
speeds they can deploy sensors to depth either from a winch or from a daughter ROV or
AUV.

The Survey Autonomous Semi-Submersible (SASS) is just such a vehicle. SASS
technology permits small, unmanned platforms to deploy sensors and other equipment
above or below the sea away from a ship or from the shore. It floats at operating depth,
and so remains stable at slow to zero speeds.

Keywords Data gathering, mobile buoy, ocean survey, bathymetry, marine biology,
autonomous vehicle, stable platform, EEZ Governance, remote sensing, fisheries
research, pollution monitoring, air/sea interface, personnel safety.

1. Introduction

Wave-piercing vehicles, in common with other surface vehicles, have the advantage of
communicating and sensing over long ranges with high bandwidths by radio, accurate
positioning by GPS, and reliable, well-developed and low cost propulsion systems
breathing air. Unlike other surface vehicles, however, wave-piercing vehicles have
improved stability, efficiency and reduced vessel motion due to the waves.

Fully submerged unmanned vehicles (UUVs) on the other hand have limited communi-
cation and sensor range and bandwidth, difficulty in accurate positioning and are
generally short of power. The former can be overcome to some extent by interrupting the
mission and surfacing, but the latter remains a serious disadvantage. Unmanned wave-
piercing vehicles (UWVs) bridge the gap between fully submerged UUVs and
unmanned surface vehicles (USVs). They can also be regarded as an economical
substitute for surface ships for data gathering, carrying their sensors to considerable
ranges and transmitting the data back in real time.

UWVs were developed to overcome the disadvantages of unmanned surface vehicles.
These vehicles are comparatively inexpensive, and behave adequately in calm water, but
are of limited value in a scaway due to their unstable motion at survey sensor speeds.

* Corresponding author, email: hugh@asv.org.uk
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2. Initial development of SASS

Briefly, the SASS technology involves a submerged torpedo-like body running just
below wave depth with a ballasted keel for stability, and a strong upright fared stmt or
spar, integral with the body, protruding through the water surface. The spar provides the
buoyancy to float at the correct depth with the mean water-line half way up the spar. It
allows the use of air for conventional prime movers and radio frequency coverage for
communications and GPS or DGPS positioning. It also provides a stable structural
component above water essential for launch, recovery and refuelling, see Figure 1.

As an autonomous wave-piercing vehicle a SASS vehicle has the attraction ofbeing able
to use low cost propulsion, control and positioning equipment. As a semi-submersible a
SASS vehicle floats at operating depth and does not rely on forward speed for depth
control. Thus it pennits stable hovering at slow or zero speeds, while being able to use
the power and endurance of an air-breathing engine. A diagrammatic representation is
shown in Figure 1.

After computer simulation, theoretical studies and tank testing, a demonstrator model
was built. Both calm water and rough water tests were undertaken, see Figure 2. The
demonstrator was shown to be directionally and vertically stable in slow and high speed
runs in calm water; it also performed well in rough water, particularly in head sea condi-
tions. In particular the ability of the semi submersible vehicle to perform at low speeds,
which constitutes much of the novel technology, was proven without doubt.

Engsw
above
Waterline

«iM id'hip
Sofid Fwr nof
Schnoffcei

Figure 1 Diagrammatic representation ofa SASS. Figure 2 SASS demonstrator trials.

3. Prototype SASS vehicle

To develop a marketable product required the building of a prototype vehicle, coimnand
and control system, and a launch and recovery system. A prototype vehicle, 5.5 metres in
length, lias been constructed and trialled in the Solent. The vehicle is shown in Figure 3-
Figure 5.

3.1 Vehicle characteristics

The propulsion system for this vehicle consists of a diesel engine driving the propeller
via a gearbox. For stowage the spar is capable of folding forward when recovered as
shown in Figure 4.
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Figure 3 SASS prototype ready for launch. Figure 4 SASS prototype stowed for transit.

Figure 5 SASS prototype under test. Figure 6 SASS prototype basin trials.

3.2 Launch and recovery

One of the main criticisms of autonomous vehicles from operators is the difficulty of
launching and recovering them. The SASS project has two approaches; avoid recovery
whenever possible by use of the “Take Station” mode, and use the stable, rigid spar,
which is an integral part of the structure and which penetrates the water surface, to ease
the recovery task when this is unavoidable.

4. Prototype trials

4.1 Basin trials
The prototype SASS vehicle was launched at the Southampton Oceanography Centre in
March 2004, and initial trials were successful.

4.2 Sea trials

Sea trials were carried out in the Solent in August 2004. Greater radio ranges and speeds
were achieved, and stability at zero and slow speeds, as well as in turns, were amply
demonstrated, as well as confidence in the vehicle’s behaviour over more extended
periods.
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4.3 Video trials

Trials to demonstrate the ability of a SASS vehicle to give detailed visual information at
a distance compared with an RIB (Rigid Inflatable Boat) were carried out in early April
2005. Figure 7 shows the vehicle at sea with the camera mounted on the engine cowling.
This type of information could be useful in identifying suspect contacts at a distance for
EEZ control or for wave observations.

4.4 Acoustic trials

Further trials were carried out in April 2005 with a synthetic aperture sonar. The sonar
was mounted in a specially designed substitute keel which replaced the nonnal keel.
High resolution demonstration surveys were carried out in Weymouth Bay. The nonnal
keel was then replaced and trials are well advanced to install a swath bathymetry sonar in
the nosecone to be carried out at Southampton Water in September 2005, and later in
Weymouth Bay.

HPT

ES5
Figure 7 SASS prototype with camera as sea. Figure 8 Drawing of SASS + ROV.

5. Daughter vehicle programme

Because SASS vehicles can remain stable while stationary—they can deploy small
imaging ROVs and relay the images via the umbilical by telemetry to shore or a mother
ship. A schematic drawing ofthe anangement is shown in Figure 8.

Extending the idea of SASS vehicles as mother ship substitutes leads to the concept of a
daughter AUV. The SASS prototype vehicle is not itself capable of carrying AUVs, but
the basic SASS technology is flexible and concept studies are planned to develop
suitable vehicles for deploying Remus and Gavia sized AUVs, possibly in pairs so that
one can be on station while the other is recharged.

However the SASS vehicle need not carry the AUV. It can carry out another function of
a mother ship by escorting the AUV, updating its inertial navigation system (INS) and
checking that the sensor instrumentation is working without requiring it to interrupt its
task and come to the surface. This combination can provide subsea data profiles of all
types at long radio ranges.
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6. Mobile buoy concept

The UWYV technology permits a vehicle to remain stable while remaining in one position
determined by GPS. It can therefore act a mobile buoy, able to take or change station on
command and without ground tackle. This permits positioning in deep water where
ground tackle would be impossible, and for long missions. The vehicle can also be used
as a drifting buoy, reporting its position by GPS. In this mode it can deploy a thermistor
chain or other instrumentation to gather data or samples from depth.

7. Applications

The SASS technology is capable of a wide range of data-gathering applications, many of
which are particularly relevant to EuroGOOS.

Swath bathymetry can be combined with above-water video surveillance. This applies to
EEZ survey and control. Bathymetry is also useful for studying the seabed topology in
areas of interest for tidal studies or where the sea bed is rapidly changing.

The ability of the SASS type of vehicle to hover and act as a mobile buoy has many
applications, for example fish and oceanographic studies. Pollution can be monitored
using similar techniques.

Data for air/sea interface studies can also be acquired including the study of waves.
Above-water or underwater information from coastal areas, particularly those which are
dangerous or difficult to access, can be obtained for ecological, tidal, bathymetric or
pollution studies. Surveying archipelagos can be difficult and dangerous, and the
problem can be eased by UW Vs,

8. Conclusions and acknowledgements

The SASS wave-piercing vehicle has been developed to satisfy these requirements.
Furthermore the early computer simulations of the SASS vehicles showed that the design
could be varied in length and hull diameter without detriment to performance and thus
specialised vehicles can be designed for particular purposes.

A 5.5 metre prototype SASS vehicle has been built and has undergone successful trials.
The development of the SASS prototype has put in place a key link for the evolution of
systems capable of delivering high-resolution sub-sea data at considerable range.

The authors gratefully acknowledge the support of a grant from the UK NERC/DTI
“SeaSense” programme and from the DTI for the grant of a SMART award.
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Abstract

The Solent Southampton Water system is a temperate latitude estuary with high nutrient
loadings. A FerryBox system has been operated there since 1999. The suite of sensors
measure temperature, salinity, fluorescence, turbidity and position. In 2004 the FerryBox
methods were improved to reduce the effects of bio-fouling on the sensors. The sensors
were systematically cleaned and calibrated during weekly ferry crossings. Possible shifts
in calibration of the fluorescence sensor were monitored using solid fluorescent Perspex
blocks. The sensor was found to be stable and this systematic approach quantifies the
degree of fouling that can occur in a productive estuary. Continuous monitoring allows
us to pinpoint the timings of phytoplankton bloom initiation and duration. Comparison of
the fluorescence and data for measurements of in situ chlorophyll demonstrate the large
(5 fold) variability in the ratio of fluorescence to chlorophyll throughout the estuary with
the time of year.

Keywords: FerryBox, Southampton Water, phytoplankton, bio-fouling, fluorescence

1. Introduction

Southampton Water and the Solent are a relatively well-studied estuarine system (e.g.
Iriarte and Purdie, 2004). The extra value of continuous monitoring using FerryBox
systems has been demonstrated in recent years (Holley and Hydes, 2002). FerryBox
work in Southampton Water contributes to the activities of the EU-FP6 Environment
FerryBox project and is a test area for the development of a marine information system
in EU IST project iMARQ IST-2001-34039 (Information System for Marine Aquatic
Resource Quality). The core FerryBox suite of sensors operated on all the routes of the
project measures salinity, temperature, fluorescence and turbidity. A key activity of the
project (Petersen et al., 2005) is the determination of best practice for operation of such
systems. The iMARQ project also required not only data for validation of its models but
like “FerryBox” needed data of known accuracy. A major problem with autonomous
systems is fouling of the sensor heads, especially for optical sensors such as fluorimeters.
In 2004, to improve our knowledge of sensor performance, a regular programme of
maintenance and calibration was carried out on a weekly basis. This included first tests
of new solid state calibration reference materials for the fluorimeter and turbidity sensors
which were provided by the manufacturer Chelsea Technology Group (CTG). Fluores-
cence measurements are used to estimate in situ concentrations of chlorophyll ¢ and
hence of total phytoplankton biomass. To do this a link must be established between in
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situ fluorescence and water sample chlorophyll concentrations. This paper will concen-
trate on our work on the stability of fluorescence measurements.

2. Method

In 2004 the FerryBox system on the “Red Falcon” ferry (Holley and Hydes, 2002) was
replaced by a new system similar to that described in Hydes ef al. (2003). This uses a
CTG MiniPack CTD-F (conductivity, temperature, pressure and chlorophyll ¢ fluores-
cence) in line with a CTG MiniTracka Turbidity sensor. These are in circuit parallel to
the ferry’s cooling water supply. The data collected in the engine room are merged with
data from a GPS system mounted on the bridge. The ferry travels the length of the
estuary up to 16 times a day and data are recorded at 1 Hz frequency. Subsequent
processing was done with data binned into one minute intervals.

At approximately weekly intervals over the period of operation of the system in 2004,
between May and October, two people worked on the ferry during 17 of the 3 hour round
trips. Firstly the sensors were removed from their housings. The reading from the “dirty”
fluorimeter was recorded in air in the dark and then in the dark with the solid state
reference block placed in the light path. The sensor heads were then cleaned using tap
water and Decon 90 solution. The readings from the fluorimeter were then again
recorded in air in the dark with and without the reference block in place. Use of the
calibration blocked was introduced from crossing 7 onwards.

Water samples were then collected at about 10 minute intervals while the ferry was
underway for calibration of the conductivity, fluorescence (filtered immediately)
turbidity sensor (filtered and weighed on shore). The loaded chlorophyll filters were
placed immediately into test tubes containing 90% acetone and analysed on return to the
laboratory using the method of Welschmeyer (1994). Qurban er al. (2004) provides
evidence for the need for rapid processing of extracted chlorophyll a samples.

3. Results

3.1 Fluorimeter stability

The results obtained from the fluorimeter readings when it was removed from the flow
housing before and after cleaning are shown in Table 1. Columns 2 and 3 shows compar-
isons between the dirty and clean readings obtained when it was in the dark with no
reference block in place. They show that the dirty windows of the fluorimeter carry a
variable degree of fluorescent fouling which is removed by cleaning. When the reference
block is in place the readings from the dirty fluorimeter would be expected to be lower
than with clean windows because of obscuration of the lens which is the case. However
the output is also lower than the readings from the dirty window in air because light is
probably collimated by the block sufficiently to reduce the amount of light striking and
exciting the fluorescent material attached to the dirty detector window. The clean results
(column 5) with the reference block in place indicate sensitivity of the fluorimeter is
stable over the 10 week period of these tests.
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Table 1 Results from use of fluorimeter reference blocks (units are apparent g1™* chlorophyll based
on a calibration of the instrument with a standard solution of chlorophyll a in acetone).

No block Block in place
Crossing dirty clean dirty clean

7 85 2 23 47
8 139 2 25 47
9 157 1 20 47
10 91 2 17 46
11 33 28 45
12 158 3 24 48
13 128 1 20 45
14 31 45
15 41 2 23 44
17 125 5 36 45

3.2 Change in chlorophyll/fluorescence ratio

It is known that the fluorescence to chlorophyll ratio is variable due to changes in the
both the dominant planktonic organisms and their photo-physiological state (Falkowski
and Raven, 1997). However the degree of change in a system like Southampton Water is
poorly documented. It is important that more information is made available because of
the need to derive reliable indicators of the eutrophication status of different environ-
ments linking nutrient input to biomass production. In Figure 1 all the data from the
measurements of chlorophyll a extracted into acetone are compared with the fluorimeter
values recorded at the time of sampling. For biological sampling the regression of these
two data sets shows a relatively high R? value of 0.85. However from the ratio of
chlorophyll @ to fluorescence calculated for the individual crossings it can be seen
plotted in Figure 2 that the value of the ratio increases by a factor of about 5 over the
period of sampling,
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4. Adjusting for bio-fouling

The upper plot in Figure 3 shows all the fluorimeter data recorded over a typical week
during 2004. On day 243 a cleaning and calibration crossing was done. The effect of this
can be seen in the data as a sudden decrease in the fluorimeter signal. The variability in
the degree and rate of bio-fouling during the year can be judged from the rate of change
in the base line. This is based on the experience that the blooms are localised in the
estuary (Iriate and Purdie, 2004) and areas of minimum fluorescence with little plankton
activity should be identifiable on each individual ferry crossing and the minimum value
should change very little. After the cleaning event on day 243, although the amount of
fluorescent material was relatively low compared to earlier in the week the onset of bio-
fouling starts within 3 days of the cleaning event, whereas after the preceding cleaning
event fouling had occurred less quickly.
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Figure 3 Fluorescence data before and after baseline correction

To reduce the effect of bio-fouling on our ability to detect true plankton bloom events,
changes in the baseline measurement due to sensor bio-fouling can be removed at the
data processing stage. The procedure was to identify the minimum value for each
crossing and subtract that value from all the values measured during that particular
crossing. The resulting fluorescence reading after this correction was renamed the
fluorescence residual. The corrected data for the week are shown in the lower part of
Figure 3. In this plot it is easier to recognise the diurnal variation in bloom intensity and
the progressive waning of the bloom as conditions in the estuary become more turbulent
with transition from neap to spring tide conditions.

5. Conclusions

The measurements from the use of the fluorescence reference block showed the sensor
output to be stable when clean (Table 1). They also indicate that bio-fouling results in
both the attachment of fluorescent material to the lens and as would be expected
obscuration of the lenses.
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The variation in the observed ratio of chlorophyll to fluorescence is large and suggests
that any monitoring system based on fluorescence measurements must be used in
conjunction with in situ measurements of chlorophyll a, if it is being used in a regulatory
framework which uses a concentration of chlorophyll @ to define a water quality
standard.

A simple procedure of adjusting the data on the basis of the minimum value observed
during a crossing improves the presentation of the data for assessing the timing of bloom
occurrence.
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Abstract

Within the framework of the EU-supported FerryBox project a measuring system
(FerryBox) is operated onboard a ship of opportunity on the route from Cuxhaven
(Germany) to Harwich (United Kingdom). While running more or less the same track
each transect the spatial and temporal resolution of observations is very high along the
route. However, the temporal and spatial information beside the ferry route is only
limited. To improve the significance of the FerryBox data for the southern North Sea,
numerical models were applied to get deeper insight into the fate of water parcels
measured by the FerryBox system. Consideration of tracer advection as well as primary
production served as the explanation for deviations between buoy data and FerryBox
observations.

Keywords: FerryBox, in situ measurements, numerical modelling

1. Introduction

Within the framework of the EU supported FerryBox project several ferries operating in
different European waters were equipped with automatic measuring systems, so called
FerryBoxes (Petersen et al., this volume). A key question addressed within the project is
the investigation of the potential of FerryBox data to precisely determine the connection
between environmental significant processes and their physical and biogeochemical
driving processes. Using calculated indices like the spring bloom intensity index,
different regional regimes were successfully characterised based on the FerryBox data
(Hydes ef al., this volume). Since FerryBox data sets are limited to the specific tracks of
the ferries, additional information beside the routes from for example fixed monitoring
stations are needed to resolve environmental characteristics with a broader spatial
extension. However, the simple comparison between the FerryBox data and those from
fixed stations by using the nearest geographical data points often fails, because of the
predominant circulation pattern of the surrounding water masses.

The present study therefore focuses on methodical aspects to resolve and display the fate
of water measured with a FerryBox. To derive more realistic comparisons between data
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from FerryBoxes and those from fixed monitoring stations, numerical models and
Langrangian tracer methods were employed as examples for the Southern North Sea.

2. Materials and methods

2.1 Observations

Two different observational data sets were used within this study, measurements from
the German FerryBox system installed on the Cuxhaven—Harwich ship of opportunity
(Petersen et al., 2003; Wehde et al., 2003) and a spatially fixed buoy data set from the
CEFAS Gabbard Buoy (Mills ef al., 2003). The latter forms part of the National Marine
Monitoring Programme (NMMP) of the UK. The measured parameters available from
the FerryBox are temperature, salinity, pH, oxygen, turbidity, fluorescence, ammonium,
nitrate, o-phosphate and silicate, whereas the buoy data comprises phytoplankton
concentration, conductivity, temperature, suspended sediment concentration, light
penetration and nutrients. The position of the Gabbard Buoy as well as the track of the
FerryBox route is displayed in Figure 1. For the present study the time window of spring/
summer in 2002 is used as an example and salinity as well as chlorophyll fluorescence
are compared to buoy data.

2.2 The numerical model

The models applied for the present study consists of a general circulation model (GCM),
a Lagrangian Tracer model and a primary production module. The two-dimensional
GCM uses an unstructured triangular grid and is forced with variable wind, tides and
Coriolis force. A coupled nesting is applied for the estuary regions with highest
resolution of the model in the southern German Bight (80 m) and lowest resolution of the
model in the northern North Sea (3 km) (PLih, 1999). Water parcels measured with the
German FerryBox were introduced as Lagrangian Tracers into the GCM in order to
simulate the geographical displacement. To simulate the temporal development of non-
conservative tracers like chlorophyll a primary production module (Wehde ef a/., 2001)
is implemented for each of the tracers.

3. Results and discussion

A direct comparison between FerryBox and Gabbard Buoy data illustrates well the
spatial heterogeneity in the Southern Bight, and provides the motivation for more
detailed numerical investigations (Figure 2). Inclusion of the drift signal by implemen-
tation of Lagrangian tracers significantly improved the overlap between buoy data and
drifted FerryBox data (Figure 3). The main characteristics of the different datasets are
now in good agreement. The softened salinity anomaly observed in the FerryBox data set
can be explained by entrainment of surrounding water masses on the way from the
Gabbard buoy up to the FerryBox line. The travel time the water parcels need coming
from the Gabbard buoy to the ferry line is displayed in Figure 4. It is obvious that
beginning with relatively long travel times during the carly spring the travel times
decrease until the second half of May (~ day 140). With the start of the building of a
seasonal thermocline the transport velocity decreases again and the water needs more
time to be transported from the Gabbard buoy up to the ferry line for the rest of the
period.



Henning Wehde*, Friedhelm Schroeder, Franciscus Colijn, Ulrich Callies, Susanne Reinke, 171
Wilhelm Petersen, Corinna Schrum, Andreas PIiR and David Mills

3ft?
14
m
Mz
s to 0 17
: Xi
1F
i*'

%

I I * * ¢t b > HI to MO W om osa wom
u lip*
Figure 1 FerryBox route from Cuxhaven to Figure 2 Comparison between salinity data
Harwich and location of Cefas’ Gabbard Buoy. from Cefas’ Gabbard Buoy (upper panel) and
FerryBox (lower panel) using data from the
nearest geographical point of the route to
Gabbard station.

ila

fo no re i» *jio 1K | 'W 17a

*j .
i%0 ITC
DI»l clin TOI?

Figure 3 Comparison of salinity data Figure 4 Travel times the water parcels need
measured at Cefas Gabbard buoy (upper panel) for the distance FerryLine—Gabbard station.
with salinity data from passive tracers,

observed with the FerryBox and transported

within tile GCM (lower panel).

While the results for salinity are strongly improved with the help of the implemented
Lagrangian tracers, the comparisons for non-conservative parameters like chlorophyll
fluorescence remain unsatisfactory (Figure 5). Although the data displayed are thought
to be the same water mass, as concluded from salinity comparison, the results with
respect to its chlorophyll content are very different. None of the characteristics of the
Gabbard buoy data set are described within the simulated FerryBox data set.

By applying the chlorophyll module for the Lagrangian tracers, taking the measurements
from the Gabbard buoy as initial values and forcing the simulations by realistic light
conditions and measured nutrient distribution at the Gabbard buoy, the results for the
non-conservative parameter chlorophyll fluorescence are strongly improved (Figure 6).
All the characteristics of the different data sets are now estimated to be in good



172 FerryBox observations in the Southern North Sea — application of numerical models for
improving the significance of the FerryBox data

agreement. The bloom feature observed at the Gabbard buoy in May (~ day 150)
decreases on the way up to the ferry line, due to the lack of sufficient nutrient concentra-
tions as indicated by the nutrient data of the Gabbard buoy. Applying the coupled
Lagrangian-plankton module the bloom observed by the FerryBox could be developed
from the initially low chlorophyll values observed at the monitoring station.
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Figure 5 Chlorophyll fluorescence observed Figure 6  Comparison between observed
at Cefas’ Gabbard buoy (upper panel) and FerryBox CU Fluorescence (lower panel) and
chlorophyll fluorescence of water passively estimated chlorophyll for tracers starting from
transported within the GCM (lower panel). Gabbard and drifting to the FerryBox route

(upper panel).

4. Conclusion

In our study, we have presented an example of an application of the use of numerical
models to explain deviations in different observational data sets and it was shown that
models are a valuable instrument to improve the significance of observational data that is
obtained from FerryBoxes. In future, these tools will be applied to provide estimations of
the variability of conservative and non-conservative parameters in the southern North
Sea.
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Abstract

The Helgoland Roads time-series is a unique long-term data set, sampled five times a
week, since 1962. This data set is of great importance for the investigation of long-term
changes in the German Bight and the North Sea. To support this time-series an
automated, autonomous measuring station with FerryBox technology was established on
the island of Helgoland. This increases the parameters measured and facilitates high
resolution observations of rapid environmental changes. We demonstrate the good
agreement of physical data (temperature, salinity) between the Helgoland Roads time-
series and the automated measuring station, supporting the basic assumption that the
same body of water is sampled and hence fulfilling a basic requirement for mutual
support and continuity.

Keywords: phytoplankton, nutrients, temporal high resolution, automated measure-
ments, North Sea

1. Introduction

There is a growing requirement for long-term high-resolution data of physical, chemical
and biological parameters to cvaluate the effects of global change on the marine
environment. These are needed for the interdisciplinary description of processes and
events, and to create an understanding of the interactions in European coastal systems.
Furthermore, long-term time-series of nutrient and algal dynamics will play a major role
in supporting the European Directives, such as the Nitrate Directive, the Urban Waste-
water Treatment Directive and the Water Framework Directive, and for Integrated
Coastal Zone Management. Despite their great importance for the monitoring of long-
term effects of climatic, oceanographic and direct human changes in coastal waters,
oceanographic time-series in Europe are rare. Most time-series are limited in duration
and temporal resolution.

The longest continuous time-series covering oceanographic, chemical and biological
parameters in the North Sea is the Helgoland Roads time-series (Wiltshire 2004). Since
1962, samples have been taken daily at 54°11.3'N, 07°54.0'E (Figure 1). Parameters
determined include Secci depth, sea surface temperature and salinity, inorganic nutrient
concentrations (phosphate, silicate, ammonia, nitrate, nitrite), and microscopic phyto-
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plankton composition and biomass (Hickel e al., 1993; Wiltshire and Diirselen, 2004).
The use of this unique data set has been recently summarised (Franke et al., 2004).

Work load generally restricts time-series duration and its temporal resolution, as well as
data analysis, quality control and data dissemination. The idea of using ships-of-oppor-
tunity and ferries as carriers of scientific payloads has led to the development of an
automated, autonomous measuring system, the FerryBox, which can sample at high
frequencies and operates unattended for weeks (Hydes et al, 2002). Under the Sth
Framework Programme the European FerryBox Project was established and FerryBoxes
were operated on nine ferry lines in the Baltic, North and Mediterranean Sea (European
FerryBox Project, www.ferrvbox.orgt. A stationary automated measuring system based
on FerryBox technology was installed on Helgoland to augment the long-term time-
series. It measures temperature, conductivity, pH, dissolved oxygen, turbidity and
fluorescence several times per minute, algal spectral classes every three minutes and
inorganic nutrients — silicate, phosphate, ammonium, nitrite and nitrate — every two
hours. The increased sampling frequency allows for better observation of the results of
highly dynamic processes, e.g. storm events, daily algal oxygen production and fresh-
water effects at Helgoland.

Two positions on Helgoland have been used for the stationary FerryBox system. The
initial placing of the FerryBox in the basement of the Helgoland Aquarium was influ-
enced by long piping and air bubbles. Therefore the system was moved in May 2004 to a
pmnping station directly in the breakwater wall in the north-east quay. Both positions are
just a few hundred metres from the station ofthe Helgoland Roads time-series (Figure 1).

Hslgolind Roads

Ferrea-
(njTertl

Helgoland
Dune

Figure 1 Sampling station for tile Helgoland Roads time-series (54°11.3' N, 07°54.0' E), and
initial and current position of tile stationary, automated FerryBox measuring station. (Map:
Gemian Federal Maritime and Hydrographic Agency (BSH), modified).

2. Comparability of Helgoland Roads and FerryBox

In order to use the automated measuring station to support the Helgoland Roads time-
series it was necessary to show that both measuring series sample the same body of
water. It is generally assumed that tidal currents mix the water in the shallow (5-8 m)
passage between Helgoland and Diine (Greve et al., 1996).
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Temperature and salinity data from the Helgoland Roads time-series are presented from
January 2003 to April 2005, and are complemented by data from the stationary FerryBox
starting in July 2003 (Figure 2). Correlation analysis was performed on Helgoland Roads
temperature and salinity data and the corresponding FerryBox measurement from the
same times (+ 25 minutes). The correlation of temperature measured at Helgoland Roads
and by the FerryBox for the whole time period supplies an excellent R2-value of 0.9448
(Figure 3a). Only a small improvement of the correlation can be observed when data
from the new breakwater wall position was considered exclusively (R2= 0.9639). There
is a larger effect of the new FerryBox position with respect to the correlation of the
salinity data. While the R2-value is only 0.632 for data from the initial position (Figure
3b), the correlation improves much at the breakwater wall (R2= 0.7816) (Figure 3c).

[i;'l*()i rotj; wan Jini- pum m<d* m ’ imzw  um
Figure 2 Data from the Helgoland Roads time-series (grey with circles) from January 2003 to
March 2005, and from the stationary FerryBox system Helgoland (black) from July 2003 to March
2005 for (a) temperature and (b) salinity.

3. Conclusions

From the good agreement of the two data sets we conclude, that the same body of water
is sampled by the Helgoland Roads time-series and the stationary FerryBox, and
therefore one main prerequisite for the support of the time-series is fulfilled. The
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FerryBox also demonstrated its ability to measure additional parameters (dissolved
oxygen, pH), and the increased measurement frequency allows the observation of rapid,
so far under-represented changes in the aquatic enviromnent around the island of
Helgoland. The results from the FerryBox will also facilitate new interpretations of the
long-tenn data set ofthe Helgoland Roads time series.
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Figure 3 Correlation analysis of Helgoland Roads and FerryBox system data for (a) temperature
July 2003 to April 2005, and salinity (b) at the initial site and (c) at the new position.
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Abstract

It is necessary for well-established and organised services to operate sustained and up-to-
date observational networks. In Poland, the whole marine operational activity at the
Institute of Meteorology and Water Management is based on the network of permanent
coastal (both onshore and offshore) and open sea stations.

Significant technological improvement of that network was achieved thanks to financial
support from different national and international projects during the last few years. As a
result, the Hydrological and Meteorological Monitoring, Forecasting and Protection
System was built. It consists of the following measuring and observational parts: meteor-
ological and hydrological network, weather radar system and lightning monitoring
system. All modules have been connected with central and regional databases as well as
different forecasting models by means of modern structured telecommunication network.

Modern autonomous meteorological measuring stations were installed along the Polish
coastline in the framework of the World Bank, among others. Besides that, the four
modern transmission systems for sea level measurements were installed in as part of the
5th Framework Programme activity. Two new water level stations were upgraded in the
EC funded ESEAS-RI project, while the two others were upgraded in the EC funded
PAPA project. In both cases the almost real time data are presented for the end users, and
enable registered users to download the data directly from the data server. It is planned to
use these stations as the part of the Baltic Sea level stations network for data assimilation
in hydrodynamical models as part of the BOOS collaboration.

In combination with sea level measurements, the system for oceanographic data trans-
mission from the research vessel “Baltica” is also under development.

Keywords: Baltic Sea, coastal hydrology, marine services, measuring systems

1. Introduction

The Polish marine observational and measuring network was originally established
along the Polish coast line of the Baltic Sea in the 1950s. Since the 60s, measurements at
coastal stations have been followed by intensive measurements during research cruises
(Dziadziuszko, 1996; Krzyminski and Dziadziuszko, 1997).

For the whole time the network itself and the measurements maintained good agreement
with international standards as well as data quality control in general. However, the

* Corresponding author, email: Wlodzimierz Krzyminski@imgw.pl
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occurrence of a 1000 year flood in 1997 caused a sudden increase of awareness among
politicians of the need of significant technological improvement of the anti-flood
protection system and a hydro-meteorological network to better protect citizens against
natural hazards. As a result, measures to upgrade the system were undertaken in the
national project SMOK which was supported by the World Bank and guaranteed by the
Polish Government. This enterprise was financed within the B2 component. Moreover, it
was decided to upgrade the coastal water level stations and also to improve the
protection system against stonn surges occurring along Polish coast. Additionally, the
research projects ESEAS and PAPA in the 5th Framework Programme gave added value
to the existing infrastructure, in particular in the fonn of an upgrade of communication
means for better data exchange and use.

Figure 1 Polish meteorological radars’ composite image. The light grey area indicates Baltic Sea
coverage by the radars.

JHV

Figure 2 Location ofregular and automatic sea level gauges along the Polish coast of'the Baltic.

In the first stage of the SMOK project, the meteorological radar network was improved
leading to the coverage of the whole of Poland and the Polish Exclusive Economical
Zone of The Baltic Sea (Figure 1). Three of the existing radars were upgraded and five
new ones were built in 2002-2004. The final one started operating in December 2004.
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In parallel, four autonomous sea level gauges with automatic data transmission were
installed along the Polish coast: in Darlowo, Ustka, Wladyslawowo and the Gdansk
harbour (Figure 2) in 2004. The station in Wladyslawowo was selected to be a st class
ESEAS sea level station. It is equipped with a sea level sensor, SST, CGPS and gravity
sensor. Some other stations were supplied with new pressure and water temperature
sensors and GPRS modems.

Also, a marine data transmission system was installed on board the r/v Baltica in 2004.
At the beginning of 2005, the system was successfully used for temperature and salinity
raw data transfer to the operational database of the Department of Oceanography and
Baltic Monitoring in Gdynia.

2. Technical description

Data from eight meteorological radars are collected in operational mode, combined
together and presented in graphical fonn. Weather forecast offices use maps of precipi-
tation (including intensity and cloudiness) refreshed every 5 minutes, while for public
presentations on internet (via a web page through IMWM’s SOK— Client Oriented
Service) maps are refreshed only every hour.

Sea level stations are equipped with pressure and water temperature sensors OTT PS 1
located in existing pipes of mechanical gauges. Data are registered in a Logosens2® data
logger with sufficient memory capacity for the data collected during 2 years. Data stored
in the data logger can be read directly by the operator as many times as is necessary. In
the case of a power cut the data can be stored in the data logger for up to 5 years.

These stations use two different communication modules, either GSM or GPRS. In the
case of stations in Wladyslawowo and Darlowo, data are recorded every 10 minutes and
once an hour the set of the data is sent to the server in Gdynia. The system generates
SMS messages which are sent automatically by Wavecom GPRS (General Packet Radio
Service) Fasttrack modem as an e-mail. Furthermore data messages are forwarded to the
ESEAS server and are available through www.eseas.org (Sztobryn et al., 2005).

In the case of the Ustka and Gdansk stations, data transmission is performed automati-
cally every hour via the GPRS packet data transmission system using the Wavecom
GPRS Fasttrack module. A spare transmission system using GSM modem MC35
operates for servicing. It canbe used for transmission of'the different data types as voice,
fax, numerical data and SMS. Communication with the GSM modem tenninal is
provided using standard AT coimnands from a remote operator.

The systems described above differ from each other regarding sea level data presen-
tation. This can be static or dynamic. As soon as an SMS message is received by the
server from Wladyslawowo or Darlowo the static graphs of sea level and water temper-
ature are created and presented on IMWM’s web page www.imgw.pFwl/intemet/zz/
baltvk/wladvslawowo.html (Sztobryn et al., 2005). In contrast to this solution data from
Ustka and Gdansk are read by an external service provider and then forwarded to
IMWM’s operational database (Krzymifiski, and Kaminska, 2004). To reduce costs of
connection, energy consumption and to ensure stability of connection during data trans-
mission, two GPRS channels are used. The installed software switches automatically
between channels during the data transmission process. Stored data are managed by
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Hydras3® software. It makes automation of certain tasks possible: reading data from the
measuring devices, receiving alanns from stations, exporting data from the HYDRAS3
database and others (Wilczewski and Penar, 2004). Data stored in the local operational
database every hour are presented on an interactive web page pomiarv.imgw.gdvnia.pl.
It allows for the selection of different locations, time periods of the presentation and also
downloading data in tabular fonn to the registered client computers (Figure 3).

Figure 3 Graphical presentations of sea level data from coastal stations (left panel) and tabular
presentations (right panel) on the interactive web site.

Meteorological and sea level real-time and near-real time data are very important in daily
routine operational work of meteorological and hydrological forecast offices. Real-time
validation of sea level forecasts as well as hydrological and hydrodynamical models
could be perfonned thanks to incorporation of real-time data into validation procedures.
The frequency of sea level forecasts obtained from models is lower than operational
data— they are received every horn. Some meteorological data are received every hour
and some every 3 hours. Sea level data, as mentioned above, are stored with a time step
of 10 minutes. These data can be retrieved directly from the station by the operator when
a hydrological situation is dangerous, for example during a stonn surge. Thanks to the
described technical development, operational services at IMWM have modem tools for
their activities.

Technical development has also covered raw data transfer in near-real time from
research vessels (SOOP) operating within the Polish zone ofthe Baltic Sea. In parallel to
the improvement of the sea level measurements transmission, the system for oceano-
graphic data transmission from the research vessel lias been developed. Installation of a
new satellite communication system Imnarsat MiniM on board the r/v Baltica made it
possible to transmit vertical temperature and salinity measurements collected during
research omises. Despite some weaknesses of Imnarsat MiniM (it is not a very fast
device), it is sufficient for transmission of small data sets such as vertical TS profiles. A
satellite tenninal was installed on board r/v Baltica at the end of 2004 and was success-
fully used during the first oceanographic omises of 2005 for transmission of some
oceanographic data (salinity and temperature) from the sea directly to the onshore server.
As soon as data sets are received they are available on the Internet Monitoring Service
web page baltvk.imgw. gdvnia.pl/oroma. The tabular data sets are available for registered
users as well (Figure 4) (Krzymifiski and Piliczewski, 2005). After a cmise, chemical



Wlodzimierz Krzymifiski*, Marzenna Sztobryn, Magdalena Kaminska, Waldemar Stepko, 183
Roman Skapski and Bogusz Piliczewski

(nutrients) and biological (chlorophyll @) data are entered into an operational database,
and are available through the web page.

The Internet Monitoring Service was financed with funds of two EU 5th Framework
Programme activities: the OROMA and SEA-SEARCH projects with financial support
from the Polish ChiefInspectorate for Enviromnental Protection.

Figure 4 An example of IMWM’s Internet Monitoring Service page presenting data in tabular and
graphical forms.
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Abstract

Physical and biological processes of the marine ecosystem have a high spatial and
temporal variability, whose study is possible only through high resolution and synoptic
observations. For this reason a new sliding vehicle (SAVE) was designed, in order to
collect physical and optical profiles in the upper 200 m of the water column. SAVE
slides along a cable between the surface and a depressor, that is towed at a fixed depth,
and is composed of an underwater unit, an on board unit and a data transmission system.
A prototype was realised in the framework of the EC funded project MFSTEP. Many
tests have been performed by using the R/V ‘Luigi Sanzo’ of the CNR IAMC — Section
of Messina:

» SAVE depressor navigational behaviour
+ Pitch, roll and depth stability
+ Data acquisition from trim control.

The depressor was manufactured from PVC and was deployed at different depths to test
the behaviour in the water. A cylinder pressure vessel was installed on the SAVE
depressor containing a miniature pressure transducer and a biaxial inclinometer sensor.

A test version of the sliding vehicle was made in PVC, containing a CTD probe, fluor-
imeter and PAR sensors. SAVE was connected to the depressor cable through a sliding
system of teflon, and acquired physical-chemical and biological parameters in the water
from surface to the depressor depth.

Keywords: SAVE, towed vehicle, MFSTEP, USV, depressor

1. Introduction

The main problem faced by experimental oceanographers is the development of technol-
ogies that can resolve the spatial and temporal scales of the physical, chemical and
biological phenomena at sea. In operational oceanography, this problem is even more
demanding, since the observations must often be gathered from for example ships of
opportunity or other platforms where any kind of technical maintenance is impossible.
Furthermore systems need to be simple and cheap, in order to allow easy operational use.

* Corresponding author, email: marcomarcell@tin. it
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Ships of opportunity have traditionally provided cost-effective measurements of the
upper thennocline temperature. Many technologies have been developed during the last
decades, for a more effective observation of the marine enviromnent. The ARGO
programme is now providing a fruitful combination of observations over the world ocean
and the Mediterranean. Other new technologies, such as gliders, have demonstrated their
valuable contribution to operational oceanography.

The marine monitoring systems are making more and more use of autonomous vehicles,
capable of acquiring and transmitting data without human intervention. The monitoring
programme based on ships of opportunities needs to be strongly revised. There are some
clear advantages in the use of coimnercial ships (e.g. repetitive tracks, high return of
data), however the number of parameters collected operationally by the majority of the
ships is very limited (nonnally temperature profiles). Some important technological
developments and new sampling strategies can enhance the contribution of coimnercial
ships to important prograimnes aiming to acquire long-term information on the marine
ecosystem variability and changes (e.g. Agenda 21).

2. The SAVE project

In order to have a more effective and multidisciplinary data collection system from ships
of opportunities, and avoid the use of expendable probes, as much as possible, a new
towed sliding vehicle was designed called SAVE (Sliding Advanced VEhicle), able to
provide quasi-synoptic measurements in deep sea as well as in shallow waters.

Figure 1 The different approaches (from Nomoto et al. ).

Two approaches can be selected for the collection of profiles from a ship (see Figure 1):

* Towed undulating system, where the vehicle slides along a cable stretched by a
depressor (USV = Undulating Sliding Vehicle)

*  “yo-yo” approach where the cable follows the vehicle.

One of the main problems in designing a profiling system is the need to reduce the
hydrodynamic forces which are accompanied by the changes of the tow cable position.
This problem can be resolved by adopting a USV system, composed of two elements:

* adepressor, towed at fixed depth
* ameasuring vehicle (the SAVE), that slides along the cable.

As the magnitude of the hydrodynamic forces necessary for undulation increases with
undulation amplitude, large wings are needed for a large undulation amplitude. In the
towed vehicles the hydrodynamic drag of the tow cable also resists the fast undulating
motion through the sea water.
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The USV configuration is favourable because it doesn’t need to change the position of
the cable during the undulating motion.

In synthesis SAVE has a reduced drag ofthe cable allowing:
+ afast undulating motion through the water column

» large undulating amplitude through the water column

* no fairings (important for using ships of opportunity).
The SAVE general architecture is shown in Figure 2. An on-board unit consists of:
* Power system

* Data reception system

* Software

« GPS

*  Winch

A underwater units consists of:

» adepressor and the SAVE vehicle

* an electronic module to manage the system (installed either on depressors or on the
fish)

* awings’ control system — data transmission system

» firmware for data and probes management. The instrumental payload is the control
probes (pitch, roll, stability, deep) (installed either on depressors or on the fish)

» measurement probes (CTD, PAR, Fluorimeter) installed on the SAVE vehicle.

r
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Figure 2 SAVE general architecture

The first tests were carried out during two different cruises, on 26 and 28 May 2004, on
board the ‘Luigi Sanzo’ ofthe CNR IAMC, section of Messina.

The design of the depressor has to consider the strain on the cable with a speed varying

between 2 and 10 knots. The maximum operative depth at those speeds with a steel cable
of 6 mm is 200 m. This final wing design will be realised in plastic with internal steel
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anus. The first depressor was designed to test the behaviour in the water at different
depths; for this reason the cylinder pressure vessel was installed on the SAVE depressor
to acquire data to trim control. Figure 3 shows the stability ofroll and pitch.

Tirtw 1y

Figure 3 Stability ofroll and pitch.

wi1
K iflip*Ji *
m *
Figure 4 The field test of the depressor unit. On the wing the steel cylinder with the Falmouth
sensors is visible (see text) and on the cable the first prototype (the white vessel) ofthe SAVE.

The conductivity and temperature sensors to be installed on the SAVE (Falmouth OEM)
and their electronic control system were assembled in a steel pressure cylinder installed
on the depressor (Figure 4). The first prototype of the vehicle comprised a simulation of
the SAVE (manufactured in white PVC) containing an Idronaut probe for CTD, fluori-
metric and PAR measurers, and was connected to the depressor cable through a sliding
system ofteflon, enabling acquisition ofthe physical-chemical and biological parameters
ofthe water, to the depressor depth (Figure 4).
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Abstract

A Voluntary Observing Ship programme has been running in the Mediterranean from
September 1999. During these years, the data collection and transmission methodology
has been improved with new technologies, aiming at the improvement of the cost effec-
tiveness of the data collection system. This paper describes an automatic multiple
launcher for expendable probes designed to be used on Voluntary Observing Ships.

Keywords: Voluntary Observing Ships, data collection, expendable probes,
automatic launcher

1. Introduction

The use of expendable probes, launched from dedicated ships as well as from
commercial vessels, is one of the most effective ways to collect profiles of parameters
characterising sea water (usually temperature, sometimes also conductivity). The
Voluntary Observing Ship (VOS) programme in the Mediterrancan uses XBTs with the
main objective of providing data for forecast models (Pinardi ef al., 2003).

The Mediterrancan VOS has been running since September 1999 and was implemented
as a component of the Mediterrancan Forecasting System (MFS), a project divided into
different phases, the first of which (pilot project) was financially supported by the EC in
the framework of the MAST programme (Fusco ef al., 2003). MFS—VOS has continued
as part of other European and Italian projects.

Data are actually acquired by means of a Sippican system, composed of a hand launcher,
MK12 or MK21 card and a computer. The launching procedures and the control of the
profiles on the computer screen require a lot of effort from the technicians engaged in
data collection. At the end of the MFS pilot project, the analysis of the VOS system
indicated a need to develop new transmission systems and more automated data acqui-
sition systems.

A multiple launcher has been developed aiming to facilitate the management of the data
collection by ship personnel and reduce the personnel costs. It was designed and built in
the framework of the EU funded research programme “Mediterrancan Forecasting
System Towards Environmental Prediction” (MFSTEP).

* Corresponding author, email: giuseppe.zappala@iame.cnr.it
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2. The mechanical hardware

The heart of the system is a launch tube, built from AISI 316 steel, in which the probe is
fitted with its envelope. An upper cap, holding the electrical connections of the probe,
closes the launch tube; opening the lower door releases the probe which falls into the
water.

Two pnemnatic cylinders control the door: a small one keeps it closed, a bigger one
moves it.
In the actual MFS-VOS design, the system assembles eight launch tubes on a frame

with their pnemnatic actuators; two watertight boxes host respectively the electro-
pneumatic valves feeding the cylinders and the computerised control system (Figure 1).

Figure 1 The multiple launcher with the electro-valves box (left) and the electronics box (right).

3. The control computer hardware and software

3.1 The electronic hardware

All operations are coordinated by an industrial grade computer, based on IEEE 696
compliant boards, interfaced with GPS, data acquisition and communication devices.
Both analogue and digital interfaces are available to collect data coming from different
devices (passive and active expendable probes, meteo sensors, etc.).

Remote communications are performed using a GPRS modem with an embedded TCP-

IP stack; a serial port is available to connect other communication devices (e.g. satellite
modems), but other communications systems could also be used (e.g. satellite phones).

A balanced source circuit (Figure 2) was designed to interface standard passive temper-
ature probes with 12 or 16 bit Analog to Digital Converters.
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Two equal currents are injected in both the wires coming from the probe and the poten-
tials V4 and Vg are measured; the circuit is closed by the sea water; the switch SW1 (a
relay contact) enables testing of the continuity of the probe circuit.

To avoid perturbation to the measurements, a multiple stage amplifier is used to adapt
the signal coming from the probe to the need of the ADC; the circuit was built using high
quality precision instrumentation amplifier ICs.

The first stage uses unity gain configuration, having high input and low output
impedance; the second stage is a differential amplifier with gain = 2; the third stage is a
low output impedance low-pass filter with gain = 1 and ft = 40 Hz. Ten times a second,
the mean of 16 (J’3—V4) measurements is calculated; the resistance of the thermistor is
obtained using Ohm’s law, and hence the measured temperature using the standard
formula.

to
ADC

Figure 2 The schematics of the probe interface board.

3.2 The software
Two software sets were developed, able to manage 96 launch events and 96 alarms:

* A local control program, written in Microsoft Compiled Basic v. 7.1 with routines in
Assembly Language, running in Datalight DOS environment

* A remote control program, written in Microsoft Visual Basic v. 6.0, running in
Windows environment.

Launch options are:
+ northern than

+ southern than

+ castern than

* western than

« far from
+ at GPS time
+ atPC time

The collected data are locally stored and can be transmitted as ¢-mails.

Data coming from the GPS are continuously compared with the programmed launch—
alarm positions.
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Every hour, a “sequence manager” starts a macro-command sequence, that can be
different for each time and is remotely reprogrammable; new releases of the software
and of the sequences are uploadable to the station without suspending normal activity.
The macro-commands enable management of the data acquisition and transmission, the
mission programming, the station hardware and the measuring instruments.
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Delayed mode quality control on Argo floats at the
Coriolis Data Centre

C. Coatanoan* and T. Loubrieu

Ifremer, IDM, France

Abstract

Recalibrations of ARGO floats cannot be casily performed. A remote calibration method
is required to correct salinity sensor drifts by using hydrographic reference databases. At
the Coriolis data centre, the Wong ef a/. method, adapted by Béhme and Send, has been
applied to the North Atlantic environment to produce the delayed mode dataset for the
Gyroscope project. Within the European project Gyroscope, each float has been scruti-
nised for the delayed mode QC following the steps defined by Argo; a large coordination
effort has taken place between the PI and the data centre to study the results of the
method.

Since this application has been carried out on some floats older than two years, it appears
that some of them show offsets or drifts, at least for the latest cycles. Most of them can
be easily corrected from the DMQC method, but from this first experience, we can
mention that when a float shows irregular behaviour, especially when a significant drift
appears, we need to apply specific procedures. To calculate these corrections, for each
float, a sliding window has been implemented to take into account neighbouring profiles.
However, when a drift or jump is observed, the float series have to be split so as not to
contaminate the stable segment. Complementary diagnostic plots have been developed at
the Coriolis Data Centre to compare DMQC results with temperature and salinity
residuals and fields of climatology.

Most of the Gyroscope floats have been processed in delayed mode. For these floats, the
delayed mode data have been integrated into the database and can be downloaded from
the Coriolis Data Centre.

To be able to properly apply the Wong—Bohme method, a relevant reference dataset is
needed, which should be supplied by the CTD carried out during the float deployment.
This may be also the base of the ARGO Regional DAC (Data Assembly Centre).

Keywords: Delayed mode, quality control, Argo, profiling float, salinity sensor

1. Introduction

Recalibration is generally not possible due to the moving nature of floats, so float
datasets are usually checked in an indirect way. A method based on mapping a set of
calibrated data by objective analysing to the float profile position has been developed.
The method applied at the Coriolis Data Centre is the method of Wong et al. (2003)
adapted to the North Atlantic environment by Béhme and Send (2005) to produce the
delayed mode data for the Gyroscope project for the first time.

* Corresponding author, email: Christine.Coatanoan@jifremer.fr
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Recalibration is set up to correct sensor drifts by using historical hydrographic data. The
objective mapping method used takes into account the high spatial and temporal variabil-
ities of the North Atlantic. Assuming that a conductivity offset changes slowly over time,
the float measurements are fitted linearly to the mapped salinities in potential conduc-
tivity space by weighted least-squares. The result is a set of calibrated salinity data with
corresponding uncertainties.

2. The delayed mode QC method

The method uses the two main state variables temperature 6 and salinity S. Mean 6-S
relationships can be used to estimate salinity from measurements of temperature and
pressure. The CTD measurements (WODO1 and others) are interpolated on 2 dbar levels
to store all information but with a reduced amount of data. To provide an acceptable
vertical coverage the deepest measurement for each station must be below 1000 m.

The horizontal data selection is based on a spatial distance D and fractional distance in
potential vorticity /. The vertical data selection selects 10 float measurements for each
profile (top and bottom measurements (525-2000 dbar), minimum and maximum of 7°
and S, two with tightest P-7 definition and two with highest P-S definition). A temporal
distance f is also taken into account.

The final objective estimate at the float profile location is the sum of two stages of
mapping: the first calculates the basin-wide mean, in the second the residuals are mapped
to the float profile location using a covariance function of the temporal and small spatial
separation. All measurements are converted to potential conductivity to eliminate differ-
ences in pressures between historical and float data. Then the potential conductivities of
the float are fitted to the mapped potential conductivities.

The delayed mode QC process relies on the available CTD reference database. If we do
not have enough reference data, the DMQC method can not work, so it is very important
to collect all the CTD data from all the oceanographic cruises. Special effort is put into
encouraging scientists to make all their hydrographic datasets more easily available.

3. Analysis of ARGO floats

3.1 Results of the DMQC method

Some diagnostic plots allow the behaviour of the float to be followed in order to under-
stand the correction computed from the DMQC method for the calibration.

Salinity anomalies on isotherms allow detection of whether a physical or technical event
is the cause of the detected drift/offset of the sensor. Figure 1 shows a drift at the end of
the float time-series, where the plot of the float location shows the used reference
dataset; the circles are the cycles of the studied float, and the diamonds are the selected
data from the reference database to run the objective mapping.

A weighted least-squares fit is made for a time-varying slope of the correction term to
smooth out outliers (Figure 2).
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Figure I Examples of diagnostic plots provided by the DMQC method. Left: salinity anomalies
and salinity on deepest isotherms versus float cycles; Right: float location and reference data.

Figure 2 Examples ofresults ofthe DMQC method. The individual corrections are represented by
tile noised curve and the smoothed corrections (with a sliding window of+6 months) are the curves
associated with the error bars corresponding to two times the standard deviation of'the fit. The box
corresponds to an accuracy of=+0.01 psu.
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When the correction and associated error bars intersect the grey box in Figure 2, the
correction is not significant. When an offset is observed, it has been shown that using the
tank error reduced this offset. A positive drift is consistent with fouling of the conduc-
tivity cell. Specific procedures have to be applied when a drift or jump is observed, and
the float series have to be split so as not to contaminate the stable segment.

A plot also shows 9-S' diagrams before and after the correction: in this case (Figure 3) the
results ofthe recalibration allow a significant correction of the observed drift.

e-s imj isonos? #- s (ran ISTTE7
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Figure 3 TS diagram plot before and after the calibration correction. The drift observed in the
deep water in the raw data has been corrected by application ofthe DMQC correction.

3.2 Complementary tools

In parallel, a data analysis system based on optimal estimation methods has been
developed and implemented at the Coriolis data centre. The method of the differences is
used to make comparisons between measurement points and objective analysis fields:
using the temporal closer objective analysis, getting grid points around the float, making
horizontal and vertical interpolations and differences with the measurement point. Plots
for some levels (Figure 4) present differences for all measurement points and means,
cycle by cycle.

The residual values allow possible drifts or offsets to be followed for some levels. The
comparison with the climatology enables determination of whether the detected drift or
offset is artificial.

Other work on pressure offset and battery voltage is also in progress to understand
whether the detected offset and drift are correlated with a technical problem.
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Figure 4 Examples showing a drift for the salinity sensor, a) Temperature residuals versus salinity
residiais at different levels range according to the cycle number of the float; b) temperature and
salinity residuals versus cycle numbers; ¢) comparison of the float salinity (or temperature) value
with the climatology computed from the objective analysis.

4. Conclusion

The analysis of the float time series has shown that the salinity measurements can drift
slowly over time. Due to the drift and offset observed on the salinity sensor, it is
necessary to recalibrate float data in delayed mode.

Offsets and drifts are detectable in the Gyroscope floats of the North Atlantic and a
corresponding correction is supplied using the objective mapping method. The result is a
set of calibrated salinity data with corresponding statistical uncertainties. Seabird sensors
seem more stable than FSI sensors.

To help to detennine the correction, complementary tools have been developed, using
the residuals and fields of an objective analysis taking into accounts all type of data
available in the Coriolis database (profilers, xbt, ctd, moorings). Argo delayed-mode
procedures are mainly based on reference databases. Historical hydrographic datasets
used to select ‘best’ profiles for the mapping to the float profile are insufficient in some
oceanic areas and need to be updated with recent cruise data.
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Abstract

The Coriolis real time analysis system started operating in 2000 over the North Atlantic.
The dataset collected in real time and delayed mode during this 5-year period has been
revisited and a re-analysis has been produced with the same analysis system. Temper-
ature and salinity fields have been reconstructed on a 1/3 degree grid, on more than 50
levels from the surface down to 2000 m. From these fields, associated errors and
datasets, a new climatology representative of the 2000—-2004 period has been computed,
along with updated clementary statistics. The use of those basic products is wide,
ranging from automatic quality control to the tuning of numerical models. The seasonal
to interannual variability of the various regions of the basin has been examined, and it
appears that a long term signal can be detected. Given the current observing system,
these products could easily be updated on an annual basis and extended to the world
ocean. The dataset also allows for estimation of higher order statistics. The large scale
horizontal structure of the variability is extracted with principal component analysis
while the more homogenous meso-scales are described by the usual horizontal covari-
ances.

Keywords: Ocean interannual variability, ocean data analysis system

1. Introduction

Since the beginning of the ARGO programme, which plans to deploy 3000 profiling
CTD floats over the world ocean, the amount of data (in particular salinity) for the 0—
2000 m depth range has increased considerably. The Coriolis data centre, acting as one
of the ARGO GDAC:s, collects and distributes these data in real time. It also gathers in
situ observations of temperature and salinity from a large variety of other instruments
(XBT, XCTD and CTD, moorings). One of the main concerns of Coriolis has been to
define a system for real-time data quality control that is at the same time efficient — able
to process an increasingly large number of data, and reliable—in order to ensure the
detection of outliers but preventing excessive false alarms. The need for data based on
high level products such as gridded ficlds of temperature and salinity expressed by
various scientific communities was another requirement.

We have developed an analysis system that answers both demands. It is based on optimal
estimation techniques and combines Coriolis data with a priori information derived from
the climatology and elementary statistics. Diagnostic tools applied to the daily analysis
residuals allow detection of outliers and triggers an alarm. The results are inspected by
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an operator and the quality flags are manually confirmed. Once a week, a second pass
analysis is perfonned on the cleaned database to produce the gridded fields which are
made available on the Coriolis Web site.
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Figure 1 Coriolis analysis system.

In order to validate the system, we have perfonned a re-analysis of the Atlantic basin for
the period 2000-2004 with the exact operational real-time configuration. The only
difference with the weekly real time analysis lies in the dataset used: in our case we have
access to the data transmitted to Coriolis after the analysis date. The re-analyses are then
‘centred’, while the real-time analyses are slightly biased backward in time. The first
results of this analysis are:

1. an inventory ofthe database
2. an overview ofthe profilers’ long tenn drift
3. anew ‘climatology’ representing recent years.

This last point is presented here. We will proceed with a study of the time and space
variability.

2. Coriolis analysis system

The analysis is derived from optimal estimation methods as exposed by Bretherton et ai.
(1976). In order to pennit the data quality control, temperature and salinity are analysed
separately, on horizontal levels. The solution is searched as an anomaly relative to a
monthly climatology (Rcynaud e/ a!.. 1998). For each analysis date, all data closer than 3
weeks in time are collected and converted to anomalies relative to the climatology to
build the data vector (d). The covariance matrices involved in the solution:

xa =xf+C (C+R)-1d
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are constructed using the Gaussian structure functions in time and space defined for the
area considered and the data noise. The variances are deduced from the full dataset. We
produce analysed fields on 59 levels between 5 and 2000 m. The grid spacing is 1/3°.

The system is run in 3 different modes as shown in Figure 1. In the case of our re-
analysis, the dataset was extracted from the database at once, and included all data
available at that time. This dataset had been quality controlled with the ‘daily loop’, so
that bad data had been flagged, but no corrections on instrument drift had been applied.

3. An updated climatology

400 ill

Figure 2 Annual mean temperature (top) and salinity (bottom) over the period 2000-2004, at
three levels (from left to right).

3.1 Building the climatology

The 2000-2004 period corresponds to the setting up of the ARGO array over the
Atlantic, starting mostly in the Northern hemisphere, so our analysis is limited to this
basin. The nmnber of data available each month at each level shallower than 800 m rose
from 200 in 2000 to 1200 in 2004. The first goal of the analysis is to extract a mean
seasonal cycle representing the year range 2000-2004. To construct each month of the
cycle, all weekly analyses relative to this month and above an error threshold have been
averaged. The annual mean fields were obtained by averaging the monthly means.
Providing a sufficiently low error level on each month, this mean is unbiased relative to
the season. Figure 2 shows the mean field obtained for different levels.
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3.2 Annual mean anomaly

This new climatology can be compared to similar products obtained from previous data.
The first comparison is done with our reference climatology (Reynaud et al., 1998). This
climatology was computed by objective analysis on pressure levels from a dataset
strongly weighted toward the years 1970-1980. Near the surface, we observe a global
wanning except around Newfoundland and over the mid-Atlantic ridge just north of
50°N. At 400 m the Northern seas appear cooler, starting from the Norwegian sea, the
Greenland sea and reaching most of the Labrador sea. A cold anomaly is observed along
the path ofthe North Atlantic current. Despite differences in the small scale amplitudes,
the large scale structure of the anomalies are similar when computed relative to
Hydrobase 2 (Produced by WHOI).
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Figure 3 Temperature anomalies relative to previous climatologies. Left: anomaly relative to our
reference (Reynaud, 1998); Right: anomaly to Hydrobase 2. This climatology was computed on
density levels.

3.3 Seasonal cycle

To detennine whether the mean wanning observed over most of the basin in the upper
layer was evenly distributed over the year, we analysed the seasonal cycle at different
test points. To obtain more representative series, we averaged the time series over a 4
degree square area sunounding the points. The time series at four test points in the
northern part of the basin are presented in Figure 4. At all test points we notice that our
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curve is above the previous climatologies. It appears more regular than Hydrobase2 in
winter with a well-defined minimum in February-March.
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Figure 4 Seasonal cycle for temperature at 20 m for the Northern test points (top left: Norwegian
sea, top right: Iceland basin, bottom left: Inninger basin, bottom right: Labrador sea). Dark grey
curve: our mean monthly annual cycle, light grey curve: Hydrobase2 monthly annual cycle, in
grey, Renaud98 seasonal cycle, and the monthly interpolation used as reference for the analysis.

3.4 Interannual variability

To study the spatial structure of the variability, empirical orthogonal functions of the
anomaly relative to the annual cycle have been computed. The time series of the leading
mode at 100 m shows a clear tendency over the 5 years of'the analysis. We are presently
analysing the correlation with the sea-surface variability and trying to extract the vertical
propagation.

4. Conclusion

Although this work is still in progress, some conclusions can already be drawn. The
analysis tool developed for Coriolis is simple, efficient and robust. Some improvements
are already planned, in particular the use of continuous covariances that take into account
the bathymetry (as done by Bohme et a!., 2005).
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The Argo database is impressive and a high quality climatology has been obtained
already over most of the North Atlantic. The remaining gaps should be filled by the end
of 2005. Changes relative to previous climatologies are clear and this data set gives
access to the interannual variability in many areas.
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Abstract

This paper summarises the research commissioned by the UK Inter-Agency Committee
on Marine Science and Technology (IACMST) and undertaken by eftec. The focus of the
work is to recommend a methodology to quantify the economic benefits of marine
measurements.

The benefit assessment framework developed for the study involves:
1. making a qualitative case

2. making a quantitative case (e.g. expert derived weights or scores, types of activities
that use the data, etc.)

3. quantifying the benefits of sustained marine measurements in monetary terms by:
market price paid for marine measurement data, proxies to market price, and
willingness to pay of users to purchase marine measurement data (especially if data
are currently provided for free).

Assessing the benefits of marine measurements is the focus of this paper since this is
where the current practice is the weakest. However, the paper also secks to answer the
following questions:

What are the types of marine measurements of concern?

What are the objectives or purposes of using marine measurements?

Who uses or directly benefits from these measurements?

What are the benefits they derive from their use of marine measurements?
How much does it cost to collect the marine measurements of concern?
Are the benefits of data use worth the cost of collection?

Benefits to direct users of data are relatively straightforward to measure. There are also
environmental and social benefits, which could partially be captured by the (economic)
benefits to direct users of data. The methodology is illustrated by application to the
Jason-2 altimetry satellite and to Liverpool Bay Coastal Observatory Monitoring.

A O e

Keywords: Marine measurements, economic benefits, economic valuation, cost
benefit analysis

1. Introduction

This paper is based on a study commissioned by the Global Ocean Observing System
Action Group (GOOSAG) of the UK Inter-Agency Committee on Marine Science and

* Corresponding author, email: ece@eftec.co.uk
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Technology (IACMST). The study entitled “The Economics of Sustained Marine
Measurements™ aimed to establish a method for evaluating the benefits of the UK’s long-
term marine monitoring programme (IACMST, 2004).

While the benefits of a well co-ordinated programme of marine measurements' are
widely accepted, the ability to demonstrate or quantify these benefits is more limited.
The methodology recommended for this involves estimating the economic benefit of
activities that use marine measurement data and assessing how this benefit would change
with changes in data. When aggregated across all activities, this provides us with an
estimate of the economic benefit of the information itself. The term ‘benefit’ is used in
its widest meaning and includes:

» economic benefits to the users of marine measurement data such as reduced opera-
tional costs, precautionary spending and avoided damage from weather events and
waves

+ environmental benefits such as reduced environmental damage from oil spills due to
improved spill management using better marine data

» social benefits such as better understanding of the marine environment through more
informed documentaries, articles, books, etc.

Since the term economic benefit in economics terminology refers to all benefits that
improve human welfare, all of the above benefits could be referred to as ‘economic
benefits’. Moreover, all benefit categories have efficiency implications — as all require
spending on data collection and analysis and allocating this spending in the most
efficient way. The above classification will be used subsequently since what is conven-
tionally referred to as ‘economic’ or ‘commercial’ is relatively easier to quantify and
express in monetary terms.

Some of the benefits extend beyond those received by a single public or private entity
and as a result are not included in any price paid for the data (if there is such a price at all
as most data are provided for free). These wider benefits to the economy and society are
derived by making better decisions with the help of better information and are known as
external benefits. Precisely because of the existence of these external benefits, there is no
real incentive for any one entity (public or private) to pay for the creation of the system.
Provision of such external benefits is one of the characteristics of a public good, others
being non-rivalry (consumption of the good by one party does not decrease the
consumption opportunity of other parties) and non-excludability (it is not possible to
exclude parties from the use of the good by, for example, pricing). Marine measure-
ments, thus, fit this definition and are public goods. NOAA ef al. (2000) go a step further
and refer to these benefits as network externalities to emphasise the fact that the value of
an integrated, sustained and comprehensive system is many times that of the value of its
parts. The existence of network externalities mean that while many parties benefit from
marine measurements, no one party has the incentive to invest in it. This points to the

1 These include observations of the physical, chemical and biological parameters of the
marine environment taken for research, emergency response and monitoring purposes.
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requirement for sustained marine measurements and collaborative or public funding for
them.

This paper introduces the concept of economic value for marine measurements (Section
2) and the recommended methodology (Section 3). Further detail on these issues, appli-
cation to two case studies and a stand-alone guidance document can be found in
TACMST (2004).

2. Economic benefits of sustained marine measurements

Why do we need marine measurements? The short answer is that they increase our
understanding of the marine environment. Such improved understanding, in turn, is
beneficial so long as it contributes to more efficient use and protection of the marine
environment. ‘Efficient use and protection’ in this context involves sectors such as
fishing, oil and gas exploration, navigation as well as marine conservation and effects of
changes in the marine environment (¢.g. due to climate change or our exploitation of the
marine resources) on the ecology and the human use of marine and coastal environments.

The marine environment is an asset providing a flow of goods and services (physical,
acsthetic, intrinsic and moral). To account for this multitude of goods and services and
their benefits, a taxonomy of values (or benefits) has been developed, the components of
which add up to ‘total economic value’ (TEV). TEV is made up of use benefits and non-
use benefits. Use benefits are derived from the actual direct and indirect use of a good or
service. These also include potential future use (option value). The term ‘non-use
benefits’ is used to signify the benefits derived from knowing that others (altruistic
value) and future generations (bequest value) have access to a sufficient amount of goods
and services and simply that the marine environment exists (existence value).

TEV is measured by preferences of individuals: their willingness to pay (WTP) to secure
benefits or to avoid their loss (or costs) and their willingness to accept (WTA) to forgo
benefits or to tolerate costs. When goods and services are provided in actual markets,
people express their preferences via their purchasing behaviour. In other words, the
market price is a minimum reflection of how much they are willing to pay for the

benefits they derive from consuming that good or service?.

Most environmental resources (and generally information) generate ‘non-market’ or
‘external’ benefits since they are not traded in actual markets and hence there are no
market price data for them. Instead, economists have developed alternative techniques to
measure individuals® preferences and hence the TEV of the resource. These techniques
use price data when they exist or create hypothetical markets for when such data do not
exist. In either case, the unit of measurement for benefits is money which allows benefits
to be compared with the costs of providing these benefits (e.g. the benefits of marine
measurements compared to the cost of sustaining measurement programmes).

2 People may indeed be willing to pay an amount larger than the market price, in which case
they get “something for nothing’ or, in economics, they are said to have a ‘consumer
surplus’. Note that when the market price is zero, the consumer surplus is at its highest and
is equal to Willingness to Pay (WTP).
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In order to use the TEV taxonomy in the context of this paper, we need to distinguish
between the marine measurements and the improvements due to uses and protection of
the marine environment as an output of better measurements. Marine measurements can
be directly used by the maritime industry, scientists, oil and gas explorers, recreational
users, coast guards, coastal defence units and others. Benefits may also accrue to indirect
users such as book and newspaper readers and television and film audiences who benefit
from the output of the direct users.

Improved uses and protection of the marine environment, in turn, benefit exploration,
fishing and other extractive uses of the secas through reduced operational costs or
increased revenue. Better information can also influence spending decisions such as
improving the timing of precautionary spending for, say, coastal defence; preventing the
occurrence, or reducing the impacts of oil spills, coastal erosion and so on.

Table 1 presents the taxonomy of total economic value of sustained marine measure-
ments and protection of marine resources, which is an outcome of better information
through marine measurements. Although it uses different terminology, Table 1 is simply
another presentation of economic, environmental and social benefits mentioned in
Section 1. This taxonomy is also recommended by the UK Government’s Green Book
(HM Treasury, 2003) which is the key guidance for all public sector spending projects.
The Green Book advocates combining economic, financial, social and environmental
costs and benefits of a policy, programme or project.

Table 1 Total economic value.

TEV Marine measurement information  Better use and protection of the marine
components and data environment through better information
» Long term monitoring and forecasting « Fisheries
+ Scientific research + Oil and gas exploration
. + Day-to-day marine related operations « Offshore renewables
Direct use . . . )
» Precautionary spending » Tourism and recreation
+ Other + Conservation
(cost of substitute data) (cost savings or value added of data)
. » book and newspaper readers Functions of marine ecosystems as part of
Indirect use . . .
+ TV and film audiences sustained life on earth
. same examples as use value—but in  Better protection of marine environment
Option value g
future for future use by the individual

Use of historic data (since a significant Better protection of marine environment

Altruistic value portion of analysis today dependson  for others to use

historic data the same would hold for  "Better protection of environment for future

Bequest value ftre analysis). The information also generations to enjoy

has a value in and of itself as part of

. e Better protection of marine habitats and
Existence value civilisation and human progress.

species for the sake of their existence

3. Benefit assessment methodology

The benefit assessment methodology here suggests ways in which the economic benefits
can be quantified in monetary terms. In doing this, the link between better data and better
decisions is explored. Concrete evidence on this link is often lacking. The methodology
recommended takes account of these uncertainties by relying on the judgment of experts
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and data users. There are a number of questions that need to be answered in the process
of assessing the benefits (and costs) of sustained marine measurements. These are:

1. What are the types of marine measurements of concern?

2. What are the objectives or purposes of using marine measurements?
3. Who uses or benefits from these measurements?
4

. What are the benefits users derive from marine measurements and can these benefits
be quantified?

5. How much does it cost to collect the marine measurements of concern?
6. Are the benefits of use worth the cost of collection?

To answer the first five questions, the recommended methodology follows the benefit
assessment framework illustrated in Figure 1. It shows that we first need to identify what
type of raw data we are dealing with. In order to identify the economic benefits we also
need to establish what type of uses (products, services or applications) are made of the
data for what purpose and by whom (benefits and beneficiaries). The most crucial point
at this stage is to establish a link between data and the economic and other activities that
use the data. To what extent these activities benefit from data is the main question to
answer. NOAA and ONR (2000) makes the simplifying assumption of a 1%
improvement in revenue or a 1% cost saving due to availability of marine measurements.
While this assumption is useful and the only workable one in absence of any other
evidence, in our study we have tried to get at more case-specific estimates of this
assumption through consultations with direct and indirect users. Non-use values are even
harder to estimate and our study did not explicitly attempt to do this. There are three
levels of benefit assessment:

1. making a qualitative case for sustained marine measurements

2. making a quantitative case for sustained marine measurements (e.g. expert derived
scores, types of activities that use the data, etc.)

3. quantifying the benefits of sustained marine measurements in monetary terms.

If the first (qualitative) level is sufficient to make a case for a particular marine

measurement project, there may not be a need to proceed with the subsequent levels of

assessment. Note that the methodology recommended here is in addition to any scien-

tific, environmental or social arguments that can be made for sustaining marine measure-
ments.
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Raw data Uses Purpose of Benefits and Benefit estimation

use beneficiaries (monetary and other)
by mainly Economic sectors,
scientists public authorities,
private individuals

Research Scores and weights of importance
measurements monitoring organisations Market price paid for marine
Scientific Government measurement data

Proxies to market price

research departments - Cost savings afforded by data*
Forecasting Other public - Value added of marine data-%
sector contribution to revenue / % share of
Marine Chemical Day-to-day agencies budget o .
measurements  measurements operations Academic - Cost o.fobtalnlng alternative
(substitute) data
Biological researlch, Willingness to pay of users to
measurements educadtllon, purchase marine measurement data
Planning media (especially if data are currently
- precautionary Private data provided for free)
Biological spending consultancies
measurements Other Oil and gas

explorations

Figure 1 Benefit assessment framework.

When necessary, the second level of analysis involves an expert or user opinion based
scoring system. The scores are allocated to identity the importance ofthe data as an input
to wider scientific research, long-tenn monitoring, forecasting, day-to-day operations,
planning precautionary spending and others. This approach was tested in our study by
way of a stakeholder / user consultation exercise but can also be undertaken on the basis
of expertjudgment of a select group ofusers or published infonnation.

The third level involves quantifying the benefits of sustained marine measurements in
monetary tenns. This is the most novel of the three approaches with limited previous
application in the UK and elsewhere. However, if the approach can be implemented, it
generates the only expression of benefits, which can be directly compared to the cost of
collecting marine measurements. Therefore, the approach lends itself to cost benefit
analysis.

Three measures can be used to express the benefits of sustained marine measurements in
monetary tenns:

1. Market price paid for marine measurement data
2. Proxies to market price
- Cost savings (especially for day-to-day operations that use such data)
- Value added by marine measurement data (% share ofrevenue)
- Cost of obtaining alternative (substitute) data
3. Willingness to pay of users to purchase data (especially if data are cunently free)

The above measures are different ways of looking at the benefits of marine measurement
data. Therefore, they are complementary, with the exception of market price and
willingness to pay. The case studies in the study report show that some work better for
some types of users than others.
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The first measure is the market price paid for marine measurements data. The market
price paid for any good or service reflects the benefits derived by the buyers as
mentioned in Section 1; it is a minimum measure of the benefits buyers receive. The
limitation of this measure is that most marine measurements are publicly-funded and
provided to users for free or at subsidised prices.

In the absence of a market or market price data, we could use proxies to market price.
Since the information on market proxies (and, more importantly, quantitative evidence
of the relationship between better marine data and better decision making) is not readily
available, it is necessary to collect information through user consultation or expert
judgment.

One proxy to market prices is cost savings afforded by data to capital investments and
day-to-day operations. For example, better marine measurement data could improve ship
routing leading to a reduction in journey times (cost savings). The economic value of this
time saving (saved ship operating costs) would be an indication of the benefit of this
particular use of marine measurements. The cost savings could also be experienced by
improving the timing of precautionary spending for, say, coastal defence (either saved
construction costs if spending is postponed or avoided damage if spending is brought
forward). Another proxy to market prices is the value added afforded by marine
measurements to economic activities. This approach views marine measurements as an
input into the production of goods and services. A simple relationship can be assumed to
exist between the use of marine measurements and the annual revenue or turnover of the
process they are an input to.

Finally, cost of alternative data is another market proxy. This approach asks the question
‘How would the absence of such data and applications impact the users? Would an alter-
native source of the same data (or alternative data that serves the same purpose) be used
and if so what would this be and how much would it cost to obtain?” This is akin to
identifying “substitutes’ and costing these. Sometimes there may not be a substitute for a
particular marine measurement for a particular use.

The third measure is an alternative to the market price or its proxies. It involves eliciting
individuals’ preferences (their WTP or WTA) for marine measurements. Obtaining this
measure means asking current or potential users of marine measurements what they
would be willing to pay for these measurements (if they were not provided for free). The
case studies show that this measure, though widely used in economics, does not work
well for organisations where those who use the data and those who make the funding
decisions are different individuals.

To summarise, if a market price exists for marine measurement data, the starting point
for benefit assessment should be the market price. If market prices do not exist, cost
savings afforded by better marine information should be used. If the necessary links
between marine information and decision making which leads to cost savings cannot be
made, the alternative of the ‘value added’ approach can be used. The value added
approach requires the user to assess the importance of marine data as an input to their
economic activities. Cost savings are likely to be subsumed within this value added.

We implemented the methodology outlined here to estimate the benefits to the UK from
the launch of the Jason-2 altimetry satellite. Jason-2 is a joint project between NASA,
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NOAA, CNES and EUMETSAT. It will allow the continuation ofthe altimetry measure-
ments currently collected by Jason-1 and will also lead to improved coverage, if the new
measurement technology proves to be successful. Without Jason-2, it is likely that global
altimetry measurements will cease beyond 2007.

We covered benefits to research organisations, government departments, other public
sector agencies like sea rescue, private consultancies who analyse the data for their own
products, and the oil and gas exploration industry through email and telephone question-
naires which were applied to 36 current and potential users of satellite altimetry data, 23
ofwhich responded. The results showed that users gave a score of 3.8 for the importance
of satellite altimetry data3; the market price paid was around £500000 per year by those
respondents who had to pay for the data; cost savings afforded by the data was about
£800000 per year and those who could establish the link between data and their revenue
suggested benefiting from the data to the tune of £3 million per year. Substitute data cost
measures could not be used as users believed there was no substitute for satellite
altimetry data for their purposes. A very few users were able to state a WTP over and
above the cost of data, which was on average around £100000 per year.

This case study (the more comprehensive of the two implemented) was not compre-
hensive by any means. However, it was sufficient for the purposes ofthe appraisal. Even
the lowest estimates from this partial analysis revealed that the UK benefits of altimetry
information to be produced by Jason-2 were in excess of the costs of the UK’s
sponsorship and this information was included in the business case for this sponsorship.
In fact, the lowest (UK) benefit estimates at around £610000 per year are about just
under twice as much as the (UK) cost estimates of around £332000 per year.

4. Conclusions

The scope for quantifying benefits and hence the effort expended to estimate costs and
benefits are relevant concerns for all goods and services provided publicly. Specific
questions to be considered include ‘How much effort should be expended?’, “‘Which
costs and benefits should be included?’ and ‘How sensitive will the results be to the
scope of analysis and level of effort expended?’. The answers to these questions depend
on the purpose ofthe benefit assessment.

Ifthe objective is to demonstrate the benefit of marine measurements, a level of analysis
that captures only some ofthe uses / users would be sufficient. If, however, the objective
is to implement a full cost benefit analysis, then strictly all costs and all economic
benefits to all users of information should be included as much as possible.

The findings of the Jason-2 case study4 showed that even partial benefit assessments
could help with making a better case for spending on marine measurements and is in line
with the suggestion by the NOAA and ONR Panel (NOAA and ONR, 2000) that it is not
necessary to know all the benefits or “the value ofthe economic benefits to the last dollar

3 Where a score of 0 meant “marine measurements had no effect on the success ofthe user’s
activities” and 5 meant “the user’s activity would not exist without the marine measure-
ments”.

4  Jason-2 case study available at www.oceannet.org
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before making a decision”. Even without precise infonnation, much can be said about
the likely magnitude ofthe economic benefits of marine measurements.
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Abstract

There is currently an increasing demand for integrated marine meteorological and
oceanographic data and services. Operational oceanography products can help improve
the behaviour and quality of existing marine meteorological systems: marine pollution
drift forecasts, search and rescue operations and sea states forecasts.

The use of products delivered from operational oceanography systems to oil spill and
object drift applications is investigated. The evaluation is conducted with the French
operational drift forecast system MOTHY and three operational oceanography systems,
MERCATOR (Mercator-Océan, France), FOAM (Met Office, UK) and MFS (INGV,
Italy).

The present work focuses on evaluating the effects of introducing large scale currents in
the MOTHY system. This effect is investigated in the Bay of Biscay, the Caribbean Sea
and in the Western part of the Mediterrancan Sea. Preliminary results are very encour-
aging. Operational oceanography products do significantly improve the response
capability in two different cases.

1. Introduction

Several European operational oceanography and data assimilation systems have been
implemented over the last few years. All these systems use different operational capac-
ities, data streams and expertise. Remote sensing and in situ data are acquired and assim-
ilated in state-of-the-art ocean general circulation models to analyse and forecast the 3D
state of the North Atlantic, adjacent European Shelf Seas, and the Mediterrancan Sea.
They aim to support a wide range of scientific and operational services and applications
including oil spill monitoring, marine safety as well as the offshore oil industry.

The National Forecasting Centre, at Météo-France, runs an operational service to support
the authorities in both oil spill response and search and rescue operations. French opera-
tional capacity in oil spill drift forecast is based on Météo-France and Cedre expertise.
The core of the service is a trajectory model MOTHY. The system includes local arca
hydrodynamic coastal ocean models with tidal and real time atmospheric forcing from
global meteorological models. Pollutants can be oil or floating objects. MOTHY has
been extensively used during the Erika (December 1999) and Prestige (November 2002)
crisis in the Bay of Biscay.

The system is also operated for search and rescue operations on demand from the
Centres Régionaux Opérationnels de Surveillance et de Sauvetage (CROSS). The motion
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of a drifting object on the sea surface is the net result of a number of forces acting upon
its surface (mainly water currents and atmospheric wind). There was a considerable
increase in the requests these last years. The key issue in such a service is the rapidity of
the response and the ability to use the drift system in any region of the world ocean.

The present work focuses on evaluating the effects of introducing large scale currents in
the MOTHY system. This effect is investigated in the Bay of Biscay, the Caribbean Sea
and in the Western part of the Mediterranean Sea with operational oceanography systems
such as MERCATOR (Mercator-Océan, France), FOAM (Met Office, UK) and MFS
(INGV, Italy).

2. Key features of the MOTHY model

The MOTHY model developed by Météo-France is used on an operational basis to
predict the drift of pollutants on the ocean surface. It is based on a hierarchy of nested
limited domain ocean models coupled to a pollutant dispersion model. The model is
driven by tidal forcing specified at the open boundaries and by wind and pressure fields
provided by atmosphere models. These atmosphere models can be the IFS model
(European Centre for Medium-Range Weather Forecasts) or the ARPEGE model
(Météo-France) (Courtier ef al., 1991). The system was designed specifically for drift
forecasting. Currents are computed using a shallow water model coupled to an analytical
turbulent viscosity model with a bilinear eddy viscosity profile (Poon and Madsen,
1991), so as to represent vertical current shear. This approach is particularly well-suited
to areas where large-scale currents are negligible (such as in the English Channel or on
the continental shelf in the Bay of Biscay). In seas affected by large-scale currents, the
results must be reviewed by a forecaster. This is always the case in the Mediterranean
Sea, for example, and sometimes necessary for the Spanish coastline in the Bay of
Biscay, depending on the place, time, season and year.

The oil slick is modelled as a distribution of independent droplets that move in response
to currents, turbulence and buoyancy. Turbulent diffusion is modelled with a three-
dimensional random walk technique. The buoyancy force depends on the density and
size of the oil droplets so that larger (more buoyant) droplets tend to remain in the
surface layer whereas the smaller droplets are mixed downwards (Elliot, 1986). In
general, about 65 to 70% of the droplets remain on the sea surface. If a droplet is moved
on to land, then that droplet is considered beached and takes no further part in the
simulation. A weathering module is also included (Comerma ef al., 2002).

The model was calibrated on a few well-documented pollution incidents such as Torrey
Canyon, Amoco Cadiz and Tanio (Daniel, 1996). Operated since 1994 in the marine
forecast section at Météo-France, it has been used extensively for the Erika (Daniel et al.,
2001, 2002) and the Prestige incidents (Daniel ef al., 2004). A meteorologist on duty is
able to run the model on request. An average of ten interventions each month are
conducted in real time.

3. Key features of MERCATOR, FOAM and MFS models

The MERCATOR formulation is based on the primitive equations for the temporal
evolution of ocean speed, temperature and salinity in its three horizontal and vertical
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dimensions. The version used here is the PSY2 prototype (Bahurel ef /., 2001). It marks
the start of high resolution MERCATOR forecasting for European seas assimilating
altimeter and in situ data, and then on the basis of this data, generates analyses and
forecasts of the three-dimensional state of the ocean in these regions. The model
resolution is 1/15 degree with 43 levels unevenly spaced in the vertical and is based on
the OPA code (Madec ef a/., 1998). The model is forced with atmospheric forecast field
variables from ECMWF operational products.

FOAM is an ocean and sea-ice model and assimilation system that produces real-time
daily analyses and forecasts of temperature, salinity, currents and sea-ice in the deep
ocean, for up to five days ahead. A global version of FOAM on a latitude-longitude grid
with 1° spacing and 20 levels has produced 5-day forecasts daily in the Met Office
operational suite since 1997. A nested model covering the Atlantic and Arctic with a grid
spacing of 35 km and 20 levels was introduced into the operational suite in January
2001. Five-day forecasts have been made daily by a nested model covering the North
Atlantic with a 12 km grid since April 2002 (Bell ef al., 2000).

The Mediterrancan Forecasting System (MFS) currently produces ten-day ocean
forecasts for the whole Mediterranean Sea once a week (Pinardi e al., 2003). The start
day of the forecast is Tuesday at 12:00 each week. The relevant data sets— Sea Level
Anomalies (SLA) from altimeters, Sea Surface Temperature (SST) from satellite
radiometers, temperature profiles from Ship of Opportunity XBTs—are currently
assimilated every week into the model with an intermittent Optimal Interpolation
scheme. The model resolution is 1/8 degree with 31 levels unevenly spaced in the
vertical and is based upon the Modular Ocean Model code (Pacanowski ef al., 1990).
The model is forced with atmospheric forecast field variables from ECMWF operational
products. Recently, the MOM code has been replaced by the OPA code (Madec ef al.,
1998).

4. Bay of Biscay: Prestige incident

4.1 Prestige incident

On Wednesday, 13 November 2002, the single-hulled oil tanker Prestige, flying the
Bahamas flag, sent a distress call offshore of the region of Cape Finisterre (Galicia,
Spain). The tanker was carrying 77000 tons of heavy fuel oil loaded in St. Petersburg
(Russia) and Ventspils (Latvia), and was heading to Singapore via Gibraltar. The vessel
developed a reported 30 degrees starboard list during passage in heavy seas and strong
wind. As the engine was damaged, the ship became out of control and drifted according
to the weather conditions. An aerial observation revealed a fuel leak at sea. The ship sank
on 19 November after being towed in various directions.

The first slicks reached the coasts of Galicia in the morning of 16 November between La
Corufia and Cape Finisterre. Two other oil stranding flows followed in late November
and in early December. During December, the northern coast of Spain was touched from
Asturias to the Spanish Basque Country. The first slicks impacted the Gijon arca
(Asturias) on 4 December. Afterwards, stranding of thick, viscous balls, pancakes and
various sized patches regularly hit the northern coast of Spain. At the beginning of
January, the coast of Galicia was faced with a fourth massive pollutant flow whereas in
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Asturias, Cantabria and Euskadi (the Spanish Basque country) these phenomena
remained relatively moderate. The French coast was hit near St. Jean de Luz on 31
December. The stranding, at various densities hit Brittany in May and the coast of the
Channel in September. In France roughly 2500 km lias been affected, the last stranding
occurring in October, 11 months after the wreckage.

4.2 Combining MOTHY with MERCATOR

In the Prestige area, MOTHY includes only the wind current. The French MERCATOR
system (Mercator-Océan, France) is used here to provide long range currents to the
MOTHY system.

For the Prestige shipwreck, we used daily current data from Mercator’s high-resolution
model. Coupling Mercator surface currents directly to the MOTHY module simulating
the oil slick does not represent surface drift properly for two reasons. One is that the
current in the model’s upper level (3 metres) is much weaker than surface drift. A joint
study by Ifremer and Météo-France (Jouan ef al, 2001) after the Erika oil spill showed
that to use the current in the last level ofa 3D model, it is necessary to refine the vertical
grid size in the first few metres directly below the surface. The second reason is an
operational one. The coupled model must be able to take into consideration rapid
changes in the wind and keep constantly up to date. The chosen approach aims to extract
from Mercator the information that MOTHY needs and feed it into the current system. It
is necessary to take the low-frequency information that MOTHY does not resolve (the
large-scale current) and the high-frequency information that Mercator does not
reproduce properly (rapid changes in the wind) into account without any overlap.

ir# ¥ TH
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Figure 1 13 December 2002 at 12 UTC. Comparison between a model and in situ observation
based on a constant leakage along the tanker’s trajectory. The MOTHY simulation shows a drift
which lags behind the observations. Adding a 103 m Mercator current distinctly improves its
performance.
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It was decided to use the Mercator current below the layer directly affected by the wind.
The 103-metre current appears the most suitable for representing the missing infor-
mation while remaining unaffected by surface effects. The drift current is thus the sum of
the current computed by MOTHY and Mercator’s 103-metre current. This first attempt
at integrating Mercator currents in MOTHY was carried out during the Prestige disaster
and will be enhanced in the future. It is nonetheless a solution that makes the most of
national operational means and was used as such by French authorities.

The impact of adding the Mercator high-resolution model’s 103 metre current to
represent the large-scale current missing from MOTHY is unclear during the first few
days ofthe spill (Daniel et al., 2005) but becomes useful in the Bay ofBiscay for longer
simulations (Figure 1). Mercator’s contribution is visible for long-term simulations in
waters where large-scale circulation is negligible. This result is a major progress for oil
spill planning since it allows the authorities to be provided with a more accurate view of
the possible consequences for the coastline.

5. Caribbean Sea: Polmar trial

An antipollution Polmar exercise was organised on December 8, 2003, in the North-
West of Martinique. Fire protection foam was spilled into the sea by the Maito tug boat
of the French Navy. Two drifting buoys provided by Cedre were dropped and the
MOTHY model was activated. The two buoys drifted towards the west as far as the south
of Jamaica before entering into the Gulf of Mexico (Figure 2), running approximately
2000 miles in three months. A major pollution offshore Martinique could thus be propa-
gated into the entire Caribbean zone at a mean velocity of 1.5 knots.

The potential contribution of operational oceanography products was checked (Chatenet
and Giroux, 2004). Adding either the MERCATOR or the FOAM currents to the
MOTHY system improves the calculation of the drift, but significant differences exist
between MERCATOR and FOAM in this area, in particular on the location of the eddies
downwind of'the Caribbean islands.

'F t'F (>
Figure 2 Oil slick drift simulation (trajectory in gray and black droplets) compared with the
trajectory ofa buoy. Mercator current at 100 m depth.
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6. Western Mediterranean Sea

A preliminary study (Lyria incident, 1993) in the Mediterranean Sea based on monthly
means from the MERCATOR prototype gave promising results (Daniel et ai.. 2003).
The MOTHY system was interfaced with MFS daily snapshots. The simulations (Daniel
et al., 2005) showed that the space-time variability of the currents is difficult to model
and lias a large impact on the drift.

On 14 December, 2004, a drifting buoy was released during the training exercise
LIONMED’04. The buoy is supposed to drift at the same speed as an oil spill. The
MOTHY system was interfaced with three operational oceanography systems
(MERCATOR, FOAM and MFS) and compared with real measured data (Belleguic,
2005). Again, the three operational models show large differences in the area of interest.
None ofthe combinations is able to reproduce the drift of the buoy (Figure 3).
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Figure 3 Left: oil slick drift simulation (trajectory in gray and black droplets) compared with the
trajectory ofthe buoy (in black). Right: FOAM, MFS and MERCATOR current at 100 m depth.

7. Waves

Operational oceanography systems may improve wave forecasting through wave/current
interaction.

The model system will be interfaced to the real time global and regional MERSEA
forecast products, and used to demonstrate the benefit of using forecast products for
wave forecasting. In a specific application to the European Seas, areas of discrepancy
between observed and predicted waves, as provided by satellite altimeters and sea-state
models respectively will be identified. Results will be correlated with surface currents
from MERSEA estimates. In a further step, the evaluation of the impact of currents on
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the sea-state will be performed for a few cases and will be based on sea-state model
hindcasts.

8. Conclusion

The reported results are very encouraging. They validate the efforts undertaken by
organisations investing in the construction of oceanography systems. This work will be
continued as part of the French contribution to Europe’s operational oceanography
project, MERSEA (Marine EnviRonment and Security for the European Area). It will
very likely be crucial to defining specific fields and processing, computing information
during the simulation of ocean models, and assessing different filters and combinations
prior to supplying these products on an operational basis.

Acknowledgments

This work was supported by Météo-France with the help of a large number of
individuals. We would particularly like to thank P. Bahurel and Eric Greiner (Mercator-
Océan, France), M. Bell and M. Holt (Met Office, UK), N. Pinardi and C. Fratianni
(INGYV, Italy), and M. Espino and E. Comerma (LIM-UPC, Spain).

References

Bahurel, P., P. De Mey, T. De Prada, E. Dombrowsky, P. Josse, C. Le Provost, P.-Y. Le
Traon, A. Piacentini and L. Siefridt (2001). MERCATOR, forecasting global ocean,
AVISO Altimetry Newsletter, No. 8, October 2001, CNES, Toulouse, France, p. 14—
16.

Bell, M.J., R.M. Forbes and A. Hines (2000). Assessment of the FOAM global data
assimilation system for real-time operational ocean forecasting. J. Mar. Sys, 25, 1-
22.

Belleguic, K. (2005). Mod¢lisation de dérive d’objets en mer, Rapport de stage de fin
d’études no. 990, ENM, 92 pp.

Chatenet, H. and F. Giroux (2004). Prise en compte des courants issus de 1’océanog-
raphie opérationnelle dans le modele MOTHY, Rapport de stage de fin d’étude no.
976a et 976b, ENM, 64 pp. et 31 pp.

Comerma, E., M. Espino, P. Daniel, A. Doré and F. Cabioch (2002). An update of an oil
spill model and its application in the bay of Biscay: the weathering process, Oil and
Hydrocarbon Spills III, Modelling, Analysis and Control, WIT Press, pp. 13-22.

Courtier, P., C. Freydier, J.F. Geleyn, F. Rabier and M. Rochas (1991). The ARPEGE
Project at Météo-France, ECMWF workshop, European Center for Medium-Range
Weather Forecast, Reading, England.

Daniel, P. (1996). Operational forecasting of oil spill drift at Météo-France, Spill Science
& Technology Bulletin. Vol. 3, No. 1/2, pp. 53-64.

Daniel, P., P. Josse, P. Dandin, V. Gouriou, M. Marchand and C. Tiercelin (2001).
Forecasting the Erika oil spills, Proceedings of the 2001 International Oil Spill
Conference, American Petroleum Institute, Washington, D.C, pp 649-655.

Daniel, P., P. Dandin, P. Josse, C. Skandrani, R. Benshila, C. Tiercelin and F. Cabioch
(2002). Towards better forecasting of oil slick movement at sea based on information
from the Erika, 3nd R&D forum on high-density oil spill response, IMO, 10 pp.



P. Daniel*, J.-M. Lefevre, Ph. Dandin, S. Varlamov, K. Belleguic, H. Chatenet and F. Giroux 223

Daniel, P., F. Marty, P. Josse, C. Skandrani and R. Benshila (2003). Improvement of
drift calculation in MOTHY operational oil spill prediction system, Proceedings of
the 2003 International Oil Spill Conference, American Petroleum Institute,
Washington, D.C.

Daniel, P., P. Josse, P. Dandin, J.-M. Lefevre, G. Lery, F. Cabioch and V. Gouriou
(2004). Forecasting the Prestige Oil Spills, Proceedings of the Interspill 2004
conference, Trondheim, Norway.

Daniel, P. and Ph. Dandin (2005). Benefits and use of operational oceanography systems
for drift forecasts, Proceedings of the 2005 International Oil Spill Conference,
American Petroleum Institute, Washington, D.C.

Daniel, P., P. Josse and Ph. Dandin (2005). Further improvement of drift forecast at sea
based on operational oceanography systems, Coastal Engineering VII, Modelling,
Measurements, Engineering and Management of Seas and Coastal Regions, WIT
Press, pp 13-22.

Elliott, A.J. (1986). Shear diffusion and the spread of oil in the surface layers of the
north sea. Deutsche Hydrographische Zeitschrift 39(3), 113-137.

Jouan, M., P. Lazure, P. Danicl and P. Josse (2001). Evaluation du potenticl de
MARS3D pour la prévision de dérive d”hydrocarbures. Comparaison avec MOTHY
dans le cas de I’Erika., Rapport Liteau, Ifremer, Météo-France, 32 pp.

Madec, G., P. Delecluse, M. Imbard and C. Lévy (1998). OPA 8.1 Ocean General Circu-
lation Model reference manual. Note du Pole de modélisation, Institut Pierre-Simon
Laplace, no. 11, pp 91.

Pacanowski, R.C., K. Dixon, and A. Rosati (1990). Readme file for GFDL-MOM 1.0,
Geophys. Fluid Dyn. Lab., Princeton, N. J.

Pinardi N., 1. Allen, E. Demirov, P. De Mey, G. Korres, A. Lascaratos, P.-Y. Le Traon,
C. Maillard, G. Manzella and C. Tziavos (2003). The Mediterrancan ocean
Forecasting System: first phase of implementation (1998-2001). Annales
Geophysicae, 21: 3-20.

Poon, Y.K. and O.S. Madsen (1991). A two layers wind-driven coastal circulation
model. J. Geophys. Res.,vol 96, C2, 2535-2548.



Sonar range estimation using MREA-04 operational
ocean modelling

Frans-Peter A. Lam*
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Abstract

Naval operations in coastal waters are a huge challenge for modelling support in several
disciplines. For example, any decision dependent on sonar performance could be
dependant on a proper translation of input from a reliable oceanographic model, that
itself relies on reliable input from a meteorological model. Obviously many tilings can
go wrong, and it is not surprising that there are not many examples for the complete
information chain; from scratch or climatology to final operational interpretation and
decision.

During the MREA-04 exercise near Lisbon, in an attempt to complete the abovemen-
tioned chain, sonar range forecasts were provided based on the oceanographic fields
provided by the Harvard Ocean Prediction System (HOPS). These fields are four-dimen-
sional (xyz-t), or, in tenns of operational sonar modelling: at any time, in any direction,
providing range-dependent sound velocity profiles. This was used to model perfonnance
of a low frequency active sonar (LFAS) system, coimnon in Anti-Submarine Warfare
(ASW). At three hypothetical ship positions, the (simplified) sonar perfonnance was
provided in near real-time. This procedure can easily be extended to the track of any
ship.

Keywords: operational oceanography, sonar perfonnance, acoustic propagation,
ocean modelling

1. Introduction: range dependent sonar performance modelling

Figure 1 Personnel of the Snellius expedition (1929-1930) in Indonesian waters (right), and
portraits of Willebrord van Roijen Snell (Snellius, 1580-1626; left) and J.L.H. Luymes, head of
tile Hydrographic Service ofthe Royal Netherlands Navy from 1914 to 1934.

* Corresponding author, email: frans-peter.lam(S)tno.nl



Frans-Peter A. Lam 225

1.1 Historical prelude

In the past, the Royal Netherlands Navy (RNLN) lias played an important role in Dutch
meteorological and oceanographic research (e.g. Van Bennekom and Otto, 2003). It was
LCDR M.H. Jansen who made the link to M.F. Maury (“father of physical oceanog-
raphy”) in the USA. Jansen was the Dutch delegate at the Brussels Maritime conference
in 1852 (organised by Maury), and he helped professor Buys-Ballot in founding the
Royal Netherlands Meteorological Institute in January 1854 (Van Everdingen, 1953;
Otto, 2003; Van Lunteren, 2003). Later, the RNLN provided the “research” vessel (HMS
Siboga) for the first Dutch oceanographic expedition in 1899-1900 in Indonesian
waters. The focus of the research was on (descriptive) biology, supervised by Prof.
M. W.C. Weber. The coimnanding officer was LCDR G. F. Tydeman.

In 1929 and 1930, the Snellius expedition took place, also in Indonesian waters. Geology
and physical oceanography were now receiving more attention, with P.M. Van Riel as
scientific leader and LCDR F. Pinke as coimnanding officer of the HMS Willebrord
Snellius. This famous expedition would not have been organised without the support of
J.L.H. Luymes. Recently, in 2003 and 2004, the RNLN has commissioned two new
hydrographic survey vessels, with the names HNLMS Snellius (A802) and HNLMS
Luymes (A803).

1.2 Oceanography and sonar

The importance of oceanographic modelling for sonar support is best illustrated by so-
called range-dependent scenarios, here focusing on applications for ASW. In oceano-
graphic tenns, long range sonar perfonnance is mainly affected by eddies, fronts,
internal tides/waves and high-frequency fluctuations. Apart from the effects in the water
column, the sea-bed also has a significant effect on sound propagation and scattering, but
this effect is excluded in the present study. Here we present an example from literature to
demonstrate the range-dependent effects.

Bange (km)

Figure 2 Sound propagation through a front. Top: propagation loss for a receiver depth at 100 m
(left) and at 300 m (right). Bottom: sound ray diagram for source at 40 km (left) and at 42.5 km
from front. Pictures taken from Robins and Harrison (1994).
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1.3 Sound propagation through a front

Propagation through a front is addressed in Robins and Harrison (1994), see Figure 2. In
this figure, examples are given for two receiver depths, and for two source positions
(frequency is 100 Hz). The pictures show that the presence of a front is notjust a slight
modification ofthe sound propagation. Instead, the propagation can change dramatically,
and is dependant on parameters such as sonar depth or position.

Similar examples for the impact of the presence of high frequency internal waves on
sound propagation can be given (Lam, 2005; Elliot and Jackson, 1998; Munk, 1981).
Note that internal (tidal) waves were already measured during the earlier mentioned
Snellius expedition (Lek, 1938; Defant, 1960, p.545).

2. Sonar products for MREA-04

The NL contribution for MREA-04 is best characterised by what it is NOT aiming for:
+ It is not extending any existing oceanographic modelling

» It is not extending any existing acoustic modelling

It is rather combining two existing components: the HOPS regional model provided by
Harvard University (HOPS-MREA04 website), and the active sonar module (REACT)
of the sonar perfonnance model ALMOST (ALMOST website). The HOPS model/
system is forced by meteorological forecasts, in this case the NOGAPS model, and
actual (CTD) measurements were assimilated. The output for sonar perfonnance is
presented (summarised) in simple graphs for maximum sonar range. In this procedure
the following data chain was thus completed:

Meteo model >mocean model >msonar model >moperational product.
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Figure 3 An example of output fields (including current vectors) ofthe regional HOPS model for
temperature (left) and salinity (right) at the sea surface near the coast of SW Iberia.
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Figure 4 Left: ship position A used for sonar perfonnance prediction. Strip’s heading is 120°.
Positions B and C (headings 170 and 190 respectively), further south along the coast are not shown
here. Right: Simplified graph used to present sonar perfonnance for 24 directions (bearings) for tire
first 25 km. Probability of detection for a possible target is roughly indicated by three grey-scales.
The dark grey is used for cases where no calculation could be perfonrred. In the direction of tire
heading of the ship (here 120°), tire sampling of bottom depth (plus symbols) and sound speed
(crosses) is given. In this example 32 bottom segments and 16 sound speed profiles are used for tire
sonar perfonnance calculation.

Figure 5 Sonar perfonnance for position A, based on forecasts of 10 April 2004 after 00, 12, 24
and 84 hours.
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Based on daily forecasts (Figure 3) of 3D-fields of temperature and salinity, the three
dimensional sound speed is calculated at all (forecasted) times. In this “predicted”
enviromnent, sonar perfonnance is calculated for the hypothetical positions of three
ships: A, B and C. These positions (see Figure 4, left, for position A) more or less
simulate a survey along the Portuguese coast south of Lisbon, and crossing the Setubal
canyon. Quite arbitrarily, three different sediment types (coarse sand, muddy sand and
mud, respectively) are used in the calculations for these three locations.

Sonar perfonnance for each position is summarised with a simple graph, see Figure 4
(right), for an example. These graphs are actually displaying probability of detection for
a target given. Detailed sonar parameters and target assumptions can be found in Lam
(2005b). More examples for different forecasts are given for positions A and C in Figure
5 and Figure 6, respectively. An (arbitrary) comparison between range dependent and
single profile (at x=0; i.e. range independent) sonar perfonnance calculations is given in
Figure 7 for position B. All examples are for forecasts of the last day modelled for
MREA-04: 10 April 2004.

Figure 6 Sonar perfonnance for position C, based on forecasts of 10 April 2004 after 00 and 84
hours. The overall perfonnance at this position is worse, because a muddy seafloor is assumed here
(coarse sand at position A).

-MI gii*-vi -nn

Figure 7 Sonar perfonnance for position B, based on forecast of 10 April 2004 after 48 hours.
Here range dependent sonar modelling (left) is compared with sonar modelling based on a single
sound speed profile (range independent, right). Note that this single (forecasted) profile is probably
still much better than the profile taken from any historical database.
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3. Conclusions

Sonar range calculations are perfonned in near real time, as an extension to available
ocean modelling. After the receipt of the ocean fields (HOPS regional forecasts), sonar
ranges were available for the GEOS-server within an hour. These sonar ranges were
delivered daily onboard NRV Alliance from 6 to 10 April 2004.

The sonar ranges provided were quite arbitrary examples, and could be modified for any
other ship’s position, heading and sonar/target specifications. Also, specific sound
propagation conditions, like interactions with fronts and eddies, are not explored. As
stated in the previous section, no effort has been made to validate the range dependent
modelling, which is far from trivial. No realistic bottom sediment database was incorpo-
rated in the modelling.

In the examples shown, variability is relatively small, but significant. This is also the
result ofthe automated (and quite arbitrary) procedure followed. Probably more extreme
differences in the sonar range forecasts can be found. Differences for sonar ranges as
calculated by a single profile from an historical database, although this has not been
tried, are expected to be large. Finally, by incorporating realistic sea floor input more
variability in the sonar ranges is expected.

Acknowledgements

The HOPS regional model output data was provided by the HOPS-Harvard team of Prof.
A.R. Robinson. During the work on board support was provided by Emanuel Coelho,
Michel Rixen and Andrea Cavanna (webmaster). We thank the Captain and crew of
NRV Alliance for the pleasant atmosphere on board during MREA-04. Acoustic
modelling support was provided by the following TNO colleagues: Pieter Schippers,
Frank Benders, Michael Ainslie, Wilco Boek and Hans Groen. This work is carried out
within the OcMod project, as part of the Acoustic Enviromnent Programme of Prof. Dr.
Dick Simons. The work is funded by the Royal Netherlands Navy, and was (is) super-
vised by LCDR Frans Jansen (LCDR René Dekeling). An extended version of this paper
can be found in Lam (2005b).

Websites

HOPS-MREAO04: http://people.deas.harvard.edu/~leslie/BP04
ALMOST: http://www.tno.nl (search for “ALMOST” and “sonar”

References

Defant, A. (1960). Physical oceanography. Vol.Il, Pergamon.

Elliot, A.J. and J.F.E. Jackson (1998). Internal waves and acoustic variability.
OCEANS’98 conference proceedings, 10-14.

Lam, F.P. A. (2005). Analysing the (internal) tides with MREA-04 NCOM data. MREA
workshop proceedings.

Lam, F.P. A. (2005b.) Sonar range estimation using MREA-04 operational modelling.
UDT Europe, Amsterdam 21-23 June 2005, Conference Proceedings.

Lam, F.P.A. et al. (2005). Analysing the internal tides with an operational oceano-
graphic model. MREA special issue J.Marine Systems (in preparation).


http://people.deas.harvard.edu/~leslie/BP04
http://www.tno.nl

230 Sonar range estimation using MREA-04 operational ocean modelling

Lek, L. (1938). Die ergebnisse der strom- und Serienmessungen. The Snellius-expedition
in the eastern part of the Netherlands East Indies 1929-1930. Vol.Il, part 3, Brill,
Leiden. 169pp.

Munk, W. (1981). Internal waves and small-scale processes. In: B.A. Warren and C.
Wunsch (Eds), Evolution of physical oceanography. 264-291.

Otto, L. (2003). Marin Henri Jansen, his activities in connection with the Brussels
maritime conference and his ideas with respect to marine research. VII International
Congress on the History of Oceanography, Kaliningrad, September 8-12, 2003;
http://vitiaz.ru/congress/en/index. html.

Robins and Harrison (1994). ECUA conference proceedings, 487-493.

Van Bennekom and L. Otto (2003). Oceanography in the Netherlands and the Dutch
navy. VII International Congress on the History of Oceanography, Kaliningrad,
September 8-12, 2003; http://vitiaz.ru/congress/en/index.html.

Van Lunteren, F.H. (2003). Buys Ballot en het KNMI. (in Dutch) Ned.Tijdsclmft voor
Natuurkunde 69(5), 152-155.

Van Everdingen, E. (1953). C.H.D. Buys Ballot, 1817-1890. (in Dutch), Daamen, The
Hague.


http://vitiaz.ru/congress/en/index.html

Aviso Altimetry Products: take your pick!
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Abstract

Since the launch of Topex/Poscidon, more than 12 years ago, satellite altimetry has
evolved in parallel with the user community and oceanography. As a result of this
evolution, we now have:

+ Abigger choice of products, more and more easy-to-use, spanning complete GDRs to
pre-computed sea level anomalies and gridded datasets

* a mature approach, combining altimetric data from various satellites and merging
data acquired using different observation techniques, including altimetry, to give us a
global view of the ocean

+ data available in real or near-real time for operational use.

Aviso have been distributing Topex/Poseidon and ERS altimetric data worldwide since
1992, and Jason-1 and Envisat since 2002. Integration of all those missions is one of the
keys to global modelling of the ocean for assimilation in GODAE.

An overview of available products, describing their applications and features, is
presented.

Keywords: Data distribution, satellite altimetry, high-level products

1. Introduction

Aviso stands for Archiving, Validation and Interpretation of Satellite Oceanographic
data. It has been set up in 1992 to process, archive and distribute data from the NASA/
CNES ocean radar altimetry satellite Topex/Poseidon (T/P). Now, twelve years later,
Aviso user service activities encompass:

*  Operational distribution of Topex/Poseidon, Jason-1 and Envisat GDRs

+ Distribution of high-level altimetry products, including operational distribution of
Ssalto/Duacs multimission near-real time products

+ A catalogue of altimetry, orbit determination and precise location products
* Outreach of ocean altimetry, orbit determination and precise location activities.

The Aviso user service is open 52 weeks a year, on working days. Mails are centralised,
with a unique email address (aviso@cls.fr), and answered within five working days.
Expert advice is requested whenever useful, with the whole panel of expertise available
to us, from instruments to oceanography, geodesy, including Calval and processing
expertise.

* Corresponding author, email: vinca.rosmorduc@cls.fr
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All information, whether on data or outreach are updated on the Aviso website
www.aviso.oceanobs.com. in both French and English (a Spanish section is also
available, for basic information).

2. Data users and uses

Aviso users have evolved over the years: the first users were PIs/Co-Is of the T/P
mission, i.e. mostly altimetry experts or at least physical oceanographers with a working
knowledge of altimetry; new users now are mostly neophytes (Rosmorduc and Picot,
2004). There has also been a change from programmers, i.e. people able to write
themselves a program in Fortran or C, to largely software users. Another change is that
even physical oceanographers are no longer specialised in a specific observation
technique. They now use every available observation system and also model outputs to
observe and study a class of phenomena. Thus they do not wish to delve too deeply into
characteristics of each technique, and expect to benefit from a “standardised” dataset
format, highly processed data, and clear, to-the-point, information. Moreover, users are
no longer only physical oceanographers: we are reaching a much wider audience,
including biologists, chemical oceanographers, climatologists, meteorologists, end-
users, students and even school children! The origin of users is also diversified, with
more and more developing countries joining the altimetry users. With the broader
audience came the need for more and more “basic” information, easy-to-use data and
tools, since the new laboratories getting involved do not always have the background in
altimetry data processing that previous users had.

One element to take into account in defining and distributing data is “what for?”: no
dataset can be used for all purposes. If Waveforms or even GDRs contain, by definition,
all the possibilities of the other, higher-level datasets, they may not be practical to users.
Some uses imply non-standard processing (ice, land applications, hydrology to a certain
extent): thus we need to decide whether to send the Waveforms for those applications, or
to deliver specific data for those uses. All in all, one of the main activities of the user
service is to advise potential users on the product most adapted for their needs, computer
skills and altimetry literacy.

3. Datasets

When Aviso first released its data in 1993, those were “only” Geophysical data records,
from Topex and Poseidon-1, distributed on CD-ROMs. Now tilings are both much more
complicated, and much easier. More complicated, since there are today several different
datasets, available either in delayed and/or in near-real time, and on different media, for
different satellites (see Figure 1). And much easier, because data, their format and the
tools to use them are simpler now.

Two main types of datasets are available:

*  “monomission” data, mainly from the Ssalto “basic” ground processing segment,
CMA (Centre Multi-mission altimétrique). This includes:

- Wind/Wave data and Operational Sensor Data Records (OSDR, along-track data)
- (Interim) Geophysical Data Records ((I)GDR, along-track data)
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Waveforms: Sensor Geophysical Data Records (SGDR, along-track data)
Maps of Wind/Wave data (NRT-MWind and NRT-MSWH, gridded data)
Monomission sea level anomalies (DT-SLA, along-track data)

Monomission corrected sea surface heights (DT-CorSSH, along-track data),
including corrections

*  “Ssalto/Duacs” multi-mission altimeter data, which involves post-processing,
homogenisation, etc. This includes:

Maps of Sea Level Anomalies (DT- and NRT-MSLA, gridded data)
Maps of Absolute Dynamic Topography (NRT-MADT, gridded data)
Sea Level Anomalies (DT- and NRT-SLA, along-track data)
Absolute Dynamic Topography (NRT-ADT, along-track data)

where DT (delayed time) means that data used to compute the product were
processed using precise orbit and NRT (near-real time) means that data use Diode
onboard navigator orbit (for OSDR), or preliminary orbit (produced in 2 or 3 days).

From the CD-ROMs of 1993, data distribution media have evolved. With internet,
and high bandw idth, on-line dissemination is possible even for large files. Moreover,
interactive techniques have been developed, so that now only minimum computer
skills are needed to plot a map from altimetry data.
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Figure 1 A whole constellation of data products from ocean altimetry satellites, including multi-

mission products, available along-track and gridded, in delayed and near-real time, for different
uses (oceanography, geophysics, meteorology, operational, etc.), for different users (from experts
to newcomers), and on different media (DVD, FTP, web interactive interfaces, etc.)
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CD/DVD-ROM: Aviso delayed-time data are now mostly distributed on DVD-ROM
(DVD-R) rather than CD-ROM. Jason-1 + T/P GDR are thus sent on DVD every 2
months (6 cycles of both missions) to registered users

* FTP: anonymous FTP, except for Near-Real Time Ssalto/Duacs data of less than 30
days (those need the signature of a license agreement to be accessed)

» Live Access Server: interactive on-line visualisation tool, allows the plotting of
gridded data over the whole earth or on selected regions, as a map, Hovmoller
diagram or along-time evolution curve. Some statistical functions are also available
(temporal and geographical averages, variance)

* Opendap enables access to remote data sets through familiar data analysis and visual-
isation packages (e.g. Matlab, IDL, Ferret, ncBrowse, Live Access Server), just as if
they reside locally on the user’s machine. Opendap handles transport, translation and
subsetting of data

» Images are maps plotted with some of the data.

4. Perspectives

Over more than twelve years. Aviso has gained real experience in the field. During the
same time, applications—both scientific and practical—have diversified, some
expected, some completely unexpected. One of the challenges is to continue serving the
broadest community possible, by implementing new tools (especially interactive ones),
developing dedicated datasets, and keeping in mind standardisation and easiness of use.

However, even the most easy-to-use, interactively accessible and self-explanatory data
shouldn’t be distributed if there is nobody to answer the users’ questions. So, having
people connected with data processing to answer users must continue.

At the very time when altimetry has found its place among the ocean data, and multi-
mission altimetry demonstrated its importance, the future is still insecure, due to
questions of system sustainability (with a high risk of a gap in mission over the next few
years) and consistency with the past.
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Abstract

The Web-based European Dlrectory of Ocean-observing Systems contains compre-
hensive and validated information of all ocean monitoring sites operating in Europe in a
routine and repeated way. A classification system as well as a global and updated survey
of spatial, temporal and parameter distribution of all platforms or devices continuously
operating in the Central and Western Mediterranean region are possible for the first time.
The analysis of EDIOS information can provide crucial elements for the development
and the improvement of harmonised, unduplicated and cost effective Global Ocean-
Observing Systems on different scales according to the different strategic plans.

Keywords: Database, operational oceanography, monitoring systems, in sifu, routing

1. Introduction

The European Dlrectory of Ocean-observing Systems (EU-EDIOS) has been developed
as an initiative of EuroGOOS, to provide information on systematic and long-term
routine ocean-observing, measuring and monitoring systems operating in Europe
(Verduin and Fischer, 2003). Detailed metadata on 366 fixed observing points (meteoro-
logical and meteo-oceanographic platforms, tide gauge and wave-rider buoys) and 1008
hydrological stations (STD/CTD, XBT and bottle casts) related to different areas of the
Central and Western Mediterrancan region (and the Spanish coast on the Atlantic slope)
can be found within EDIOS, as shown in Figure 1. The wide range of information
includes a technical specification on data collection methods, on the measured param-
eters, on their spatio/temporal characteristics, on the responsible organisation, with links
to the data-holding centres, and were acquired thanks to the contribution of 29 institutes
from Italy, Spain, Malta, Slovenia, Croatia, Albania and Yugoslavia, listed in Table 1.

2. The ocean-observing systems classification

The ocean-observing systems have been classified within EDIOS into three broad
categories indicating the ease and freedom of access, degree of automatic data delivery
and support, and the commitments towards international programmes and applications.
This information is of particular interest in the strategic plan design of different Global
Ocean Observing System components (UNESCO, 2000; UNESCO 2001). Almost half
of the ocean-observing systems listed in the Central and Western Mediterrancan region
(21 of 47) have been classified as generating operational data open to all users (fully
available to both GOOS and the GRAs), grade class A, one fifth have been classified as

* Corresponding author, email: agiorgetti@ogs.trieste.it
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generating data available at Regional level (in principle available to EuroGOOS and
MedGOOS), grade class B, while the remaining (17 over 47) have been classified as
local stations, generating data not accessible by external users, a waste of operational
data to EuroGOOS, grade class C. Nevertheless, the 15 different indicators, used in
EDIOS classification and listed in Table 2, can help to identify whether the ocean-
observing systems could be upgraded to a more accessible status, and whether this could
be of major value to operational oceanography in Europe.

Table 1 Institutes contributing to EDIOS in the Central and Western Mediterranean region.
Institute of Oceanography and Fisheries, Split, Croatia

Agenzia per la Protezione dell'’Ambiente e per i servizi Tecnici (APAT), Roma, Italy
APAT, ARPAV-Osservatorio Regionale Acque, Padova, Italy

ARPA Emilia-Romagna—-Struttura Oceanografica Daphne, Cesenatico, Forli, Italy
CNR, Istituto di Scienze Marine, ISMAR/Biologia del Mare, Venezia, Italy

CNR, Istituto di Scienze Marine, ISMAR/Sezione di Trieste, Trieste, Italy

CNR, ISMAR/Sezione Studi Marini e Costieri, Sezione di Venezia, Italy

CNR, ISMAR/Istituto per 'Ambiente Marino Costiero, Sezione di Messina, Iltaly

CNR, Istituto Studi sui Sistemi Intelligenti per I'Automazione, Sezione di Genova, Italy
CNR, IAMC International Marine Center—Sezione di Oristano, Sardinia, Italy

Comune di Venezia—Centro Previsioni e Segnalazioni Maree, Venezia, Italy

CORILA, Consortium for Coordination of Research Activities concerning the Venice Lagoon
System, Venezia, ltaly

ENEA, Centro Ricerche Ambiente Marino, La Spezia, Italy

General Office for Air Force Meteorology, Roma, Italy

Istituto Nazionale di Oceanografia e di Geofisica Sperimentale—OGS, Trieste, Italy
National Center for Meteorology and Aeronautical Climatology, Pomezia, Roma, Italy
ARPA-FVG/OSMER, Osservatorio Meteorologico Regionale, Cervignano, Udine, Iltaly
Provincia di Sassari, Sassari, Italy

Venice Water Authority—Consorzio Venezia Nuova, Venezia, Italy

Department of Public Health, Civic Centre, Zabbar, Malta

Environment Protection Directorate, Environmental Officer, Floriana, Malta

I0I-Malta Operational Centre, University of Malta, Valletta, Malta

National Institute of Biology, Marine Biology Station, Piran, Slovenia

Ente Plblico Puertos del Estado—State Ports Authority, Madrid, Spain

ICM-CSIC, Institut de Ciéncies del Mar, Barcelona, Spain

Instituto Espafiol de Oceanografia—Sede Central, Madrid, Spain

Instituto Geografico Nacional, Ministerio de Fomento, Madrid, Spain

Universitat Politécnica Catalunya/Laboratori d'Enginyeria Maritima, Barcelona, Spain
Institute for Marine Biology, Kotor, Montenegro, Yugoslavia
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Table 2 Classification of all EDIOS entries in the Central and Western region.
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Figure 1 Spatial coverage of ocean-observing systems in the Central and Western Mediterranean.

3. The ocean-observing systems distribution

The global analysis of the spatial distribution of in situ ocean-observing systems in the
Central and Western Mediterranean region, as shown in Figure 1, shows a homogeneous
and continuous coverage in coastal enviromnental monitoring, gathered with physical
and bio-geochemical surveys, sea-level, waves and meteorological buoy networks,
maintained by national agencies (Agenzia per la Protezione delTAmbiente e per i servizi
Tecnici in Italy, Puerto del Estado in Spain, etc.). These coastal networks, aiming to
observe, measure and forecast the main atmospheric and marine coastal processes for
civil and marine enviromnental protection, generate operational data fully available to
GOOS (following EDIOS classification). The spatial distribution of multiparametric
buoys shows a wide dispersion in their geographical displacement (from open-sea to
coastal areas) as well as in data availability (from Global, European to local scale
following EDIOS classification).

The temporal distribution analysis, as indicated in Table 3, shows the longest time series
of observations for sea-level, waves and meteorological parameters. Physical and bio-
geo-chemical coastal survey parameters have been monitored on a continuous basis
since the beginning of the 1980s and assimilated into operational oceanography compe-
tence. Ocean in situ monitoring with multiparametric automated buoys, widely used to
evaluate the accuracy of numerical models simulations, against independent measure-
ments, as well as of remote sensing infonnation, shows the best temporal coverage (in
tenns of accuracy and frequency of observations).
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Table 3 Temporal distribution of ocean-observing systems in the Central and Western Mediter-
ranean

Parameters Start # sites Min. Frequency Average
Frequency
METEO 1960/1984* 273 1 min 1h
WAVE 1989/1982* 50 30 min 1h
SLEV 1968/1943* 150 1 min 15 min
CURRENT 1990 135 5 min 10 min
TEMP, PSAL 1978/1969 41+965 10 min 15d
BIO-GEO-CHEMICAL 1978/1987* 5+854 7d 30d

*Starting date of Italian and Spanish National Coastal Monitoring Networks, respectively

4. Conclusion

The European Dlrectory of Ocean-observing Systems provides a global overview of all
systematic and long-term in situ ocean-monitoring systems, which is and will be updated
in the coming years within Sea-Search, SeaDataNet, EuroGOOS and IODE networks.
Local basin-scale products, as presented in Iona ef a/. (2005) have been made available
to the user community to ensure the most effective distribution of validated end updated
information. The analysis of EDIOS information can provide crucial elements to reach a
harmonised marine research, with reduced duplication of monitoring efforts, sharing and
exchanging of observation and human resources at an international level.
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Abstract

This paper describes an operational database, as part of the operational section of the
Black Sea database for the ARENA project. The database contains information in SHIP
and BUOY code forms from Global Telecommunication System (GTS) over the Black
Sea during period 2000—2004.

Keywords: Black Sea, database, code forms, SHIP, BUOY.

1. Introduction

An operational database, as part of the operational section of the Black Sea database for
the ARENA project has been created at the Hydrometeorological Research Centre of
Russia (HRCR). The database contains information in SHIP and BUOY code forms from
GTS for the Black Sea during the period 2000-2004: sea surface temperature, air
temperature, sea level pressure, wind speed, wind direction, dew point temperature,
visibility, cloudiness, wave height and period, swell height and period. The database
includes some additional parameters for ships and buoys.

2. Relational database organisation

The non-relational databases serve as basic sources of oceanographic data at HRCR.
Creation and use of these databases has sufficient history and is basically focused on
operational use. In addition, the data of observations stored in these databases are
updated cyclically. Obviously, it is meaningful to keep the information, including
oceanographic data, not only in archives, but also in relational databases.

A complex set of programs for inquiry, reception of the information from the database,
checking procedures, selection of duplicated telegrams and loading into other databases
has been created. For loading into the ORACLE database, there is a selection of duplica-
tions, carried out on a unique compound key. The loaded data are located in a non-
normalised table, with each record containing one observation element. In non-
normalised tables the data are stored for several days for removal of duplications. After
that the data are stored in the normalised tables.

3. Black Sea database information

Black Sea data in SHIP and BUOY code forms are sparse. The period 2000-2004
includes data from approximately 500 ships and 50 buoys. The main source of buoy data
is the international pilot drifter experiment in the Black Sea which was operated in
1999-2003. One of the basic goals of the experiment was the investigation of the possi-

* Corresponding author, email: nesterov@mecom.ru
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bilities for creation of a long-life drifter network in the Black Sea for operational
oceanography and hydrometeorology. A total of 49 meteorological drifters were
deployed from October 2001 to April 2003 (Figure 1).

46

45

5 35 33 4 2b 36 « L2
Figure 1 Trajectories of45 drifting buoys from GTS October 2000-January 2004.

The lifetime ofthese 45 drifting buoys varies from 50 to 700 days.

The information in the Black Sea operational database may be used as input for initiali-
sation of models and for assimilation in model simulation processes.
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1. Introduction

The national development project MONCOZE (Monitoring the Norwegian Coastal Zone
Enviromnent; www.nersc.no/MONCOZE/l aims to provide tools and knowledge for
managing the marine coastal enviromnent of southern Norway. It is a collaboration
between oceanographic researchers at the Institute of Marine Research (IMR), met.no
and the Nansen Enviromnental and Remote Sensing Center (NERSC). A fuller
description of the project is given by Johannessen et al (2005). One pillar of
MONCOZE is the Pilot Ocean Monitoring System (POMS), which is the technical
solution to making relevant information available to users.

POMS is a response to recent developments in ocean observing systems, primarily the
availability of operational and pre-operational data products from diverse observations
and numerical models. At the start of the project (2001), a range of observations— both
from satellites and in situ— and numerical model results were already available for
Norwegian coastal and shelf waters, some operational and some ready for operational
implementation. However, the data were (and still are) produced and managed by
different providers. The challenge for MONCOZE was to integrate the available infor-
mation into a fonn readily available for users. In order to do so, two issues needed to be
addressed at the outset:

1. defining the target users and their needs
2. ensuring access to the relevant information products.

User requirements have been a major theme in EuroGOOS since its inception, and a
broad range of users and user needs have been identified (Fischer and Flemming, 1999).
In MONCOZE, the focus is narrowed to coastal and shelf seas ecosystem management,
where public fisheries and water quality authorities are the prime stakeholders. These
users are scientifically knowledgeable and well-versed in interpreting diverse environ-
mental infonnation. MONCOZE has sought close involvement with users, primarily
through consultation with fisheries management at IMR. Access to relevant infonnation
content has to a large degree been ensured, since the three partner institutionsare
providers of a majority ofthe required data. IMR is the main provider ofin situobserva-
tions in Norwegian oceanic waters; NERSC and met.no are providers of satellite data; all
three have strong modelling groups. In addition, met.no supplies an established infra-
structure for handling and dissemination of data products.

* Corresponding author, email: Brace.Hackett(S)met.no
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On this basis, POMS is designed to meet the following general requirements:
* Encompass operational observations, operational model results, off-line products

+ Bring together specified monitoring and forecast products in a consistent presentation
framework

* Ensure timely updating of products

+ Facilitate timely acquisition and dissemination of data products for partners,
management, scientists and value-added users

» Tailor presentation framework for efficient routine analysis tasks
+ Facilitate interactive analysis and commentary.

Notably lacking from this list is public outreach, which is of secondary importance for a
management tool.

MONCOZE is a 5-year project with demonstration periods in 2004 and 2005. POMS is
developed in two phases: a version 1 aimed to demonstrate proof of concept and serve
the mid-tenn demonstration period; a version 2 based on the lessons learned in operating
a POMS, possibly exploiting recent advances in technology and serving the final demon-
stration period. POMS is implemented at met.no and is operated within the operational
ICT service.

2. POMS version 1

The scheme for version 1 (hereafter POMSI) is shown in Figure 1. Data providers are
the MONCOZE partners and all infonnation is disseminated to users via the POMS
server. POMS1 consists of a product repository (ftp server) and a web presentation
server. In order to get a service up and running in a fairly short time, POMSI1 is kept
fairly simple. Nearly all products delivered by the providers are in the fonn of graphics
files. In order to meet the requirements for consistent presentation, “standards” were
defined for plotting data, e.g. map boundaries, variable units, depths, etc. Thus,
production of presentation graphics is located at the data providers and it is their task to
follow the agreed standards; POMSI is essentially a picture viewer.

Providers Server Users
Data /nesting)

Operational ftp
observations server
Operational

models

Offline web

products server

Graphics I Analysis

Figure 1 POMSI architecture.

The main task for POMSI is organising sets of graphics files and maintaining a corre-
sponding web page menu system. The ftp server is checked continuously, and newly
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arrived files are moved to a dedicated repository directory. Organisation of the files is
determined by a file naming convention that ensures uniqueness of each file arriving on
the ftp server. The contents of the repository are re-scanned hourly and all menus on the
web server are updated accordingly. Any fde arriving on the ftp server that follows the
naming convention will then automatically appear on the web server. Over time, the
nmnber of files in the repository grows, disk capacity is filled and response time to the
user suffers. Therefore, the repository is divided into three main sub-directories:

1. Recent data, containing only the most recently arriving operational products. The
nmnber of files is small enough for the response time for updating the menus to be
kept short. In practice, the definition of “recent” varies by product type. For example,
satellite images (5-10 per day) for the last three days are retained here. On the other
hand, operational model products (which are relatively numerous) are only kept for
the latest model ran (daily or weekly, depending on the model). After the preset time
age limit, selected files are moved to the Archive subdirectory.

2. Archive data, consisting of files up to a longer age limit, say, 30 days old. Response
time for accessing these products is considerably slower, but still acceptable. Note
that this response time is independent of bandwidth for the network. Files older than
the age limit are deleted.

3. Background data, containing static products, e.g. depictions of climatology. So far,
the nmnber of data files has been small enough that response time is not an issue.

Figure 2 Screenshot of POMS 1. At top is the main menu. In this view, “Recent data” has been
selected, giving the product-selection menus shown at left (view is truncated at bottom). A product
from tile SST OSI-SAF menu has been selected for viewing in the main window (a satellite SST 7-
day composite). Note: colour scheme has been converted to gray-tone for publication purposes; see
moncoze.met.no for to view full colour rendition.
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The layout of the web pages (see Figure 2) reflects the repository structure. The main
menu line at the top contains pathway buttons to each of the data sub-directories,
presenting their contents by means of pull-down menus in the left panel. Take the
“Recent data” page (Figure 2) as an example. The left panel contains main sections for
satellite observations, in situ observations and model forecasts. Under each section,
buttons and pull-down menus show the available products. To facilitate comparison of
products, the user may choose to display the specified product in the main window
(“This”) or in a pop-up window (“New”). Information on each product is available via
buttons on each pull-down menu.

POMSI also includes an analysis module (Figure 1) to publish an expert assessment of
current conditions based on available infonnation. It is found in the web pages via the
“Latest analysis” button in the top menu. Note also the “Comments” and “Analyst
logon” buttons, which are password-protected pages for comments by users and a desig-
nated analyst, respectively.

POMS is reached through moncoze.met.no. which shows a welcome page containing a
selection of operational products showing the cunent situation in the MONCOZE area.
Users may log on to access the full selection of available products.

3. Lessons learned

POMSI came on-line in the spring of 2003 and has been continuously available since
then. The initial selection of products was heavily biased towards operational ocean
models, since these were readily accessible and easy to plot. Ocean (including
ecosystem), wave and atmospheric model fields from met.no’s operational suite, as well
as pre-operational ocean models from NERSC and met.no, formed the backbone.
Satellite SST fields from the EUMETSAT OSI-SAF provided by met.no were the main
observations, later supplemented by SeaWIFS and MERIS ocean colour imagery
provided by NERSC and by surface current fields from a coastal HF radar system on the
west coast. More recently, daily surface solar irradiance fields derived from AVHRR
(also from OSI-SAF) have been added, as well as sample SAR imagery from ENVISAT
and RADARSATI. Obtaining in situ observations in near-real time (NRT) has proven
more difficult.

Users have pointed out both the usefulness of the infonnation and the shortcomings of
the service. Feedback has been received since the opening of POMSI, and was particu-
larly requested during the first demonstration period in spring 2004. More recently (May
2005), POMS was heavily utilised during a dedicated research cruise in the Norwegian
Coastal Cunent. The operational products were used to direct the observation
prograimne underway. Among the lessons learned are:

* There are too few in situ observation products. The available observations are chiefly
from satellite radiometers, which are degraded by cloud cover

+ Attempts to get all providers to confonn to unifonn plotting fonnats (map projection,
colour coding, etc.) were not entirely successful. The differences are often large
enough to hinder comparison

» Users request more flexibility in selecting views into model data (depths, contour
intervals, etc.)
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Users request the ability to zoom in and out on graphical presentations
Storage capacity for graphics files is a limiting factor

Response time to a ship using satellite communications is acceptable, as long as the
link is maintained

There are some unresolved issues about pennission for displaying satellite products
in an operational service

Users request access to the underlying data

Users request default values in the pull-down menus.

4. POMS version 2
POMS?2 attempts to address the problems encountered by:

More active pursuit of in situ data sets for inclusion. A major step forward is the NRT

delivery of CTD data from research vessels ran by IMR. This supplements other
NRT observations already available at met.no, but not yet displayed in POMS 1: tide
gauge data for Norway, Demnark and UK; ARGO profile data, synoptic marine
meteorological observations (from the meteorological GTS); discharge observations
for Norwegian rivers (from The Norwegian Water Resources and Energy Direc-
torate).

Reorganising the POMS architecture. In the new architecture (Figure 3), all graphical
production is moved to the web-server; providers supply data files to the ftp server
from which they are pre-processed to facilitate graphical rendering using a single
graphics engine. Storage of graphics files is replaced by storage of data files. The
graphics engine used is DIANA, met.no’s tool for Digital ANAlysis (to be available
under open source license from 2006). A benefit ofthis approach is that several ofthe
interactive capabilities of DIANA may be exploited, e.g. a user may seed drifting
objects in a current field at arbitrary locations.

Introducing a new web presentation system. The web presentation system is a web
map server (WMS), compliant with Open Geospatial Consortium standards
(www.opengeospatial.orgt. WMS facilitates not only interactive presentation in a
GIS-like web site, but also exchange of infonnation layers with compliant third party
servers. The latter facility allows dissemination of infonnation without breaching
constraints on data security. Adoption of this technology results in part from
experience with the EU-funded project DISMAR (www.nersc.no/Proiects/dismar/).
The use of open standards is deemed important for operational robustness and to
ensure exchange of infonnation layers. The basic page and menu design is similar to
POMSI.
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Data

Operational ftp server
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models

Offline Analysis
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Graphics web server

Figure 3 POMS2 architecture.

POMS2 will replace version 1by the end of2005. Issues concerning access to data sets
and display of certain satellite data have not been fully addressed yet. MONCOZE is a
development project. If and when POMS is moved to sustained operations, these issues
will need to be resolved.
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Abstract

The meta-data management carried out by the Hellenic National Oceanographic Data
Centre within the EC EDIOS Project for the Eastern Mediterrancan and Black Sea is
presented. The collected meta-data information for the observing systems that operate in
routine and repeatedly in the region is described. An Internet accessible meta-database
was developed and made available to the user community as a CD-ROM.
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1. Introduction

A significant part of world economic activity and a wide range of services, amenities and
social benefits depend on the wise use of the sea. These activities are subject to uncer-
tainty, loss of efficiency, and direct costs and damage caused by various alterations of
the marine environment. This is in particular true for the Mediterrancan and the Black
sea basins, where there is outstanding evidence that they are both undergoing naturally
and anthropogenically induced changes on a multitude of time-scales. Therefore, infor-
mation on ocean observing, measuring and monitoring systems operating in the above
mentioned basins is of vital importance for a great variety of operational data users. Such
information, for example, is useful for operational researchers, who need real time data
to calibrate their models, as well as for supporting the global projects that study the
environmental changes and the weather forecasting programmes. Likewise, the above
information facilitates public authorities and policy makers to reach the right decisions
and adopt resolutions for better management of the existing knowledge and for formu-
lating the basis of predictions and strategies for the rational exploitation, effective
management and protection of the marine environment and its resources.

2. Regional data centre assembling

2.1 Meta-data acquisition

In 2001 an initiative was undertaken by EuroGOOS for the development a European
DIrectory of Ocean-observing Systems (EDIOS). The project gathered information on
ocean observing, measuring and monitoring systems in the seas and oceans surrounding
Europe. This information is considered a powerful tool and a prerequisite for the full
implementation of EuroGOOS, by allowing for the first time an analysis of the continu-
ously available data for operational models in Europe.

* Corresponding author, email: sissy@hnodc.ncmr.gr
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The Hellenic National Oceanographic Data Centre, [which operates in the Hellenic
Centre for Marine Research (HCMR/HNODC)], as a Regional Meta-data Sampling
Centre of the EU/EDIOS Project, for the Eastern Mediterranean and the Black Sea,
established contacts with 25 institutes from 9 countries in the region (Bulgaria, Cyprus,
Georgia, Greece, Israel, Lebanon, Romania, Turkey and Ukraine). Detailed Meta-data
Infonnation Fonns (MIFs) for 2103 points (hydrological, chemical, biological, meteoro-
logical data, multiparameter buoys, tide gauges), 12 areas (hydrological, satellite data)
and 146 tracks (hydrological, biological data), were collected through a wide joint co-
operation of the countries of the above regions. These provide infonnation related to the
geographical position of the observations, the type and sampling frequency of measure-
ments, the instruments and devices used, as well as the research prograimnes and the
responsible institutes along with their conespondent links. The geographical distribution
ofthe “Ocean Observing Platforms” as well as the “Satellite data” is shown in Figure 1
and Figure 2 respectively.

Figure 1 Geographical distribution ofthe Ocean Observing Stations.

Figure 2 Satellite data coverage.
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2.2 Dissemination of meta-data information and products

A regional web site for the Eastern Mediterranean and the Black Sea was developed by
HNODC in order to facilitate the dissemination of the project results and promote the
project in the region (http://hnodc.ncmr.gr/edios). The system provides all the related
infonnation and allows on-line submission of the completed MIFs. The collected meta-
data have been organised in a regional database accessible from the web site. The tools
that were used for the development of'the database are MySQL relational database, PHP
scripting language and Javascript. The database enables the users to retrieve and
download all the meta-data infonnation connected with the observing stations, using
multiple selection criteria, such as geographical coordinates, platfonn type, parameter
and instrument type, station type and country.

Furthennore, a CD-ROM with the meta-data related database was produced and made
available to the scientific community. The CD-ROM included the meta-data of the rest
of the Meditenanean Sea collected from the French Data Centre (IFREMER/SISMER)
and the Italian Data Centre (OGS) for the western and central region respectively. The
software was developed by HCMR/HNODC using Borland’s “Delphi” Object Oriented
Developers Platfonn and ESRI’s “Map Objects” Mapping and GIS components. It
consists of an interactive map and selection criteria in the upper part ofthe window while
the query results are shown in the lower part. The interface is shown in Figure 3.
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Figure 3 Application interface ofthe CD-ROM “Thalassa 2005”.

The database of the Mediterranean and the Black Sea will be maintained and regularly
updated in the future and the updates will be available at HNODC/EDIOS website.
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Abstract

Coastal nations worldwide are experiencing changes in their coastal marine and
estuarine systems that jeopardise sustainable development, human health and safety, and
the capacity of marine ecosystems to support products and services valued by society.
Because these changes and their causes often transcend national borders, national
concerns over their impacts have led to numerous international agreements that require
sustained, timely, routine and reliable assessments of the condition of coastal marine and
estuarine systems and timely predictions of the effects of natural hazards, climate change
and human activities on them. Implementation of the coastal module of the Global Ocean
Observing System (GOOS) will provide data and information required to achieve these
objectives. To these ends, the Coastal Ocean Observation Panel (COOP) has completed a
strategic implementation plan that presents recommendations for the phased devel-
opment of a Global Coastal Network (GCN) through the establishment and networking
of GOOS Regional Alliances (GRAs), National GOOS programimes, and existing global
programmes. This presentation summarises recommended high priority actions for

1. Implementing the observing, data management, and modelling elements of the GCN
2. Capacity building on a global scale

3. Pilot projects critical to establishing the GCN

4. The implementation of performance metrics needed to improve the GCN over time.

1. Introduction

In 2003, over thirty nations agreed to a declaration at the Earth Observing Summit
affirming the need *“to monitor continuously the state of the Earth, to increase under-
standing of dynamic Earth processes, to enhance prediction of the Earth system, and to
further implement our international environmental treaty obligations”, and, thus the need
for “timely, quality, long-term, global information as the basis for sound decision
making.” A 10-year implementation plan for establishing a Global Earth Observing
System of Systems (GEOSS) was completed in February, 2005. The Global Ocean
Observing System (GOOS) is the oceans and coasts component of the GEOSS.

GOOS is developing as a global network that systematically acquires and disseminates
data and information based on requirements specified by groups that use, depend on,
manage or study marine and estuarine systems (UNESCO, 1998). The observing system
consists of two related and convergent modules:

* Corresponding author, email: t. malone@ocean.us
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1. An open ocean module concerned primarily with detecting and predicting natural
hazards and changes in the ocean-climate system and their effects on marine opera-
tions and services

2. A coastal module concerned primarily with effects of human activities, natural
hazards and climate change on public health risks, the condition of coastal marine
and estuarine ecosystems, and the living resources they support (Malone et al., 2005).

Together, these modules are being designed and implemented to provide data and infor-
mation needed to achieve six related societal goals:

» Improve predictions of weather variability and climate change

+ Improve the safety and efficiency of marine operations

+ Mitigate the effects of extreme weather (e.g. tropical storms) more effectively
* Reduce public health risks

+ Protect and restore healthy ecosystems more effectively

+ Sustain living marine resources.

Table 1 Examples of the drivers of change (forcings) and associated phenomena of interest in
coastal marine ecosystems that are the subject of coastal GOOS (UNESCO, 2003).

FORCINGS OF INTEREST
+ Global warming, sea level rise
“Natural” » Natural hazards (extreme weather, seismic events)
+ Currents, waves, tides and storm surges
» River and groundwater discharges, sediment inputs

+ Alteration of hydrological and nutrient cycles

* Inputs of chemical contaminants and human pathogens
Anthropogenic » Harvesting natural resources (living and non-living)

» Physical alterations of the environment

+ Introductions of non-native species

PHENOMENA OF INTEREST

» Variations in sea surface temperature; surface fluxes of momentum,
heat and fresh water; sources and sinks of carbon; sea ice

» Variations in water level, bathymetry, surface winds, currents and
waves; sea ice; susceptibility to natural hazards

» Storm surge and coastal flooding; coastal erosion; susceptibility to
natural hazards; public safety and property loss

» Risk of exposure to human pathogens, chemical contaminants, and
biotoxins (contact with water, aerosols, seafood consumption)

» Habitat modification, loss of biodiversity, cultural eutrophication, harmful
algal events, invasive species, chemical contamination, diseases in and
mass mortalities of marine organisms

» Fluctuations in spawning stock size, recruitment and natural mortality;
changes in areal extent and condition of essential habitat; food availa-
bility

» Aquaculture production and water quality

Climate & weather
Marine operations
Natural hazards

Public health

Healthy Ecosystems

Living marine resources

Achieving these goals depends on the capacity to rapidly detect and provide timely
predictions of a broad spectrum of coastal phenomena of interest (Table 1).
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During the decade since UNCED in 1992, substantial progress has been made in the

design and implementation of the open ocean module (UNESCO, 1999; Koblinsky and

Smith, 2001). In contrast, although a high priority of the international community, devel-

opment of the coastal module has been slow. This is due in part to two related limita-

tions:

1. The lack of capacity to rapidly and routinely detect changes in those phenomena of
interest that require measurements of biological and chemical variables

2. The lack of operational models required to predict the occurrence of or changes in
phenomena of interest relevant to human health, ecosystem health, and living marine
resources.

Thus, improving operational capabilities of GOOS in these areas depends on major

advances on at least three research fronts:

+ Development of integrated data communications and management systems that
provide rapid access to diverse data from many sources

+ Development of in situ and remote sensing techniques for near real-time provision of
data on key biological and chemical variables

+ Development of data assimilation techniques and coupled physical-ecological
models that can be run in an operational mode.

As recently approved by the Intergovernmental Committee on GOOS (I-GOOS), the

Implementation Strategy for the Coastal Module of GOOS recognises these challenges

and recommends procedures for addressing them (UNESCO, 2005).

2. Design of the Coastal Module
Key design considerations include the following:

1. Although each goal given above has unique requirements, they have many common
requirements for observations, data management, and modelling

2. Phenomena of interest are often local expressions of larger scale changes in the ocean
basins and coastal drainage basins

3. The observing system must efficiently link observations and models via data
management and communications and it must deliver data and information in forms
and at rates required by groups that use, depend on, manage and/or study marine and
estuarine systems

4. The system must be multidisciplinary

5. Priorities, requirements and capabilities for observations and data analysis vary
among countries and regions

6. Many of the clements needed to build the observing system are in place

7. Operational capabilities for improving marine operations and services and mitigating
the impacts of natural hazards are more advanced than those for ecosystem-based
management of public health risks, water quality, and living marine resources

8. The observing system will be implemented by nations and regional bodies.
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To address these considerations, the Integrated Strategic Design Plan for the Coastal
Module of GOOS (UNESCO, 2003) calls for the implementation of regional coastal
ocean observing systems (RCOOSs) and the networking of these systems globally to
fonn a Global Coastal Network (GCN). GOOS Regional Alliances (GRAs) and national
GOOS programmes (Figure 1) are in the process of establishing RCOOSs through the
engagement of stakeholders and partnerships with existing regional programmes (e.g.
LME programmes. Regional Seas Conventions and Regional Fishery Bodies).

* boos
Black Sea

OSvB GOOS

Kinoi.0 0 S7~>V

Med GOOS

GOOS
Africa

Figure 1 GOOS Regional Alliances (GRAs) and National GOOS Programmes (dark grey).

Although elements ofthe GCN are in place, they are not linked and integrated. Observa-
tional elements that are to be linked to fonn an integrated system of observations include

L

Coastal networks for near shore observations (e.g. the global network of coastal tide
gauges, GLOSS)

Fixed platfonns, moorings, drifters, and underwater vehicles for in situ measure-
ments

Research and survey vessels, volunteer observing ships

Airborne, space-based and land-based remote sensing remote sensing from satellites
and aircraft; research and survey ships.

The GCN will

L

2.

Measure, manage and analyse coimnon variables needed by all or most coastal
nations and regions

Establish a sparse network of sentinel and reference stations for early detection ofthe
effects ofland-based inputs (e.g. freshwater, sediments, dust, and nutrients) and basin
scale variability (e.g. the El Nifio-Southem Oscillation, North Atlantic Oscillation,
Pacific Decadal Oscillation)

Apply internationally accepted standards and protocols for measurements, data
telemetry, data management and modelling.
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The provisional common variables include geophysical variables (temperature, salinity,
currents, waves, sea level, shoreline position, bathymetry, sediment grain size), chemical
variables (dissolved inorganic nutrients, dissolved oxygen, sediment organic content),
biological variables (faccal indicators, phytoplankton biomass, benthic biomass), and
biophysical variables (optical properties). Depending on national and regional priorities,
GRAs may increase the resolution at which the common variables are measured,
supplement common variables with the measurement of additional variables and provide
data and information products that are tailored to the requirements of stakeholders in the
respective regions.

3. Implementing the Coastal Module of GOOS

The Implementation Strategy for the Coastal Module of GOOS presents the COOP
recommendations for developing the coastal module in six related areas:

1. The measurement subsystem (regional development, establishing the global coastal
network, and data telemetry)

2. The data management subsystem (general requirements and design; establishing
common standards and protocols; national, regional and global data organisations;
challenges, current capabilities and plans for improvement)

3. The modelling and analysis subsystem (community-based modelling, developing and
improving regional modelling capabilities)

4. Developing and improving capacity (capacity building in the developing world,
improving operational capabilities of the coastal module through research)

5. Developing the coastal module through pilot projects (building capacity in the devel-
oping world, improving operational capabilities)

6. Performance cvaluation (indicators of performance, phased implementation of
performance evaluations, immediate actions needed to evaluate the performance of
subsystems).

The over 50 recommendations made by the COOP cannot be reviewed here, so recom-
mendations the Panel believes are immediate priorities for global development of the
coastal module are highlighted here.

3.1 The Global Coastal Network

Given current operational capabilities and the socio-economic impacts of coastal
flooding worldwide, a high immediate priority is the development of multi-hazard
forecasting capabilities to mitigate more effectively the impacts of coastal flooding on
coastal communities, ecosystems and living marine resources. As a minimum, a multi-
hazard system should be developed as part of the GCN to manage and mitigate the
impacts of coastal flooding caused by tsunamis, tropical storms, and extra-tropical
storms.

Observing subsystem
+ Review and update the recommended set of common variables

+ Determine requirements for observations and establish internationally accepted
standards and protocols for in sity measurements
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+ Periodically review the quality and utility of coastal satellite products in light of
remote sensing requirements recommended by the IGOS Coastal Theme Team

» Determine optimal locations for stations and transects that will provide early
warnings of the effects of basin scale events and land-based sources on coastal
systems.

Data management and communications

The Data Management System (DMS) should be a distributed, web-based system that
provides rapid access to diverse data from many sources. Key recommendations include
the following:

» Establish nested networks on national, regional and global scales for managing non-
geophysical variables that employ common metadata standards, enable data
discovery and access, develop web services, and establish archives

» Explore the ability of JCOMM-IODE to manage biogeochemical data streams.
Modelling

Development of operational modelling capabilities is critical to establishing a user-
driven system in which data requirements for models drive the development of the DMS
and observational subsystems. The key to achieving this operational objective and
improving operational capabilities is the development of community modelling
networks.

» Establish community modelling networks to develop ensemble modelling capabil-
ities for predicting the time-space extent and impacts of coastal flooding, for
predicting coastal erosion, and for ecosystem-based management of public health
risks, water quality and living marine resources.

3.2 Pilot projects

Current operational capabilities of the GOOS are most advanced for those goals that
require meteorological and physical oceanographic data (safe and efficient marine opera-
tions, forecasting extreme weather and associated phenomena such as storm surge
flooding) and least advanced for those goals that require chemical, biological and
ecological data. Operational services for physical variables already exist at the local and
regional level for coastal regions in Europe, USA, Japan, SE Asia, Australia, and in
offshore oil and gas sectors globally. Developing a coastal module of GOOS that
provides data and information needed to achieve all six societal goals will require
research and efficient use of new technologies and knowledge to improve operational
capabilities of the coastal module. Pilot projects are critical to this process, and the
COOP strategy recommends a set of high priority pilot projects that will build capacity
to enable developing countries to participate in and benefit from GOOS and improve
operational capabilities. Four of these are highlighted here as high priorities:

1. Global Storm Surges and Flooding Risk: Coastal flooding is an ever present threat
to many low-lying, coastal regions. Storm surge models are now run operationally for
many coastal regions and can provide very useful short term forecasts (lead times of
hours to days) of coastal flooding. The main objective of this project would be to
construct a storm surge modelling system with global coverage that can provide
short-term forecasts and decadal-scale hindcasts, and also be used for climate change
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scenarios. The development of such a system would also provide a good opportunity
for capacity building and allow the surge modelling community to clearly define the
required accuracy and resolution of coastal wind and air pressure forecasts and
reanalyses. A community-based modelling approach should be employed.

2. Development of coastal ocean colour products: Spatially synoptic assessments of
phytoplankton on the scales of coastal marine and estuarine ecosystems are possible
only from remote sensing of ocean colour. In addition to phytoplankton pigments,
concentrations of coloured organic matter and suspended sediments can be extracted
from space-based measurements of ocean colour. However, the optical complexity of
most coastal waters and problems in removing the effects of land and the atmosphere
from the signal detected from space lead to substantial uncertainties in estimates. For
delivery of ocean colour data-products on global scales of known quality, pilot
projects are needed to establish standard procedures for developing, evaluating and
improving ocean colour algorithms for translating ocean colour into useful products,
e.g. comparable estimates of surface fields of chlorophyll , CDOM, turbidity, and
water clarity from different regions.

3. Couple shelf and deep ocean models to increase the skill of coastal circulation
models: Quantify the increase in predictability of physical and biogeochemical
conditions on the shelf that result from using open boundary conditions generated by
deep ocean forecast systems such as those being developed by GODAE. It will be
advantageous to conduct pilot projects in contrasting regions (€.g. narrow versus
wide shelves, eastern versus western boundaries of ocean basins). It will also be
important to supplement shelf modelling with an active shelf observation programme
to calibrate and validate coastal models.

4. Develop coastal data assimilation experiments patterned after GODAE: Real-
time assessments of changes in surface current fields and directional wave spectra are
needed to address all six societal goals of the coastal module. Thus, the COOP
recommends that coastal GODAE projects (CODAE) be implemented that integrate
data streams from land-based remote sensing (HF radar), in situ measurements
(ADCP current meters) and space-based remote sensing (SAR, scatterometry, sea
surface height) to provide near real-time, high resolution maps of sea surface currents
and waves for coastal regions.

3.3 Implementing mechanisms

The global ocean-climate component of GOOS is in the process of being implemented
under the oversight of the Joint Commission for Oceanography and Marine Meteorology
(JCOMM) which has established programme arcas for observations, data management,
products and services and capacity building. Currently, there is no equivalent body to
oversee implementation of the coastal module on a global scale.

The GCN will develop by incorporating existing global programmes (¢.g. space-based
remote sensing, GLOSS, GCRMN) and by networking or scaling up of elements
developed for RCOOSs (e.g. capacity to down-link and interpret data streams from
space-based sensors, CPR). To achieve this, a global body is needed to coordinate global
development of a GCN that meets national and regional needs, ensures interoperability
and enables effective capacity building. Thus, the COOP recommends the establishment
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of a Global Body of GRAs to represent the interests of participating countries and to
coordinate the development of a GCN that meets the coimnon data and information
needs of all regions (Figure 2).

To begin this process, the COOP recoimnends the fonnation of an ad hoc JCOMM-
GSSC Task Team to work with GRAs to address two immediate issues:

1. Agree on a mechanism or mechanisms to coordinate global implementation

2. If needed, begin the process of establishing expert teams corresponding to the
JCOMM Prograimne Areas.

Priorities for global implementation include

- establishing multi-national partnerships for building capacity in the developing
world through GRAs, especially in the southern hemisphere and the western
Pacific

- funding pilot projects for building capacity and improving operational capabil-

ities.
I-GOOS
GSSC
] u
ICR)PCI
Global ,
GRA Body > JCOMM
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Figure 2 GOOS is developing under the auspices of the Intergovernmental Committee on GOOS
(I-GOOS). The GOOS Scientific Steering Committee (GSSC) provides scientific and technical
advice to ensure the development of a scientifically sound system. The JCOMM oversees opera-
tional development of the global ocean-climate module of GOOS in four programme areas. The
COOP recommends a parallel structure for overseeing the development of the coastal module.
Solid lines represent formal lines of communication. Dashed lines represent coordination and
collaboration.
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Abstract

The EC project GRAND aims at supporting the GOOS Regional Alliances (GRAs) to
improve local operations in coastal waters by using products from the Global Ocean
Observing System. The GRAs link over 100 institutions from 83 countries all around the
world. They have begun to co-ordinate their efforts to maximise the benefits of GOOS
for operational oceanography. EuroGOOS is leading the way. In GRAND the GRAs
have identified two key technical problems that must be overcome to link the coastal
zone to GOOS:

1. Bridging the gap in scales between global observations and local needs
2. adding ecosystem information.

GRAND is designing a regional strategy to address these problems by using advanced
technologies and methods. It will start by adapting two state-of-the-art European
modelling technologies using unstructured adaptive meshes and Lagrangian Ensemble
ecology. These technologies will then be integrated into a prototype What-If? Prediction
system. GRAND is also assessing the status of assets and needs of each regional system.
These activities liec in the mainstream policy of the IOC/UNESCO Inter-governmental
Committee for GOOS.

Keywords: GOOS, I-GOOS, GRAND, GRAs, GRC, operational oceanography,
regional strategy, nowcast, forecast, what-if? prediction.

1. Introduction

1.1 Operational oceanography

Operational oceanography provides information and predictions about aspects of the sea
to address a range of customer needs such as water quality, port and off-shore installation
design, fisheries and aquaculture, tourism, transportation, exploitation of resources and
coastal development. Operational oceanographers use tools developed to explore the sea
and modelling methods that oceanographers have developed to understand what they
discover. The classical techniques of observation and prediction by induction assume
that the system is linear and stationary. They have been successful in solving many
problems. But a new framework, no longer stationary and linear, is emerging because of
the pressure of population growth on natural resources, the legacy of non-sustainable
exploitation, and the response of the biosphere to changes in pollution and radiative
forcing. Inadequate simulation of ecology and lack of data at the regional scale are
limiting coastal operational oceanography.

* Corresponding author, email: vallerga@ge.cnr.it
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1.2 The role of GOOS in operational oceanography

WOCE successfully tested the use of global observations to describe coherent structures
in the marine environment. This led John Woods to launch, at the Second World Climate
Conference in 1990, a Global Ocean Observing System to enable permanent observation
of seas and oceans and prediction of future change (Woods 1991, 1992, 1993). In 1992
the UNCED endorsed this global system of ocean observations and the 10C formally
initiated the GOOS, later joined by WMO, UNEP and ICSU. It is steered by I-GOOS,
the Inter-Governmental Committee for GOOS.

GOOS is a global system designed to produce global-scale products with the potential to
improve operational oceanography at local level. It also provides the marine data needed
for the Global Climate Observing System, proposed to WMO soon after GOOS was
launched. Climate has since become the major driver for GOOS products. GODAE is the
first global trial. It will assess the products obtainable from a prototype GOOS array,
mainly of satellite altimeters and ARGO floats.

However, the great majority of customers for operational oceanography, and therefore
for GOOS, are concerned with processes in the coastal zone that are important even
when the climate is stationary. So the IOC has strongly supported the development of a
coastal strategy for GOOS, and the coastal states have focused the I-GOOS goals in
2002-2005 on coastal customers. The [-GOOS goals are:

1. transfer prototypes from research into operations
2. leamn from the regions

3. empower the regions

4. address operations in EEZs.

Specific initiatives were taken to support each goal. The EC project GRAND supports
these I-GOOS goals.

1.3 The regional approach and GRAND

I-GOOS recognises that creating an effective GOOS will depend critically on the co-
ordinated development of regional activities. Thus I-GOOS is supporting the GOOS
Regional Alliances, each of which is grouping major institutions from countries with a
shared interest in a specific area of the marine environment. The GOOS Regional Forum,
initiated by [-GOOS, facilitates the sharing of best practice. The GOOS Regional
Council (GRC), formed by the heads of the GRAs, provides a decision-making body for
the regions acting collectively. The GRC provides a coherent voice expressing the needs
of coastal customers in GOOS. In so doing it balances the Climate Convention which
expresses the needs of climate customers in GOOS.

I-GOOS and MedGOOS proposed GRAND to the EC to empower the regions to link
their coastal zones to GOOS. The partners of the project are eleven GRAs (Figure 1):
MedGOOS, Africa GOOS, Black Sea GOOS, EuroGOOS, GOOS Regional Alliance of
South Pacific, Indian Ocecan GOOS, I0Caribe GOOS, North East Asia GOOS,
OceAtlan, Pacific Islands GOOS, and South East Asia GOOS. The advanced technol-
ogies are being developed by Imperial College London.
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Figure 1 The GRAs in 2005. Their boundaries are indicative. From www.grandproiect.ora.

2. The challenge of GRAND

The main challenge for GRAND is to design a regional strategy to extract local benefits
from the global scale products of GOOS. This is supported by identification of essential
technologies, a survey of regional assets and needs, advanced training workshops and
publications. GRAND strongly supports the participation of developing countries in
GOOS and GEOSS, while promoting the European contribution to the global observing
systems, GMES. To derive maximum benefit from GOOS for coastal communities the
GRAs require action in two broad areas: technical— data, science and technology;
organisational— co-ordination, skilled people and funds. GRAND is helping the GRAs
to address this challenge of linking the coastal zone to GOOS.

2.1 Data

The work done in GRAND has shown that considerable capability already exists
throughout the GRAs to collect data at the length and timescales necessary to solve local
problems. The GOOS is designed to collect data at the global scale. There is a gap in the
spectrum of data collection at a regional level between the local and global ocean scale.
Field trials are needed to assess the impact of'this gap on local services and to design an
effective way forward. They will extend the work of GODAE.

2.2 Science and technology

The GRAs have identified two key technical barriers to linking coastal needs to GOOS
products:

1. gap in scales

2. lack of ecosystem information.
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Predictive techniques and modelling are a particular weakness. The traditional method of
nesting models within models can lead to errors. An important goal is to introduce
modelling techniques that permit an error-free transition between scales.

Many problems in coastal areas are related to chemical and ecological factors rather than
just the physics of the marine enviromnent. Yet the majority of marine models are
physical. Simulating the ecosystem better in operational models is a high priority.
Biofeedback in ecosystem models produces non-linearity that cannot be addressed effec-
tively by the method of induction used in operational oceanography.

3. The GOOS gap

Coastal communities should benefit from the large investment in GOOS, but concen-
tration of effort lias so far been on physical properties of the ocean, and there is a lack of
capability to address ecosystem response. The Climate Convention lias developed a
strong customer-pull for a clearly-defined problem. The GOOS observations are at the
appropriate scale for that problem. The Coastal Scientific Community has not developed
a similar customer-pull because the problems are diverse, the observation length and
time scales are different, and there are technical and scientific problems with the
transition between global and local scales, and of ecology. Before the founding of the
GRC there was no clear organisational structure that could co-ordinate a coherent input
to GOOS from the multitude of local end-users. This has resulted in a “GOOS Gap”
illustrated schematically in Figure 2.
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Figure 2 The GOOS Gap (Woods and Morrice, 2006).

4. New technology

A significant element of the “GOOS Gap” arises from deficiencies in three areas:
1. modelling error generation

2. What-if? predictive capability

3. addressing ecosystem response.
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The capacity building in GRAND focuses on the transfer of new technologies to close
that gap, plus the training and support necessary to exploit these technologies within the
regions.

4.1 Ocean circulation modelling

Closing the GOOS gap lias top priority for service providers seeking to use GOOS
global-scale products to improve their products for coastal customers. The classical
solution, nested models, is known to produce errors. Those errors can be avoided by
adaptive mesh modelling, developed at Imperial College London (Ford et al., 2004).
This technology pennits much more realistic representation ofbathymetry (Figure 3) and
ocean circulation by automatically providing enhanced resolution wherever it is needed,
for example to describe flow interaction with bathymetry, or transient jets and fronts.
Such very high resolution is computationally affordable because it is only provided
where needed. Adaptive mesh technology is incorporated in the Imperial College Ocean
Model (ICOM), which also features non-hydrostatic dynamics and advanced data assim-
ilation. ICOM was presented at the GRAND Workshops. The effectiveness of ICOM is
being demonstrated by simulating the interaction between circulation in a coastal lagoon
and the open Mediterranean Sea.

Figure 3 Unstructured mesh bathymetry around Malta produced for MAMA (Gorman, 2005).

4.2 Ecology

Many of the customer needs for operational oceanography, such as fisheries, pollution,
toxic blooms and cholera epidemics require the model to incorporate ecosystem
processes. It is necessary to adopt an ecosystem metamodel that guarantees global
stability and therefore reliable predictions under a wide range of conditions. Popova et
al. (1997) have shown that the Eulerian metamodel widely used in research on biological
oceanography (e.g. in ERSEM) is not globally stable. However Woods et al. (2005) have
demonstrated that the Lagrangian Ensemble metamodel (Woods, 2005) is globally
stable. LE modelling underpins the new science of Virtual Ecology, which promises
useful predictability for operational oceanography, especially for What-if? Prediction in
support of planning (Woods, 2006). The Virtual Ecology Workbench (VEW), which
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automates the creation and analysis of Virtual Ecosystems was demonstrated in the
GRAND Workshops. The VEW training manual is one of the GRAND publications.

5. The GRAND publications

5.1 The GOOS Regional Prospectus

The GOOS Regional Prospectus gathers all the ideas and data generated by GRAND into
a self-contained publication that will be used by the GRAs to explain the strategy they
are adopting to improve coastal operational oceanography by exploiting the global-scale
products of GOOS. The chapters address: Operational oceanography; The challenge;
Global Ocean Observing System; New technology; A regional approach; Regional
funding opportunities, A regional strategy. The GOOS Regional Prospectus is being
written by John Woods and Alex Morrice with input from all GRAND members. The
follow-up project GRACE will (if funded) produce a detailed implementation plan.

5.2 The VEW Training Manual

The VEW (Virtual Ecology Workbench) is a powerful and flexible software tool for
creating virtual ecosystems without the need for programming. Its graphical user
interface helps the user to specify the model, the scenario for forcing by exogenous
processes, and the environmental events that are the subject of What-If? Prediction.
GRAND is funding the preparation of the VEW training manual.
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Abstract

This paper presents a near-operational system enabling continuous monitoring of the
circulation and stratification of the Black Sea. The system is based on the regional
atmospheric model with a 24 km grid step, a primitive equation model of the Black Sea
circulation with a 5 km grid step, a nine-compartment basin-scale ecosystem model with
the same spatial resolution and a set of local circulation models with a resolution of 0.5—
1.2 km nested near the coast of the riparian countries. The basin-scale circulation model
assimilates sea surface anomalies, provided in near real time by AVISO (France) and
surface temperature (via direct reception of AVHRR). The output of the system includes
near surface meteorology, three-dimensional hydrography and surface chlorophyll
concentration. Surface drifting buoys provide data for validation of surface current
velocity and sea surface temperature. Profiling floats are used for validation of a weekly
mean velocity, temperature and salinity profiles.

Keywords: numerical modelling, operational oceanography, assimilation, ecosystem
model.

1. Introduction

The EC project ARENA started in 2003. One of the project goals is to establish a pilot
nowcasting/forecasting system in collaboration with Black Sea GOOS and other interna-
tional projects being carried out in the basin. The general structure of the regional
nowcasting/forecasting system was designed during the first year of the project. It was
arranged that the minimal nowcasting/forecasting system of the Black Sea basin should
have a regional weather prediction model, basin-scale circulation and ecosystem models
and high-resolution circulation models for coastal regions which are most important for
potential users. It was also evident that basin-scale models should have a data assimi-
lation capacity to achieve relevant accuracy of nowcasted and forecasted fields. The
assessment of the available resources in the region has shown that the development of

* Corresponding author, email: ipdop@ukrcom.sebastopol.ua
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the Black Sea nowcasting/forecasting system could be made by means of careful coordi-
nation of the ongoing national modelling activities. On the other hand it was evident that
the Black Sea countries are not themselves able to provide the data for assimilation into
models. Therefore the Black Sea nowcasting/forecasting system development is based
on the available resources in the region with broad international collaboration.

2. Initial observing system

The initial Black Sea observing system consists of three components. The most
important is the remote sensing component combining data from several space missions.
Data from space altimeter missions are processed by both the NASA Ocean Pathfinder
project and the AVISO service and adjusted to the Black Sea basin by Korotaev et al.
(2001). The output of the altimeter data preprocessing is the dynamical topography of the
Black Sea surface. Korotaev ef al. (2001) and Korotaev ef al. (2003) have shown that a
broad range of the basin variability is reproduced well, starting from mesoscales. Data
from the IR scanner AVHRR are available in the Black Sea region through direct
reception by HRPT receiving stations in Turkey and Ukraine. MHI-NASU regularly
processes this data to retrieve and map the Black Sea surface temperature. Ground truth
validation of IR SST against in situ data shows its rms accuracy to be around 0.5-0.7°
(Ratner et al., 2004).

Modern satellite multi-spectral devices observing sea surface in the visible range, such as
SeaWiFS and MODIS, arc considered to be the basic source of information about
ecological and biochemical processes taking place in the Black Sea. Standard NASA sea
colour data are mainly used in the Black Sea region. However there is a difference in real
atmospheric aerosol and bio-optical properties in the Black Sea region from standard
models recommended by NASA. Application of the regionally adjusted algorithms
improves accuracy of the surface chlorophyll determination.

Free-drifting platforms are another important component of the Black Sea observing
system. The most intense international project “Experimental monitoring of the Black
Sea for operational meteorology and oceanography using surface drifting buoys” with
the participation of Ukraine, Russia, USA, France and partial support from Turkey,
Romania, Bulgaria and Georgia has made it possible to launch 5-10 surface drifting
buoys per year in the Black Sea starting in 2000 (Eremeev et al., 2002). Drifting buoys
deployed in the Black Sea have a sail at a depth of 15 m. The positioning of buoys by the
Argos system enables determination of the velocity of surface currents. Sensors
displaced on drifting buoys measure atmospheric pressure and sea surface temperature.
Surface drifting buoys with a thermistor chain— a new efficient tool for the study of the
Black Sea upper layer— were claborated by MHI-NASU within the framework of the
project “Remote Sensing of Marine Ecological System” project (Tolstosheev et al.,
2004) at the Science and Technology Centre in Ukraine. Six such buoys were launched
starting from the end of August 2004 and have shown good potential for continuous
observations of the upper mixed layer dynamics. Five profiling floats were launched in
the Black Sea in the framework of the project “Observing the Black Sea with Profiling
Floats” which is funded by the NICOP programme. Project participants are Turkey,
Ukraine and USA. Three PALACE profiling floats elaborated by the group of School of
Oceanography, University of Washington were deployed in the Black Sea in September
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2002. Two more floats were launched in spring 2005. All floats are deployed in the
Western part of the basin at depths between 100 m and 1600 m to monitor the surface
and intennediate-depth characteristics of the flow fields and water mass structures. The
data are transmitted weekly via the Argos system. The temperature and salinity profiles
against pressure and the T-S relation together with float trajectories are presented in
near-real time on the web site http://flux.ocean.wasliington.edu/metu.

3. Basin-scale nowcasting/forecasting system

The Black Sea nowcasting/forecasting system is being developed by the consortium of
the riparian countries. Black Sea GOOS and ARENA projects coordinate ongoing
national activities and some other international programmes sponsoring investigations of
the Black Sea. The Black Sea nowecasting/forecasting system now includes regional
high-resolution atmospheric forecasting, basin-scale nowcasting and forecasting of
marine dynamics and ecosystem and forecast of high-resolution near-coastal circulation
and stratification. The pilot real-time operation of the system was carried out in July
2005 during five days (http://arena.mlii.net.ual.

3.1 Regional atmospheric model

A new high resolution (24x24 km) regional atmospheric model developed and supported
by NMA of Romania became available to the Black Sea community last year. The model
belongs to the ALADIN family and is integrated with open boundary conditions which
are presented operationally by the global model of Météo-France. The Romanian
regional atmospheric model provides not only reanalysis but also two days’ forecast both
in GRIB and ASCII fonnats. Forecasted fields over the Black Sea include 10 m wind
components, latent and sensible heat flux, cumulated solar and thennal radiation flux,
instantaneous flux of solar and thennal radiation, evaporation, large scale and convective
precipitation ofrain and snow fall.

3.2 Circulation model and data assimilation

The Black Sea circulation model elaborated by the MHI group (Demyshev and
Korotaev, 1992) is used as the core of'the nowcasting/forecasting system. The model has
33 non-unifonnly spaced levels, which are more frequent near the surface and near the
bottom of the basin. The horizontal resolution is unifonn with a 5 km grid step whereas
the Rossby radius is equal to 25 km in the deep part ofthe Black Sea basin. Therefore the
horizontal resolution of the model and selected viscosity and diffusion coefficients can
resolve mesoscale variability of the Black Sea (Dorofeyev ef ai., 2001). The circulation
model operates with upper boundary conditions following from the regional atmospheric
model and climatic data about river runoff and water and salt exchange through the
Bosphorus Strait. The model assimilates altimetry and sea surface temperature. The
assimilation procedure is based on the optimal interpolation of the sea level for the
correction ofboth temperature and salinity fields. A hindcast ofthe Black Sea circulation
with assimilation of'the altimeter sea level is carried out for the period from spring 1992.
The assimilation of sea surface temperature derived from AVHRR scanners is carried
out by replacing simulated temperature within the upper mixed layer by the observations.
The development of Black Sea basin-scale nowcasting with assimilation of remote
sensing data in near-real time began in July 2003 in the framework of the project
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“Remote Sensing of Marine Ecosystem” sponsored by EC and Canada through the
Science and Technology Centre in Ukraine (http://odop.mhi.nct.ua/).

3.3 Ecosystem model

The coupled circulation and ecosystem model based on the MHI basin-scale three-
dimensional model is the part of the Black Sea nowcasting/forecasting system. The
ecosystem module is an extended version of the one-dimensional bio-geo-chemical
model described by Prof. T. Oguz in the set of publications (Oguz et al, 1999a,b;
2001a,b). It is shown that the model is able to reproduce seasonal variability ofthe Black
Sea ecosystem with relevant accuracy during the eutrophication stage and invader
pressure. However the current state of the Black Sea ecosystem is relatively healthy
which permits us to avoid unnecessary complication of the trophic structure. Therefore
the three-dimensional ecosystem model includes nine compartments, namely diatom and
flagellete presenting phytoplankton, micro and meso Zooplankton, bacteria, dissolved
nitrogen, particulate nitrogen, nitrates and ammonium. The three-dimensional Black Sea
circulation model was developed jointly by IMS (Turkey), MHI (Ukraine) and MIT
(USA) in the framework of the collaborative project of Civilian Research and Devel-
opment Foundation “Interdisciplinary Modelling Studies for the Black Sea Circulation
and Ecosystem”. The model runs with a 5 km grid step providing realistic distribution of
surface phytoplankton and other components on meso and seasonal scales.

3.4 Validation of the model outputs

Independent data from surface drifting buoys and profiling floats are used to validate
simulated currents, salinity and temperature distributions. It is shown that the drifting
buoy trajectories correspond well with the current structure predicted by the model. The
evolution of current velocity along the trajectory of a drifting buoy also demonstrates
good reproduction of the low-frequency flow variability by the model (Dorofeyev et al.,
2004). Data from profiling floats allows evaluation of the weekly averaged deep velocity
accuracy. Weekly mean currents even at a depth of 1550 m measured by profiling floats
and simulated by the model are in good agreement (Dorofeyev and Korotaev, 2004a).
Accuracy of SST simulation by the model was estimated by comparison with the data
from surface drifters. Ratner and Bayankina (2004) show that the nns error lies in the
range 0.5-0.70, i.e. in the same limit as the accuracy of SST retrieval from AVHRR data.
An error of temperature or salinity simulation varies with depth approximately repeating
the profile of mean temperature or salinity gradients. However topography ofisosurfaces
is in rather good agreement with observations as shown by (Dorofeyev and Korotaev,
2004b) by comparing simulations with COMSBIlack hydrographic surveys.

4. Regional nesting models

Regional weather prediction carried out by NMA in Romania with a marine basin-scale
nowcasting/forecasting system provides a good basis for the development of operational
nowecast and forecast of coastal dynamics with high spatial resolution. Ongoing national
initiatives concerning oceanographic modelling of the most important regions along the
Black Sea coast were considered as the base of the nesting strategy development.
Regional models of Burgas Bay (Bulgaria), Poti region (Georgia), Danube mouth
(Romania), Novorossiysk region (Russia), Kalamita Bay and the North-Western shelf of
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the Black Sea (Ukraine) were nested in the basin-scale circulation model of MHI. These
models have a better resolution than the basin-scale model and are an important tool for
human activity support in the coastal area. All models are based on the primitive
equations. Each model is able to specify open boundary conditions from the basin-scale
circulation model of MHI.

5. Pilot operation of the Black Sea nowcasting/forecasting system

The initial observing system developed by the Black Sea GOOS community and the
circulation model running in data assimilation mode enables nowcasting and forecasting
of the Black Sea circulation in near-real time mode. Pilot operation of the Black Sea
nowcasting/forecasting system was carried out during five days in July 2005. Each
morning NMA of Romania provided an analysis and two-day forecast of atmospheric
fluxes on the sea surface. Then the Marine Hydrophysical Institute of National Academy
of Sciences of Ukraine downloaded atmospheric data, data from PALACE profiling
floats and available space altimetry data from the AVISO service in Toulouse (France),
via Internet. In parallel, the processing of AVHRR imagery was carried out by MHI
Remote Sensing Department to derive SST for cloud free regions. Then the basin-scale
circulation model was integrated for three days. The previous day’s analysis of currents,
temperature and salinity was used as the initial conditions. The one-day ran ofthe basin-
scale circulation model with sea surface boundary conditions specified by the atmos-
pheric model analysis until the current day and the assimilation of all available data
enabled nowcasting of currents, temperature, salinity, phytoplankton and other
biochemical fields. The two-day ran of the model with predicted atmospheric forcing
provided forecasts of marine dynamics and ecosystem. Nowcasted currents, temperature
and salinity were then interpolated on the grid of every nested model and used as initial
conditions for the regional high resolution forecast. Open sea boundary conditions for
every nested region were prepared, based on the basin-scale model forecast. Initial and
boundary conditions were then placed on the MHI server and were available for every
nested region. Each responsible group integrated their local model for two days
providing high-resolution prediction of currents, temperature and salinity. Results ofthe
forecast were displayed on the MHI server (http://arena.miii,nct.ua). A pilot operation of
the initial Black Sea nowcasting/forecasting system has shown that the Black Sea
community is able to realise routine nowcasting/forecasting of marine dynamics and
ecosystem for practical needs based on the internal resources and participation of inter-
national data exchange.
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1. Introduction

BOOS is a formal association of institutes from Sweden, Finland, Russia, Estonia,
Latvia, Lithuania, Poland, Gennany and Demnark taking national responsibility for
operational oceanographic services, which will support the protection of lives and
properties and the promotion of the development of society. BOOS was officially fonned
in 2001 when the members signed a Memorandum of Understanding, but the planning
and cooperation was initiated several years earlier and the first BOOS strategy was
fonnulated in 1999 (Buch and Dahlin, 2000).

BOOS is based on existing national observation programmes, which are already
extensive, but can be made more operational. At present the physical oceanographic
observations such as water level, temperature, salinity, waves, currents and sea ice are
the most operational in the sense that real-time or near real-time data delivery is imple-
mented by most BOOS member organisations. BOOS is therefore in its present stage of
development primarily focusing on the production of services related to physical param-
eters.

The key word in the BOOS Strategy 2004-2010 is the further integration of the opera-
tional oceanography activities in the Baltic Sea, so that by the end of the period BOOS
will be able to provide an integrated service to marine users and policy makers in support
of safe and efficient off-shore activities, enviromnental management, security, and
sustainable use of marine resources. The strategy involves all elements of an operational
oceanographic system:

» Observations including real-time data exchange, quality control and analysis

» Forecast modelling ranging from Baltic scale to local scale with high resolution. The
modelling activities will further include assimilation of observations, coupling of
models, and a multi-model based prediction system for ensemble forecasting

* Dissemination of products, services and information, primarily via the BOOS
homepage, which in the future will be a central portal for marine information for the
Baltic Sea.

* Corresponding author, email: ebu(S)dmi.dk, www.boos.ori


http://www.boos.ori

E. Buch*, J. Elken, J. Gajewski, B. Hakansson, K. Kahma and K. Soetje 277

A substantial part of the developments of BOOS over the past 2-3 years has been
accomplished through the EU-funded project PAPA, resulting in:

A detailed overview of the observation network (real time and delayed mode). This
work has been accomplished in cooperation with the EU-funded project EDIOS

Fully developed data exchange via ftp boxes (data delivered by all members) with a
specially developed exchange software

New water level stations available on the internet through an upgrading program
Mapping of QA procedures
Production of daily maps of SST

An optimal observation network is under design. This work in being done in close
cooperation with the EU-funded research project ODON

A status report on various existing operational forecasting models and plans for
developments

Implementation of a training and education prograimne for colleagues from the
eastern Baltic countries

National awareness meetings on operational oceanography.

2. BOOS data exchange

In order to build a regional operational oceanographic system based on contributions
from all partners it is necessary to have a well-functioning operational data exchange
system. BOOS has built a simple but effective ftp box system to exchange data.

li-11i IMliirKU

ftp-hox
pn>W

il m

ftp-boX IiT b

Goospirttiicf 9™  booS;jtfafflO'pigh

Figure 1 Members of the BOOS co-operation exchange data using a system of ftp boxes. Each
member institution puts the data it wants to exchange with the other members in its own ftp box,
where it can be collected by the other partners. The system is protected by usernames and
passwords.
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The experience of BOOS is however that the most severe problem in establishing a data
exchange system has not been the technical set-up but institutional and national rules and
regulation regarding exchange and release of data. All the legal aspects concerning data
exchange, i.e. the right to use data for institutional and coimnercial purposes, is
addressed with great care in the EuroGOOS data policy, which the members have agreed
to follow. Despite this agreement it has not been an easy task and it took a long time for
some of the individual BOOS members to attain the necessary pennission to exchange
their data in real-time. Through the PAPA project most of the problems have been solved
and the ftp box system lias been fully developed.

3. BOOS products

The BOOS web page www.boos.org was first established in 1999, and today presents a
number of operational oceanographic products produced using information from all
BOOS partners as well as links to the partner product dissemination web pages. Hereby a
wealth of operational oceanographic information is available through the BOOS web
page.

The first coimnon BOOS product was a display of real-time observations of water levels
from selected water level stations in the Baltic. At the start in 1999 only Danish and
Swedish observations were available, but since then every country has started to deliver
data.

Figure 2 Presentation of real-time observations of water level in the Baltic Sea as presented on
www.boos.org.

Sea surface temperature (SST) has been produced on a weekly basis for the Baltic and
North Sea for several years by our Gennan colleagues at Bundesamt fiir Seeschifffahrt
und Hydrographie (BSH), but a daily product has been high on the agenda because SST
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can change rapidly on a local scale in the Baltic Sea. Therefore daily updates are of
importance as information by itself but also for assimilation into meteorological and
oceanographic forecasting models. Through the ODON project an operational produc-
tions system for a daily SST product for the North Sea-Baltic Sea system lias been
established based on satellite observations and optimal interpolation technology (Hoyer
and She, 2004).

t i i i wm * 2 iH I» U I 4

Figure 3 Example (from 9 August 2005) of an SST map produced on a daily basis.

Other real-time observational products produced by a united BOOS effort are waves and
harmful algae. Additionally several of the BOOS partners ran a suite of operational
forecasting models producing forecasts of water level (stonn surge warnings), waves,
horizontal and vertical distribution of temperature, salinity and currents, transports and
drift of passive material such as oil drift. These forecasts are available on the national/
institutional web pages linked from the BOOS page. Common BOOS forecasting
products are in the development phase.

4. A success story

During 7-9 January 2005, northern Europe was hit by the hurricane Edwin/Gudrun
which caused severe property damage in northern Europe and killed at least 17 people. In
the Baltic Sea the hurricane caused stonn surges and in some regions record high water
levels were recorded; for example Parnu, Estonia observed 275 cm over mean sea level.
Also extreme wave heights were experienced in the open Baltic area during this event.
No direct observations were available but detailed analyses perfonned by BOOS
members (Soomere et a!., 2005) indicate wave heights of the order of 10-11 m, which
are exceptional in this region.

The hurricane was predicted by the national meteorological agencies well in advance and

within the BOOS community forecasts of water level and waves were exchanged. This
exchange of forecasts was of great value to the countries in the eastern Baltic which had
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a Storni surge warning system operational at the time. Estonia, which was right in the
centre of the hurricane track, especially benefited from this information exchange and
the information was broadcasted through the media and used in preparedness operations,
thereby contributing to the saving of lives and property.

The Estonian government have subsequently established a more fonnal stonn surge
preparedness organisation, which relies on the established BOOS cooperation for the
operational forecasting part.

Sea level (i:0; 2005 JAN 09 at Oflz

34
Lfi
Lfi

13
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Figure 4 Water level forecast for 9 January 2005 0800 as produced on 7 January 2005 1200.
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Abstract

Arising from the EuroGOOS NW Shelf task team, the NW Shelf Operational Oceano-
graphic System NOOS was established in September 2002, with national agencies
signing a Memorandum of Understanding. Membership of NOOS has now grown to
twelve agencies, with responsibilitics ranging from monitoring to forecast modelling,
and there are three associate research institutes. Members of NOOS routinely provide a
range of services to their national governments, and some are also demonstrating this
through participation in ESA GMES service element projects. NOOS works through
networking to establish collaborative, incremental developments to the day-to-day
business of the member agencies. Thus NOOS activities are truly sustainable. Where
available, individual member agencies gain project funding from national or EC
Framework Programme research projects.

NOOS activities include data exchange for sea level observations and storm surge
forecasts, co-operation on development of 3D forecast modelling, contribution to the
ICES-EuroGOOS North Sea pilot project for an ecosystem-based approach to fisheries
management, exchange of calculated model transports, and bi-lateral developments to
provide robust and resilient backup for storm surge forecast modelling.

Keywords: Operational oceanography, shelf seas, modelling, marine ecosystem,
monitoring, GMES services, storm surge forecasting

1. Introduction

Developing from the EuroGOOS NW Shelf Task Team, NOOS was formed in
September 2002 following the operational agencies signing a Memorandum of Under-
standing. This paper gives an overview of the resources provided by the NOOS partners,
describes the services provided by the NOOS partners, and describes the voluntary co-
operation activities undertaken by NOOS.

2. NOOS: Partners and resources

2.1 NOOS partners

Full membership of NOOS is open to those national agencies providing operational
oceanographic services to government. Associate membership is open to research insti-
tutes and non-governmental or other multi-national organisations with aims and objec-
tives consistent with those of NOOS. In June 2005 there were twelve full partners and
three associate members. These represent Norway, Sweden, Denmark, Germany, the

* Corresponding author, email: martin. holt@metoffice.gov.uk
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Netherlands, Belgium, United Kingdom and Ireland, covering the entire coastline of the
North Sea and Irish Sea. Full details are given on the NOOS website www.noos.ee.

2.2 NOOS resources

The funding available to NOOS member institutes comes primarily from the national
governments, with some support for research and development projects provided by the
European Commission (DG Research). The approximate proportions of the available
annual budget are shown in Figure 1, which covers the staff and in situ monitoring costs
across a range of agencies. This does not include ship time, national contributions to
remote sensing costs, or the cost of provision of supercomputing facilities. By far the
bulk of the annual budget of NOOS partners is concerned with operating and
maintaining monitoring networks. In addition to the resources outlined in Figure 1,
NOOS partners operate a range of research vessels or have access to ship time, and
several NOOS partners ran ferryboxes.

national
scientists
35%

monitoring
60%

EC project
scientists
5%
Figure 1 The approximate distribution of the relevant annual budgets of NOOS members,
showing the breakdown between costs of in situ monitoring, scientists on nationally funded activ-
ities and research supported by European Commission Framework Programme projects.

3. NOOS: providing services

NOOS members provide a range of services to their national and regional governments
and to industry. These include coastal flood forecasting (waves, stonn surges), search
and rescue forecast modelling, oil spill or marine pollution drift forecasts, met-ocean
forecasts for offshore oil and gas operations, forecasts for shipping transport including
services contributing to safety of life at sea, sea ice forecasting and monitoring, hannful
algal bloom monitoring and warning, fisheries management assessments, forecasts for
defence and naval operations, and monitoring and forecasting in coastal waters for
tourism and leisure.

A summary of the key services is presented in Table 1. An in-depth evaluation of these
and other developing services for the NW Shelf is being carried out by the NOOS
steering group during 2005. These services are provided as national contributions to
intergovernmental agreements such as JCOMM, MPERSS, GMDSS and OSPAR. In
addition to those listed in Table 1, some ofthe northern members of NOOS also provide
services for sea-ice forecasting.
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Table 1 Summary of key services.

Gaps and required

Service Present capability developments User groups
Storm surge 2D surge models, nested high Quantification of risk: National protection
forecast resolution models for local coastlines. Ensemble forecasts. agencies, local

Met forcing updated four times daily.  Data assimilation. authorities.
NOOS exchange of selected point Estuary scale modelling. Shipping ports and
forecasts. harbours.
Oil spill drift Some models are tide only. Some can Web interface as National protection
prediction use forecast winds and currents. required for all users. agencies
Some are 3D (for seabed blowout Improved use of forecast
modelling). currents, including 3D. MPERSS
Some use web interface. Validation.
Water Ferry box monitoring, in situ Full 3D marine National protection
quality and  monitoring, remote sensing. ecosystem nowcast- agencies, public,
HAB 1D or box ecosystem modelling. forecast modelling. local authorities.
forecast Demonstrations of 3D nowcast Additional monitoring.
modelling.
Waves and  High resolution regional 2nd and 3rd  Nested higher resolution Ship routing,
sea state generation wave models, updated four near local coastlines, including
times daily with latest regional weather use of spectral commercial
prediction forcing. “Rogue wave” risk  nearshore transfor- companies, coastal
index. Forecast wave energy spectra. mation models. flood forecasting.

4. NOOS: making a difference

The first activity to develop under NOOS was the exchange of storm surge forecasts at
selected points around the North Sea coastline. Each day the participants prepare
timeseries datasets and place them in “ftp boxes” for retrieval by the others. Some of the
agencies have developed display and decision aid tools to present the different forecasts.
This “poor man’s multi-model ensemble” helps to quantify the error in the predicted
timing and amplitude of a surge event. In addition the data exchange provides important
resilience in the event of the failure of any of the individual forecast systems. A web-
based display system “MATROOS” is under development at RIKZ, and may be later
made available to all participants.

For validation of the surge forecasts, an exchange of water level (tide gauge) data has
been established, and these data are also displayed on the NOOS website. Since the
EuroGOOS conference 2002 (Holt, 2003), this has extended to include the full North Sea
coastline. Using the exchanged data, a storm surge forecast validation study was carried
out by RIKZ, and presented at the EGS 2004 meeting. In this way all participants have
gained further information and understanding from the exchange activity, with the
workload shared.

Other work in NOOS seeks to develop a 3D forecast modelling infrastructure, with
provision of boundary data for nested local 3D models of the North Sea. Part of this
work is supported by MERSEA. NOOS partners are sharing information on river flow
rates and inputs to the NW Shelf, and there is also collaboration on provision of
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boundary data for modelling the Norwegian Sea. A new project is the exchange and
intercomparison of modelled transports.

As the fonner SEANET project agency partners are now in NOOS, a new NOOS activity
will be defined during 2005, to address shared development and operation of NW Shelf
monitoring networks.

NOOS partner participation in European Coimnission research projects includes FP5
EDIOS, ODON, FenyBox, MERSEA, Sea-Search, MAXWAVE, DISMAR, and FP6
MERSEA IP. NOOS partners make the transition from research to operations.

MUMM, Met Office, BSH, POL, IMR and met.no are contributing to the ICES-
EuroGOOS North Sea pilot project, providing recent climate status assessments of the
North Sea for use in an ecosystem based approach to fisheries management. This project
is also demonstrating a fisheries application for nowcast coupled physical-ecosystem
modelling (Figure 2).

4.1 National activities

A broad range of nationally funded activities take forward capability and service devel-
opment within NOOS, and experience from these projects is shared. These activities
include the POL Irish Sea Coastal observatory, the Norwegian MONCOZE, the UK and
Norwegian application of nowcast-forecast marine ecosystem 3D modelling, and the
NIY A ColorLine ferrybox (Figure 3) (www.ferrvbox.nol.

Primary Productivity (mq C/mJ/day)
ct: 10m on: I4 05 2005 Classification of
surface water

. January/February 2003
Nitrate

(*) Very good

Norway

Sweden

Skagerrak =

Hirtshals

Denm;

Figure 2 Model estimate of primary Figure 3 Example of classification (Eutrophi-

production, from the Met Office nowcast ofthe cation) of surface water according to the

POLCOMS_ERSEM model. Norwegian classification system (Oslo-
Eiirtshals) (courtesy of NEVA).
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5. NOOS challenges: 2008 and beyond

The aim of NOOS is to achieve efficient shared development and production of ocean
monitoring and forecasting services for the European NW Shelf. The challenge facing
NOOS partners is to do that within the constraints of existing national and European
budgets, and within the developing framework of GMES and GEO. An important task
here is to provide inputs to the SEPRISE project, and to provide effective demonstration
of a “networked” capability for monitoring and forecasting for the NW European shelf
seas.

NOOS builds on the day-to-day business of the operational agencies, so NOOS is
sustainable. Many of the anticipated sustainable services of GMES will be provided by
NOOS member agencies.
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Abstract

The main elements of the Mediterranean Forecasting System (EuroGOOS Publication
No. 11, 1998) are now upgraded and developed by the EU project “Mediterranean ocean
Forecasting System: Toward Enviromnental Predictions” (MFSTEP) that started
1 March 2003 and will end in February 2006.

MEFS is based on the demonstration of the real time functioning of an integrated system
composed of:

+ the near real time observing system
* anumerical forecasting systems at basin scale and for sub-regional areas
» aproduct dissemination/exploitation system.

The MFSTEP Targeted Operational Period started in September 2004 and the project has
produced basin scale (6.5 km resolution) and sub-regional forecasts up to 3 km
resolution in several open ocean and shelf areas. Forecast production is ongoing and
forecasts are produced once a week at the basin scale for 10 days and at the sub-regional
scale for 5 days, using Limited Area Model high resolution weather forecasts. The
observing system is also working in real time and all data (satellite and in situ) are assim-
ilated into the basin scale model. The forecasts and analysis data are available in real
time to both an internal and external community of users. The latter is composed of
governmental and military agencies, enviromnental protection agencies, research insti-
tutes and private companies.

The system has also developed biochemical models for future predictions of algal
blooms in different shelf areas. End-user applications involve oil spill forecasting,
contaminant dispersion in coastal areas, a real time observing and modelling system for
fish management, search and rescue forecasts and Rapid Enviromnental Assessment
modelling. Finally, a study of the forecast economic value and impact is being carried
out.

The operational functioning of the MFS is demonstrated through the MFSTEP web site:
http://www.bo.ingy.it/mfstep/.

Keywords : Operational oceanography, forecasting system, Mediterranean Sea.
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1. Introduction

1.1 Current status of the Mediterranean Forecasting System

The main elements of the Mediterranean Forecasting System are now upgraded and
developed by the EU project MFSTEP that will last 3 years, ending in February 2006.

The Mediterranean Forecasting System that has been developed, demonstrated and made
operational is composed of:

* A near real time observing system

* A numerical forecasting system at basin scale and with downscaling in sub-regional
and shelf areas

* A product dissemination/exploitation system.

The MFSTEP Targeted Operational Period (TOP) started in September 2004 and ended
in March 2005, collecting a large amount of data for assimilation and model verification.
Part of'the deployed observing platfonns are still active and observations will continue to
be collected for the next year.

During TOP, eight forecasting centres have started to produce forecasts in real time at
the basin scale (6.5 km of resolution) (Figure 1), at four sub-regional areas with a
resolution up to 3 km and in four shelf areas with a resolution of 1.5 km. Forecasts are
produced once a week at the basin scale for 10 days and at the sub-regional scale for 5
days, using Limited Area Model (LAM) high resolution weather forecasts.

16 17 18 19 20 21 22 23 24 25 26 27 28 29 30

Figure 1 Surface temperature forecasted for 30 August 2005 by the large scale model upgraded in
MFSTEP.

MFSTEP has also organised a downloading and viewing service (following the
INSPIRE nomenclature), i.e. data are displayed operationally through a Web service and
products are also downloadable by the interested community using ftp with password.
The end-user community is composed of governmental and military agencies, private
companies, enviromnental protection agencies and research institutes.

MFSTEP has also developed a new biochemical model (so-called BFM) that is
constructed to be easily interfaced with operational hydrodynamic models for future
predictions of algal blooms in different shelf areas.
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End-user applications involve oil spill forecasting, contaminant dispersion in coastal
areas, real time observing and modelling systems for fish management coupled to ocean
forecasting, search and rescue forecasts and Rapid Environmental Assessment
modelling. Finally the study of the forecast economic value and impact is being carried
out.

This paper gives an overview of the products and results for the five components of
MFSTEP:

a) The real time observing system

b) The numerical forecasting systems

¢) The ecosystem modelling and data assimilation

d) The viewing and downloading MFS CORE service
¢) The end-user applications and services.

2. The real time observing system

The observing system components running operationally progressively since summer
2004 are:

1. Voluntary Observing Ship (VOS) programme composed of 9 tracks with 12 nautical
miles resolution (Figure 2) and full profile transmission (Manzella et al., 2003). As
part of the technological improvements, a multiple launcher for XBT has been
constructed and will be tried operationally. Furthermore a new prototype expandable
instrument (T-FLAP) has been constructed that can collect temperature and fluores-
cence data from VOS as well as a new tethered instrument for multidisciplinary
upper thermocline monitoring (SAVE) also from VOS.

2. A network of Mediterrancan Multidisciplinary Moored Array (M3A) stations with
real time collection and dissemination of data (E1-M3A in the Cretan Sea, E2-M3A
in the Southern Adriatic Sea, W1-M3A in the Ligurian Sea) (Nittis ef al., 2003).
Figure 3 shows time-series of chlorophyll a at different depths from the E1-M3A
buoy. The calibrated values (Figure 3 right) are able to capture the well-known
structure of the summer—autumn period with the chlorophyll maximum at ~110 m
depth.

3. 23 MEDARGO floats deployed from VOS, with 350 m parking depth, 700 m profiles
and a 5-day cycle (every 5 cycles a 2000 m profile is also collected) (Figure 4).

4. An altimeter near real time data analysis system using four available altimeter
sensors for sea surface elevation anomalies.

5. A real time analysis of satellite radiometric measurements (AVHRR) that produces
daily SST fields from night time passes (Buongiorno Nardelli ef a/., 2003).

6. A near real time analysis of scatterometer winds producing daily optimal estimates of
surface winds.

7. A glider autonomous vehicle experiment in the Ionian Sea (a coastal glider sampling
down to 200 m depth and a deep glider sampling down to 950 m depth) (Figure 5).

The real time data dissemination network works properly on a weekly time scale.
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Figure 2 XBT drops from May 2004 to April 2005 within the MFSTEP project showing
bathymetry.

A « v F1£ & ro,r
Figure 3 Time-series of chlorophyll @ at different depths from the E1-M3A site in the Aegean
Sea. The calibrated values (right) are able to capture the well-known structure of the summer-
autumn period with the chlorophyll maximum at —10 m depth.

Figure 4 Tracks and positions ofthe MEDARGO floats.
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Figure 5 Glider temperature data in virtual mooring mode south of Calabria (1-25 February 2005
-500 km).

The sampling strategy in the Mediterranean is assessed by the Observing System
Simulation Experiment (OSSE) activities. The OSSE experiments have shown the
complementarities of the first three elements of the observing system listed above and
the final results will show the optimal sampling scheme for the Mediterranean basin
scale circulation. Innovative assimilation of float trajectories from MEDARGO is being
completed.

3. The numerical forecasting system component
The operational numerical forecasting system component is now composed of:

1. A 10-day basin scale forecasting model at 6.5 km resolution and 71 levels. The
forecasts have been available in real time for the whole of the Targeted Operational
Period-TOP (Figure 6).

2. Four regional forecasting models at 3 km resolution in four regions nested in the
basin scale model. The regions are the North-Western Mediterranean, the Sicily
Strait, the Adriatic Sea (Figure 7) and the Aegean-Levantine Sea. Forecasts are
produced weekly and for five days in the future.

3. Four shelf forecasting models at 1.5 km resolution in four regions nested in the
regional scale models. The shelf area systems are: CYCOFOS, for the Eastern
Levantine and Cyprus shelf, the GULF OF LION shelf area, the MALTA shelf area,
the South-Eastern Levantine shelf area. Other shelf models have been implemented
but they are not operational.

4. Operational weather forecasts at 10 km resolution are produced to force the regional
and shelf nested models with the SKYRON-Athens (Kallos, 1997) and the Météo-
France-Czech Republic LAM systems (Radnoti et al., 1995; Horanyi et al., 1996).

5. Several new schemes for data assimilation at the basin scale and for the nested
models have been developed. An upgraded Reduced Order Optimal Interpolation
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Scheme for the basin scale model is now assimilating with a daily cycle sea level
anomalies, XBT profiles, ARGO profdes and satellite composites of sea surface
temperature. Data assimilation tools developed for shelf models are:

- A variational initialisation scheme for nested models

- A multivariate variational initialisation and assimilation scheme that allows the
coarser scale model outputs and the local observations to be considered at the
same time.
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Figure 6 Surface currents (1 m) forecasted for Figure 7 Sea surface temperature forecasted
30 August 2005 by the large scale model for29 August 2005 by ADRICOSM.
upgraded in MFSTEP.

Forecasting bulletins are produced and data can be accessed on the local web sites:

1. ADRICOSM forecasting system for the Adriatic Sea:
http://www.bo.ingy.it/adricosm

2. ALERMO forecasting system for the Levantine and Aegean Sea:
http://pelagos.oc.phvs.uoa.gr/mfstep/bulletin

3. North Western Mediterranean Sea forecasting system:
http://www.noveltis.net/mfstep-wp9/interface/englisli/NWMED bulletin.php

4. SICILY CHANNEL forecasting system:
http://www .imc-it.org/progetti/mfstep/Forecast/bulletin.htm

5. CYCOFOS:
http://www.ucv.ac.cv/cvocean/cvcofos/bulletin.php

6. GULF OF LION forecasting system:
http://www.noveltis.net/mfstep-wp9/interface/englisli/GL bulletin.php

7. MALTA forecasting system:
http://www.capemalta.net/MFSTEP/results.htnil
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4. The ecosystem modelling sub-component
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Figure 8 Top: Schematic of the BFM pelagic component structure; Bottom: Schematic of the
BFM benthic component structure.

In MFSTEP one new numerical model for the marine food web has been developed and
disseminated. It is called the Biochemical Flux Model (BFM) and is the evolution of'the
previous ERSEM code, developed in the third EU-FP under the MAST theme. The
BFM is still based upon a biomass and functional group representation of the marine
food web (Figure 8) but it now considers more processes in the bacterial compartment
including variable carbon to chlorophyll ratio, allowing for phytoplankton adaptation to
light in the open ocean areas. The code has been constructed to be easily coupled to any
hydrodynamic model, via a coupling interface that is now left free to the user to specify.
The code is written in F90 and is implemented in the Adriatic Sea and the Levantine and
Aegean Seas.
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In addition to the BFM, the Singular Evolutive Extended Kalman filter (SEEK) has been
coupled to the biochemical flux model and disseminated in order to start experiments on
the assimilation of surface chlorophyll data from satellites.

5. The viewing and downloading CORE service

MFSTEP has developed a CORE service for ocean currents in the Mediterranean Sea.
This CORE service consists mainly of making available several gridded model data sets
integrating the observations and the model output via data assimilation.

The products disseminated by this CORE service are essentially the basic hydrodynamic
state variables such as sea level, tri-dimensional currents, tri-dimensional temperature,
salinity and density fields. Some ancillary fields are also considered such as the heat
fluxes, the surface stresses and the water flux.

Two different CORE services are implemented:

1. A viewing service that provides a Web-based access to images that represent graphi-
cally the products. This service is useful for the general public, for far-reaching
discovery purposes, and for educational purposes.

2. A downloading service that provides an ftp-based data transmission system between
the basin scale models and the sub-regional/shelf scale forecasting centres, between
the different forecasting models and some of the end-users applications.

This part of MFSTEP developed in a rapid way before the TOP and it has been the basic
means for accessing both images and numerical information from the forecasting centres
by commercial users and other end-users such as fishermen.

6. The end-user and application services

The end-users component that exploit the nowcasting/forecasting products made
available from the CORE service is composed of:

» Oil spill forecasting models

+ Floating objects forecasting models

+ Contaminants fate prediction models

+ Relocatable models for fast emergency intervention at sea

+ Combination of hydrodynamic field state variables and pelagic fish data sets for
stock assessment and management in the open sea and Adriatic shelf areas.

MFSTEP applications have been designed to meet the needs of international conventions
and agreements in the Mediterrancan Sea. In particular, MFSTEP will contribute to
organising the response to oil and other contaminant pollution in the Mediterranean Sea
as defined by the Barcelona Convention. Furthermore, it will help to develop new strat-
egies for sustainable fisheries by providing new and solid observational and modelling
evidence of the coupling between hydrodynamics and fish stock biomass variables.

7. Conclusions

A short term forecasting system for the Mediterranean basin scale and the coastal arcas
has been developed that provides continuous monitoring of the flow field evolution and
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its changes. Such a system is the backbone for more environmentally oriented systems
that will provide forecasts in the near future of coastal algal biomass variability, pollutant
dispersion and indicators of ecosystem health and change.

The concept is that dynamic downscaling is required in order to reach the necessary
resolution for the appropriate simulation of transport and coastal processes and for
coupling with biochemical tracers. This paper demonstrates that forecasting from the
basin scales to the shelf areas is practical with present day technology and that MFS can
be used to set up support warning systems for some environmental hazards.

This system also provides the means to improve our understanding, and our capability to
accurately model the physical processes with an incremental approach and the optimal
usage of all information.
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Abstract

A large number of human sea-related activities such as fishing, maritime transport,
aquaculture, security and rescue, and toxic events warming are of high economic and
social importance in the Iberia—Biscay —Irish area and are the main motivation for estab-
lishing and coordinating an Operational Oceanography System.

The overall objective of the IBI-roos Task Team in partnership with the international
communities and agencies is to develop and implement an Iberian, Biscay, Irish regional
observation system for optimal and sustainable monitoring and forecasting in this marine
region using state-of-the-art remote-sensing, in sifu measurements, numerical modelling,
data assimilation and dissemination techniques. The IBI-roos region comprises almost
the entire Celtic Sea, the whole of the Bay of Biscay, the western Iberian margin, and the
Gulf of Cadiz.

IBI-roos constitutes a close co-operation between national governmental marine labora-
tories and agencies in the countries surrounding the arca responsible for collection of
observations, model operations and production of forecasts, services and information for
the industry, the public and other end users. A number of institutions and agencies of
Portugal, Spain, France, UK and Ireland are willing to collaborate and Moroccan institu-
tions have been invited to join the Task Team.

The collected data should fulfil operational needs as well as temporary and long-term
demands from scientific research and the national policy on sustainable use of coastal
regions and calamity prevention (e.g. Erika and Prestige). IBI-roos is being built on
existing monitoring programmes and activities at sea and at the coastline sustained by
the countries bordering the area. Many of these oceanographic observatories are based
on long term projects addressing assessment of practical needs such as fisheries
management, sea health or secure transportation.

Many marine-related industries and services can substantially benefit from an ocean
observing system based on the operational oceanography concept. The observing and
forecasting of harmful algae blooms, fish stocks, pollution, water quality, sea level and
waves are of a great importance, not only to the (potential) users whose activities are
carried out in the IBI-roos region, but also to a larger Atlantic community.

Keywords: Operational Oceanography, Iberia—Biscay—Irish area, monitoring,
modelling
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1. Introduction

IBI-roos constitutes a close co-operation between national governmental marine labora-
tories and agencies in the countries surrounding the Bay of Biscay and adjacent scas
responsible for collection of observations, model operations and production of forecasts,
services and information for the industry, the public and other end users.

The IBI-roos is planned to co-ordinate, strengthen and harmonise the national and inter-
national efforts to assess and predict the marine environment and thus effectively
improve operational oceanography, defined as the activity of systematic and long-term
routine monitoring of the seas, their interpretation, and the rapid dissemination of
products (typically forecasts, but also assessments to politicians, and mobilisation of
resources to face unexpected events such as the recent Prestige oil spill).

IBI-roos is based on a family of programmes, projects and modules that already exist,
which are financed and operated by different institutions and marine laboratories in the
Bay of Biscay. The existing ocean observing systems in the Bay of Biscay and adjacent
seas have been developed and maintained to meet their own purposes.

The existing observation systems should adapt and integrate new technologies to make
observations more complete, more effective and more affordable, and the data infra-
structure and management system should be complementary to existing systems and
attuned to multiple sources of data and their multiple uses. Ocean observations in the
Bay of Biscay and adjacent seas require more effective co-ordination among institutions
and countries.

The establishment of an oceanographic operational observing system in the Bay of
Biscay will also be relevant for the work of intergovernmental councils such as the Inter-
governmental Oceanographic Commission (IOC), the International Council for the
Exploration of the Sea (ICES), the convention for the protection of the marine
environment of the North-East Atlantic (OSPAR), the International Hydrographic
Organization (IHO), the International Maritime Organization (IMO) and the World
Meteorological Organization (WMO).

2. Objectives

The overall objective of the IBI Task Team in partnership with the international commu-
nities and agencies, is to develop and implement a sustainable system for optimal
monitoring and forecasting in the Irish—Biscay—Iberian marine region using state-of-
the-art remote-sensing, in situ measurements, numerical modelling, data assimilation and
dissemination techniques.

In order to meet these objectives there is a need to

+ Improve efficiency and reducing redundancy by sharing data, tools and products
between the groups

» Encourage networking amongst scientists to improve and share know-how on
techniques

+ Further develop the observing system network for operational monitoring and
forecasting of ocean parameters

+ Provide biological data to protect the marine ecosystem and conserve biodiversity
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Improve exploitation and dissemination of data for the existing observing systems,
both in situ and remote sensing

Further validate and improve existing modelling systems

Integrate scales and processes by improving downscaling, nesting techniques and
coupling between bio-physical models

Develop provider services to process and disseminate data and products for the
different users

Improve and provide new services for fisheries, HAB, water quality, sea-level and
waves, pollution, etc.

The potential users we plan to reach are:

3.

Transport

Harbour operation and design

Fisheries

Aquaculture

Construction and engineering

Energy production

Coastal protection

Environmental protection and preservation
Recreation

The scientific community

Management, administration, and the public.

State-of-the-art in the area

The rationales for setting up an IBI-roos Task Team are numerous and can be summa-
rised as follows:

Physical circulation is well known at the North Atlantic scale, but less at regional
level. Interaction between the open ocean and shelf seas is less well-known. The
impact of seasonal variability on ecosystems still needs some adjustments.

Several ocean circulation modelling activities are handled at national level but the
coupling of large scale to local scale models is still an emerging activity. Additional
validation activities are required.

Several national services are available for sea level and wave forecasting but with
very little collaboration between groups.

Several experiments have started on coupling between hydrodynamic and biogeo-
chemical models but they still need improvement to reach operational needs.

A lot of observing systems exist in the area, but are developed at national level, often
not coordinated between countries, and not developed enough to be able to efficiently
monitor the complete area.
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* A lot of satellite data are available but only a few groups use them operationally
especially near the coast. Improvement of satellite products and merged satellite/;';?
situ products should be made for a better service to users.

+ Data management activities are spread among institutions and improvement of data
processing and exchange (format quality control easy access) should help the use of
the data in the community. Synergy with international and EuroGOOS groups is
important.

Figure 1 The IBI-roos area in the Eastern North Atlantic, showing bathymetry.

4. Oceanographic characteristic of the area

The IBI-roos region comprises almost the entire Celtic Sea, the whole of the Bay of
Biscay, the European sector of the Gulf of Cadiz and the western Iberian margin (Figure
1). The western limit is defined by 10° W and the eastern limit by the continent. The
northern limit roughly corresponds to southern Ireland and the southern with Gibraltar.

The hydrodynamics ofthe region are dominated by the following features:

* A weak anticyclonic circulation in the oceanic part of the Bay of Biscay with
mesoscale features such as anticyclonic eddies, a poleward-flowing slope current, a
coastal upwelling particularly evident along the western Iberian coast, a northward
flow of Mediterranean Water particularly relevant to the (bottom-trapped) shallow
and upper cores, and the generation and displacement of eddies carrying MW out of
the IBI-roos region.

* A shelf circulation governed by the combined effects of tides (which are particularly
important over the Annorican shelf and the southern Celtic Sea), buoyancy (coastal
currents induced by run-off from the main rivers) and wind, and river plume fluctua-
tions and lower salinity lenses that sustain the Cold pool called the “Bourrelet froid”
(Vincent and Kuro, 1969) isolated in the middle part of the French shelf.
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Existing Observing
Systems

Figure 2 Existing systems in the IBI-roos area.
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Figure 3 Existing models in the IBI-roos area.

5. Existing systems in the area

IBI-roos is being built on existing monitoring programmes and activities at sea and
along the coastline sustained by the countries bordering the Bay of Biscay and adjacent
seas. Many of these oceanographic observatories are based on long tenn projects
addressing the assessment of practical needs such as fisheries management, sea health or
secure transportation.
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Most physical parameters can be measured accurately with sensors from research and
commercial vessels, fixed platforms, profilers and floating buoys. Although all these
systems lack synopticity, remote sensing systems can resolve the spatial variability for
some parameters and therefore support operational products offered in near real time.

Biological measurements are still at earlier stages of technical development and real-
time data, temporal coverage and spatial resolution of processes are bottlenecks that limit
the generation of operational products. The creation and introduction of new technology
regarding biological measurements should be considered as a challenge to IBI-roos in
itself.

Despite the fact there is no common action yet, several institutes in South-Western
Europe are actively working on developing modelling and assimilation in the area of the
Irish, Biscay and Iberian shelves and slopes going from large scale (basin and regional
scales) to small scale (coastal and even local scales). It is obvious that networking activ-
ities between the different model teams will benefit the community in terms of providing
better forecasts in the IBI area.

6. Strategic plan

6.1 Observation needs

A long list of needs according to the strategic plan has been elaborated after review of
existing monitoring systems: river runoff necessities, synoptic T/S information of the
water column, lagrangian T/S profilers, monitoring by vessels of opportunity (VOP),
improved links between remote sensing and in situ data, improves bottom topography,
development of new systems as gliders, etc.

6.2 Model from regional to coastal

The main effort planned by the IBI-roos modelling team will be based on the down-
scaling from global to regional, coastal and local scales. Techniques for downscaling,
nesting and coupling will be improved, validation of the different systems will be
completed at all scales and the complete system will be a ‘best effort’ as well as opera-
tional.

6.3 Providing services/users

The main services have been identified but more detailed plans need to be elaborated in
the following areas: fisheries, harmful algal bloom, pollution, sea level and waves, and
water quality.

6.4 Data management and exchanges

A number of systems for data management, archiving, and data distribution already exist
in the enlarged Bay of Biscay area but they are handled at national or institution level
with poor coordination between institutes, especially for coastal and real-time applica-
tions. Moreover in situ, satellite and model data are often processed, archived and
distributed through separate means, which does not help development of value-added
applications.

IBI-roos will take advantage of theses systems to build a “system of systems’ which will
provide oceanographic and environmental information to a wide range of users. This
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‘system of systems’ will consist of existing components and networks; it will be based
on the MERSEA project and the SEADATANET initiative funded in the framework of
the EC’s 6th Framework Programme. The aim is to enable users to access information
stored at different locations from a ‘one-stop’ shopping point, which will also make the
link with global networks.

The plan would ease data sharing between the different contributors, extending existing
services and leading to an integrated data and product service for the IBI-roos
community. For this we plan to build the IBI-roos box shown in Figure 4 that will make
the link between the global system, under construction within MERSEA Integrated
Project, and existing local/coastal systems that are in direct connection with the coastal
application users at governmental and commercial level.
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Figure 4 Data sharing with IBI-roos.

Table 1 Institutes that have participated in one or several ofthe three IBI-roos meetings and could
be members ofthe IBI-roos Task Team

EuroGOOS members Non EuroGOOS members
IFREMER (France) 18T (Portugal)
IEO (Spain) NOC (GB)
Puertos del Estado (Spain) Meteo Galicia (Spain)
Météo-France IIM-CSIC (Spain)
IMR (Ireland) IRD (France)

Mercator-Ocean (France) Ipimar (Portugal)
Fundacién AZTI (Spain)
Universidade de Lisboa (Portugal)
Instituto Flidrografico (Portugal)
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Abstract

Society and as a consequence policy and decision making has become increasingly
complex. In dealing with this complexity, governance will be a key concept in policy
making for the coming decades. The concept is highly normative, value loaded, and
subject to many interpretations. Yet, the various definitions have in common that they
emphasise the need to address human activities and development as well as economic
and environmental imperatives simultancously. As such, the issue requires an integrated
approach.

In this paper the interrelation between ocean space and human activities is discussed
with a focus on the Exclusive Economic Zones (EEZ) for which countries by interna-
tional law have a responsibility towards both sustainable use of its resources and marine
protection. The EEZ notion has dramatically changed the world map, making France the
largest Ocean State of the world.

The European Union Member States’ EEZs, Blue Europe, form a priceless asset. They
contribute significantly to Europe’s prosperity and overall quality of life. However, our
understanding of the full social-economic value of this vast resource is far from
complete. A healthy EEZ—covering oceanic and near-shore systems— provides for
example renewable food supplies, transportation highways, fossil and renewable energy,
tourism opportunities, and biotechnology supermarkets.

Governance of Europe’s EEZ needs new concepts that build on the characteristics and
behaviour of the system itself. Ecosystem management, building on economic efficiency
and sustainability, is basic to modern policy making with respect to the marine
environment. Yet, such an approach needs marine information as provided by
EuroGOOS that is also transferred into dedicated decision support systems to underpin
the highly complex policy making. This paper discusses some innovative concepts, in
which stakeholder participation is a central theme.

Keywords: GOOS, EuroGOOS, Exclusive Economic Zone, governance, transition
management, integrated assessment

1. Introduction

At 06.58.50 local time an earthquake with force nine on the Richter scale took place off
Atjeh in Indonesia. The tsunami that was the result of these forces of nature caused
havoc, especially in the coastal zones around the Indian Ocean. Despite early warnings
to 26 Indian Ocean rim countries including Indonesia and Thailand by the Tsunami

* Corresponding author, email: jh.stel@icis.unimaas.nl
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Warning Center on Hawaii, most authorities and people were not able to take the right
decisions. The estimated economic cost is still unknown but is reaching billions of US$
while the final death toll is an estimated 280000 people, making the 2004 tsunami the
deadliest in recorded history. In contrast with inhabitants of the Pacific regions, people in
the Indian Ocean region are unfamiliar with tsunamis and did not read the signs properly.

Human activity is dependent on and part of the ecosystems we live in. Yet human
activity has changed ecosystems during the past fifty years more rapidly and intensively
than ever before. This process alone will increase during the coming decades due to
population growth and the linked economic growth to increase human welfare. This will
lead to a growing demand for ecosystem functions and services for food, water and
energy. The draft Millennium Ecosystem Assessment (2005) reiterates the strong and in
some aspects wrong message of the Club of Rome that leads to the notion of sustainable
development. This assessment also advocates the new realisation that expansion of
human activities can lead to sudden changes or discontinuities (Van Notten, 2005;
Kemp, 2005), which form a serious thread to humankind. Examples are new diseases in
farming and aquaculture, changes in regional climate and the collapse of different
fisheries.

The United Nations Conference on the Law of the Sea (UNCLOS) came into force in
November 1994. It introduced the notion of the 200 nautical miles of the Exclusive
Economic Zone (EEZ) that brings some 37% of ocean space (Stel, 2002) under national
jurisdiction. This is the largest enclosure in human history. In Europe, Portugal became
the largest Ocean State with a marine territory of 1.6 million km?. Yet, the dimension of
the EEZ of the European Union is not known in detail. Integrated management of
Europe’s EEZ is lacking but urgently needed as was demonstrated by the chaos during
the sinking of the Prestige in the Spanish EEZ (Stel, 2003). The present European policy
towards the EEZ is sectorial with a focus on transport, fishery and protection. In the EEZ
each State has the right to explore, exploit, manage and conserve the natural resources as
well as having an obligation to protect them.

Another innovative aspect of UNCLOS was the introduction of the notion of the
‘common heritage of mankind’ by Arvid Pardo in 1967. In this notion all resources of
the seabed beyond national jurisdiction are seen as a common heritage that should be
used for peaceful purposes and managed in the interest of all, including future genera-
tions. This notion was strongly opposed by technologically more advanced nations
having state-of-the-art marine capabilities. It is basically a non-ownership arrangement
in which user rights but no ownership rights of a common property resource can be
obtained (Mann Borgese, 1998). The High Seas part of ocean space still is, like the
atmosphere, outer space and Antarctica a global common area (Buck, 1998), without any
national ownership. A challenge for the future is to experiment with and develop new
management concepts for good and just governance of this part of ocean space (Ostrom
et al., 2000).

2. Integration

Integrated assessment is a relatively new paradigm for sustainable development of the
EEZ. It is a multidisciplinary process of structuring knowledge elements from various
scientific disciplines and stakeholders in such a way that all relevant aspects of a
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complex societal problem are considered in their mutual coherence for the benefit of
decisionmaking (Rotmans, 2001). Integrated assessment can be seen as a particular form
of decision support. Basically bits and pieces from different knowledge domains are
combined to gain insights for decision making that go beyond the reach of a separate
discipline. The integrated assessment toolkit combines the use of disciplinary knowledge
with integration tools such as IA models, participatory methods and scenarios, to foster
tacit knowledge.

In the SCENE model the three pillars of sustainability are applied in a system-type
approach of thinking, in tenns of flows and stocks. The basic rationale is to consider the
EEZ (which includes the legal zone of the Continental Shelf) as a complex system that
consists of a number interrelated stocks (economic, ecological and social-cultural) and
flows. Stocks are described quantitatively and qualitatively; flows make all exchanges
within and between the stocks explicit. These flows are both tangible and related to
physical or financial flows, or intangible and related to for instance information or
knowledge flows. In the SCENE model (Figure 1) three fonns of capital are distin-
guished:

+ Social-cultural capital relates to the quality and quantity ofthe population or to social
and cultural provisions such as demographic structure, knowledge structure, cultural
heritage, etc.

» Ecological capital relates to the quality and quantity of natural stock e.g. minerals,
fish, water quality, biodiversity and shipping lanes.

» Economic capital relates to the quality and quantity of the economic infrastructure
such as resources and materials, labour structure, transport infrastructure (ports), etc.

Social-cultural capital

acts Goods and services
Impacts Ecosysti Labour and

servicd knowledges

Ecological capital Economic capital

Ecosystem services

Impacts

Figure 1 SCENE model developed by ICIS.

Human activities affect the stocks in these fonns of capital. This influences both the
amount as well as the quality ofthe stocks. Short-tenn changes are expressed in tenns of
flows, being intraflows for flows within a capital fonn and interflows for exchanges
between different capital fonns. Long-tenn changes are expressed by the stocks, which
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have a number of properties: quantity, quality, spatial claim and function. The status of
any stock is based upon these four properties. Moreover, renewable and non-renewable
stocks, as well as stocks that can be directly or indirectly influenced or can be influenced
in the short or long tenn should be taken into account. If we consider a system such as an
EEZ as a combination of stocks and flows, then its condition can be judged in a similar
way to the position of a company, assessed in tenn of a balance sheet (stocks) and a
statement of profits and losses (flow).

Plurality is part of integrated assessment as uncertainty legitimates different perspectives
such as disciplinary perspectives, different actor or stakeholder perspectives and
different worldviews. Despite thousands years of trading, Indian Ocean societies viewed
the sea as a source of imported goods. Although the ocean was a presence in social life, it
was seen as a special place of trade, outside society and social processes. Ocean space
was considered as an area to be crossed as quickly as possible; not as territory for
control, influence or social power (Steinberg, 2001). European societies, however,
viewed the ocean in tenns of ownership. It is this difference in attitude that has finally
led to the Western domination of ocean space.

Van Asselt (2000) defined a perspective as ‘a coherent and consistent description of the
perceptual screen through which people or groups of people interpret the world and its
social dimensions, and which guides them in actions.” As a consequence a perception
involves both how people interpret the world (worldview) and how they react upon it
(management style). In the Cultural Theory (Thompson et al, 1990) a typology of
perspectives is given to express pluralism. In this theory that is based on anthropological
research, five perspectives are distinguished: hierarchist or controllist, egalitarian or
enviromnental individualist or market-optimist, fatalist, and hennit (Figure 2). The first
three are active perspectives as they share an action-oriented worldview and
management style. They differ fundamentally, however, with regard to the type ofaction
and the effectiveness of these actions.
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Figure 2 Main features of perspectives.
Uncertainty is a fact of our daily life and is not only related to the future; it also colours

for instance our interpretation of ancient history and past climates (Pollock, 2003).
Uncertainty is fundamental to scientific research. Climate change for instance is vested
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with uncertainties. The main reason for this is on the one hand the variability of the
climate system as given by the geological record and on the other hand our limited
knowledge of the most important feedback mechanisms. For instance, ocean space, the
most important component of the climate system, is hardly known and observed and
shows non-linear behaviour. As a consequence small changes can have large effects
(butterfly principle). Another source of uncertainty relates to social uncertainty, as
human behaviour is not predictable. Therefore the behaviour of social actors, society and
its policy are uncertain too. Van Asselt (2000) developed a typology of the sources of
uncertainty to facilitate the distinction between for instance highly uncertain and less
uncertain issues and, by this, to increase the quality of strategic planning and policy
advice.

3. Transition management

Transitions are well known from the geological record, but the notion of a transition has
its roots in biology and population dynamics. The transition concept is currently also
used as a heuristic to describe and explain the complexity of social changes. A transition
can be defined as a long term process of change during which a society or a subsystem of
society fundamentally changes (Rotmans ef a/., 2000) that are often related to changes in
worldview or in paradigms. It consists of a set of interconnected changes, which
reinforce each other but take place in different areas, such as technology, economy,
ecology, culture, institutions, behaviour and belief systems. Like sustainable devel-
opment, transitions require a long time period, at least a generation (25-50 years),
because existing structures, institutions and mental frames have to be broken down and
new ones have to be developed. A transition is a spiral that reinforces itself, gaining
speed to the point of irreversibility. Multiple causalities and co-evolutionary processes
mark possible development pathways and drive transitions. The direction and pace are
often randomly influenced by policies and actions of all societal actors.

Transitions require system innovations: organisation-exceeding, qualitative innovations
which are realised by a variety of participants within the system, and which fundamen-
tally change both the structure of the system and the relation between the participants.
System innovations transcend the level of an individual, an individual firm or individual
organisation or institution. They take place at the level of a sector, a branch, city or
region. This involves innovation of production and consumption processes, techno-
logical, institutional and political-governmental innovation. Within these system innova-
tions, individual-level innovations occur, in terms of product, process and project
innovations. An example is a possible future energy transition to biomass, which will
involve system innovations in transport (bio fuels), eclectricity generation (co-
combustion, gasification of biomass), agriculture (bio crops), but also in policy (integral
biomass policy regarding energy, biodiversity, space use, agriculture and transport) and
culture (surmount barriers among the public against alternative energy carriers).

Four different phases in terms of time can be distinguished in the S-curve of any

transition:

* A predevelopment phase where there is very little visible change at the system-level
but a great deal of experimentation at the individual level
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+ A take-off phase where the process of change starts to build up and the state of the
system begins to shift because of different reinforcing innovations or surprises

* An acceleration phase in which structural changes occur in a visible way through an
accumulation and implementation of socio-cultural, economic, ecological and institu-
tional changes

+ A stabilisation phase where the speed of societal change decreases and a new
dynamic equilibrium is reached.

All transitions contain periods of slow and fast development, caused by processes of
positive and negative feedback. A transition can be accelerated by one-time events, such
as a war or large accident (Prestige) or a crisis (oil crisis) but is not caused by such
events.

When analysing transitions, it is useful to use the multilevel scheme of Geels and Kemp
(2000). This scheme (Figure 3) makes a distinction between niches, regimes and the
socio-technical landscape at three interfering scale levels—the micro-, meso- and
macro-level. At the macro level the societal landscape is determined by changes in
macro economy, political culture, demography, natural environment, worldviews and
paradigms. This level responds to relatively slow trends and developments. At the meso-
level, social norms, interests, rules and belief systems operate that underlie strategies of
companies, organisations and institutions and policies of political institutions. At the
micro or niche-level individual actors, technologies and local practices are addressed. At
this level, variations to and deviations from the status quo can occur as a result of new
ideas and new initiatives such as new techniques, alternative technologies and social
practices.

Macro-level
(landscape)

Meso-level
(regimes)

Micro-level
(niches)

Figure 3 Interaction of innovation processes between different scale levels.

The concept of transition management is rooted in fields as multi-level governance and
adaptive management (Rotmans ef al., 2000). This concept indicates that, although
transitions cannot be managed in terms of command and control, they can be managed in
terms of influencing and adjusting: a more subtle, evolutionary way of steering. So, the
direction and pace of transitions can be influenced. The basic underlying rationale is that
structural and institutional changes influencing the market, innovation and political-
administrative systems and vice versa, lead to transitions. Transition management aims
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to better organise and coordinate this process at a societal level and tries to govern it into
a sustainable direction.

Key elements of transition management are:

+ Systems-thinking in terms of more than one domain (multi-domain) and different
actors (multi-actor) at different scale levels (multi-level); how developments in one
domain or level gel with developments in other domains or levels; trying to change
the strategic orientation of regime actors

* Long-term thinking (at least 25 years) as a framework for shaping short-term policy

+ Hind- and forecasting: the setting of short-term and longer-term goals based on long-
term sustainability visions, scenario studies, trend analyses and short-term possibil-
ities

+ A focus on learning and the use of a special learning philosophy of learning-by-doing
and doing-by-learning

* An orientation towards system innovation and experimentation

+ Learning about a variety of options (which requires a wide playing field)

» Participation from and interaction between stakeholders.

Transition management can be organised in transition arenas (Loorbach, 2002) that are
small multi-actor networks of innovators, experts, strategic and/or original thinkers.
Within transition arenas a systemic analysis of a complex problem (based on a SCENE-
analysis) in a participatory manner leads to a shared problem perception on a systems-
level. This common ground will provide the basis for the development of shared visions
on the desired future state of the system and leads to a joint transition agenda that
contains common problem perceptions, goals, action points, projects and instruments.
The latter are used here in the broad sense: from tax measures to public-private arrange-
ments, and new instruments. So, the transition-agenda forms a compass for the transition
arena participants, which they can follow straightforwardly during their transition
journey.

4. Conclusions

Perceptions colour our view towards resource use of ocean space and especially the EEZ.
Indian Ocean socicties and China viewed the sea as a special place of trade, outside
society and social processes. It was considered as an areca to be crossed as quickly as
possible; not as territory for control, influence or social power (Steinberg, 2001).This
view is comparable to the present view of Western socicties when one plans a holiday by
car in France. Planning the route to take, the highways to use, only focuses on how to
reach the destination; not on ownership of the highways used. Western societies,
however, view ocean resources and ocean space in terms of ownership through the
notion of the ‘freedom of the seas’. During the last century this view lead to the largest
enclosure in human history: the EEZ. Nowadays, each State has the right to explore, to
exploit, to manage and to conserve its natural marine resources as well as the obligation
of protecting them.

After World War II a transition in our relation with the sea took place from a technologi-
cally balanced use of ocean resources to a non-sustainable use of ocean space through
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pollution from land-based human activities and unrestricted use of this common
resource. Since the Industrial Revolution, human activity in the coastal zone is increas-
ingly affected by a host of poorly planned and badly regulated activities, from the
explosive growth of coastal cities and towns to the increase in tourism, from industriali-
sation to the expansion of fish fanning, from the development of ports to measures to
control flooding and related spatial planning.

There is an urgent need for integrated marine policies towards ocean space and its EEZs,
for a marine policy at for instance the European level in which the different human activ-
ities and use of ocean space is regulated holistically instead of sectorially. During the last
decade EuroGOOS successfully laid the foundations for a European marine information
capability that is expressed in sub-regional entities such as the Baltic Operational
Oceanographic System, the North West Shelf Operational Oceanographic System and
the Mediterranean Global Ocean Observing System. Yet, linking these marine infor-
mation systems with decision support systems and applying modem techniques to
involve stakeholders in a participatory way as well as exploring new and innovative
concepts such as transition management for a sustainable use and protection of Europe’s
EEZs will be the next step to support governance ofthe Europe Union as an Ocean State.
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Abstract

The seven French agencies concerned with ocean research are together developing a
strong capability in operational oceanography based on a triad including satellite
altimetry (JASON), numerical modelling with assimilation (Mercator), and in situ data
(Coriolis).

The Coriolis project aims to build a pre-operational structure to collect, validate and
distribute ocean data (temperature/salinity profiles and currents) to the scientific
community and modellers.

The four goals of Coriolis are:
+ To build up a data management centre, part of the Argo network for the GODAE
experiment, able to provide quality-controlled data in real time and delay modes

+ To contribute to deployment of Argo floats mainly in the Atlantic with about 300
floats during the 2001-2005 period

+ To develop and improve the technology of the profiling Provor floats as a contri-
bution to Argo

+ To integrate into Coriolis other data presently collected at sea by French agencies
from surface drifting buoys, PIRATA deep sea moorings, and oceanographic research
vessels (XBT, thermosalinograph and ADCP transmitted on a daily basis).

By the end of 2005, recommendations will be given to transform the Coriolis activity
into a permanent, routine contribution to ocean measurement, in accordance with inter-
national plans that will follow the Argo/GODAE experiment.

Keywords: In situ, operational oceanography, Argo, data exchange, Mersea

1. Introduction

The Earth’s climate is determined by the atmosphere and the ocean which transport and
exchange huge amounts of heat and water. Within the climate system, the interactions
are numerous and complex. The atmosphere is a transient and temperamental partner.
The ocean, which reacts slowly, is the memory of the system. According to annual cycles
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and geographical areas, it can absorb or accumulate huge amounts of heat, water and
carbon, transport it over large distances, and subsequently release it in the atmosphere.

Understanding, monitoring and forecasting ocean-circulation variability require a combi-
nation of theoretical studies, in situ measurements and numerical models. Today it has
become possible, because of scientific expertise, increased computer capabilities,
numerical modelling, observation capability from space and in situ measurements. It is
the challenge of operational oceanography for which France has established a research
programme including three complementary projects:

* JASON which will provide altimetric data following Topex/Poseidon mission
*  Ocean modelling with Mercator which assimilates satellite and in situ data
* In situ measurements and data distribution with Coriolis.

These projects contribute to the international programmes GODAE (Global Ocean Data
Assimilation Experiment) for modelling aspects and to Argo for in situ measurements.
Both of them will be operational during the 2004—2005 period.

2. What is Coriolis?

Coriolis is a pilot project, resulting from a study conducted by the seven French organi-
sations involved in ocean research (CNES, CNRS, IFRTP, IRD, Météo-France, SHOM
and Ifremer). It is setting up a complete structure for acquisition, validation and distri-
bution, in real and delayed modes, of in situ data over the world ocean: mainly physical
parameters such as temperature, salinity and currents (profiles or sections with high
vertical or horizontal resolution and time series).

Coriolis has three phases:

* A Preparation phase (2000-2002) synchronised with the Mercator demonstration
phase, to set up the system

* A Demonstration phase (2003—-2005) during which Coriolis will operate in an opera-
tional mode

* An Evaluation phase (2004-2005), which will provide recommendations for a
sustainable operational structure, based on the experience gained.

The Coriolis project is organised into four sub-projects:

1. Development of the Coriolis data centre

2. French contribution to Argo

3. Development of profiling floats

4. Integration of national activities related to in sifu measurements.

There is also a transversal component, which provides scientific support to the other
projects.

3. Development of the Coriolis data centre

3.1 Real time

Built on 20 years of experience from the Ifremer oceanographical data centre SISMER
the Coriolis data centre has been set up progressively to collect, control, and distribute
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physical oceanography in situ data, initially temperature and salinity profiles. The core
ofthis centre is located in Brest. It handles in situ data available in near real time coming
from the GTS (Global Transmission System of meteorological data whose French
partner is Météo-France) and also from other sources including French floats, buoys, and
research vessels (Figure 1). 6500 profiles are now provided to Mercator on a weekly
basis. These data are assimilated by Mercator and are also used in real-time by other
customers, such as the Hydrograpliic Service ofthe French navy (SHOM), Météo-France
and other GOD AE modellers.

Figure 1 T/S diagram, T and S sections for a nearly 3 year lifetime of a Provor float offshore
Spain (www.coriolis.eu.orgi.

The Coriolis data centre also operates in delayed mode for:
+ Instruments and sensors monitoring for the estimation of sensor drifts

* Re-analysis and data synthesis: gridded fields in different areas.

3.2 Weekly analysis

Coriolis has developed an analysis system able to serve both the validation needs and the
production of weekly gridded fields. This system based on an objective analysis
(Bretherton et al., 1975) is operated by the data centre in real time. It allows detection of
outliers and provides weekly T and S fields. It is used for sensor drifts monitoring within
a time scale of 6-12 months. Finally, multi-year analyses are produced for climato-
logical studies (Figure 2).

For more information see Gaillard and Autret (2005).
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Figure 2 Weekly salinity analysis at 10 m depth for the Atlantic Ocean available through a LAS
server www.coriolis.eu.org/cdc/ObiectivesAnalvsis/global atlantic.htm.

3.3 Delayed mode quality control

For 2 years the Argo Science team lias been working on defining salinity delayed-mode
procedures designed to specifically check artificial drifts and offsets.

The free-moving nature of profiling floats means that most float salinity measurements
are without accompanying in sifu “ground truth” values for absolute calibration (such as
those afforded by shipboard CTD measurements). Therefore Argo delayed-mode proce-
dures for salinity rely on reference databases and statistical methods for detecting
artificial drifts and offsets. However, since the ocean has inherent spatial and temporal
variabilities, these drift and offset adjustments are subject to statistical uncertainties.
That is why corrections are provided together with an estimation of the error to users.

For more information see Coatanoan (2005).

4. French contribution to Argo

Coriolis contributes to the Argo prograimne (A global array of profiling floats). By
2007, the Argo prograimne should have deployed 3000 profiling floats according to a
regular grid in the world ocean. The float displacement gives information on the fields
speed. Such a network will provide a low-resolution sampling, at a 10-day frequency.
Argo is placed in the context of international prograimnes on the ocean monitoring
(GODAE) and on climatic variability studies (CLIVAR), and under the auspices of
several agencies, such as the World Organization of the Meteorology (WMO) and the
Intergovernmental Oceanographical Commission (I00) of  UNESCO
(www.argo.ucsd.edul.
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France has first focused its deployments in the Atlantic Ocean, gradually from North to
the South. It will supply 300 profiling floats (2001-2005); this contribution includes 55
floats funded by the European Commission for the demonstration project “Gyroscope”
and the Integrated project Mersea co-ordinated by Ifremer.

The Coriolis data centre (www.coriolis.eu.orgt lias also volunteered to be one ofthe two
Argo Global Data Centres together with the US GODAE centre, providing a unique
access to all the Argo data acquired over the entire globe. These centres are fed by
various national data centres which validate the data provided by the floats they
deployed, using the same quality control procedures as defined by the “Argo data
management team”.

efiCNAuOLOSAL WCOiCT{

€
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Figure 3 Argo data management network.

5. Profiling floats development: The French Provor float

Within the Coriolis framework, through an industrial partnership with the Martec
company, Ifremer has developed a free-drifting hydrographic profiler named Provor
based on Marvor technology (which doesn’t need any ballasting operation before
launch).

Temperature and salinity measurements are performed during the ascent and/or descent,
and at drift; the sampling strategy is set before launching and parametrised for at least
two user-defined layers. A coastal version of Provor, named Pagode, is under devel-
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opment. Also studies to add new sensors such as oxygen and carbon are conducted by
Ifremer (See Marchand and Loaec, 2005).

Figure 4 Profiling float Provor equipped with Seabird sensor (left) and FSI (right).

6. Integration of national activities related to in situ measurements

Many in situ measurements necessary for operational oceanography are made regularly
by the French agencies involved in Coriolis: SHOM (XBT, hydrographic omises),
Ifremer (4 large research vessels), IPEV (one large research vessel cruising in Indian and
Antarctic oceans), IRD (WOCE lines, XBT lines and thennosalinometers), Météo-
France (drifters and several moorings), CNRS (floats). Unfortunately, data are not
always transmitted in real time to data centres.

Figure 5 Left: Sea surface salinity data acquired from French research vessels and transmitted in
real time to the Coriolis data centre in 2005. Right: Sea surface salinity acquired since 2000 on
VOS within the French Observatory ORE-SSS. Both ofthem represent the French contribution to
GOSUD (Global Ocean Surface Underway Data) under the IOC umbrella.

Coriolis aims to organise the systematic collection in real time of in sifu measurements
made either as routine or within the framework of specific research activities, in order to
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meet the operational oceanography needs. It harmonises reduction, control and
calibration processes to cope with operational constraints (see Petit de la Villéon, 2005).

7. Prospects

The Coriolis project implementation by the French agencies in charge of oceanography
will contribute to the ocean observing system, providing world coverage of the oceans in
real time. Coriolis, a multi-disciplinary pilot project, is involved in new autonomous
instrument development with up-to-date transmission capability, in float deployment in
the Atlantic Ocean (then the world) and in data collection, processing and distribution to
users (public authorities, scientific community, and industry sector). Within the Mersea
Integrated Project, the Coriolis data centre will be extended to serve the European ocean
forecasting systems: for this it will integrate data coming from other European research
vessels, start distributing biochemical data coming from moorings and gliders as well as
improving climatology over the Atlantic ocean.

It aims to be continued when the world programmes, to which it relates, will have drawn
their assessment for the coming years. We will then witness an evolution similar to the
one observed in meteorology field twenty years ago: deep-sea oceanography will go
from science to operational for the benefit of the world population on a sustainable base.
Nevertheless it will then be necessary to assume the recurring cost of such a programme.
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Abstract

E-SURFMAR is an optional programme of the ground-based EUMETNET Composite
Observing System (EUCOS). EUMETNET is the Conference of European National
Meteorological Services.

In 2005, 15 European Meteorological Services out of the 20 EUMETNET members have
been participating in the E-SURFMAR programme. The objective of this programme is
to co-ordinate, optimise and progressively integrate the activities for surface observa-
tions over the sea within the EUCOS operational framework.

E-SURFMAR includes Voluntary Observing Ships (VOS) operated by participating
members as well as data buoys which have been co-ordinated by the European Group on
Ocecan Stations (EGOS) for many years. Each of the components is fitted with a
Technical Advisory Group who helps the Programme Manager to conduct the
programme.

One of the main objectives of EUCOS is to optimise the ground observing system to
improve short range forecasting over Europe. In this context, a suitable network of
surface marine observations has been proposed by E-SURFMAR to meet WMO require-
ments of surface marine data for regional Numerical Weather Prediction (NWP) as a
complement to the data provided by satellite remote sensing. The proposition includes an
increase of the density of air pressure measurements carried out north of 30°N in the
North Atlantic and in the Mediterrancan Sea, as well as the use of a few moored buoys
for the calibration and the validation of wind and wave satellite data.

Keywords: EUMETNET, EUCOS, SURFMAR, NWP, weather prediction, VOS,
data buoys

1. Introduction

E-SURFMAR is an optional programme of the ground based EUMETNET Composite
Observing System (EUCOS). EUMETNET is the Conference of European National
Meteorological Services.

The E-SURFMAR objectives are to co-ordinate, optimise and progressively integrate the
activities for surface observations over the sea within the EUCOS operational
framework. The main objective of EUCOS is to optimise the ground observing system to
improve short range forecasts over Europe.

* Corresponding author, email: Pierre. Blouch@meteo.fr
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In 2005, 15 European Met Services out of the 20 EUMETNET members have been
participating in the E-SURFMAR programme: Belgium, Denmark, Finland, France,
Germany, Greece, Iceland, Ireland, Italy, Netherlands, Norway, Portugal, Spain, Sweden
and United Kingdom.

E-SURFMAR is funded through the contributions of its participating members (720 k€
in 2006). Members contribute to the programme according to the Global National
Income (GNI) of their respective countries.

The programme started on 1 April 2003. It has been initially defined with a duration of 4
years divided into two stages of two years each: design study during stage 1, then imple-
mentation during stage 2. Météo-France is responsible for the programme.

E-SURFMAR includes:

*  Voluntary Observing Ships (VOS) operated by EUMETNET members: 650 ships
reporting human observations every month plus 60 shipborne Automated Weather
Stations (AWS). E-SURFMAR actively participates in the works of the VOS Panel of
WMO (JCOMM/SOT)

+ Data buoys previously co-ordinated by the European Group on Ocean Stations
(EGOS): a permanent network of about 50 drifting buoys plus a few offshore moored
buoys. E-SURFMAR is a regional action group of the Data Buoy Co-operation Panel
(JCOMM/DBCP).

Each of the components is fitted with a Technical Advisory Group who helps the
Programme Manager to conduct the programme.

2. Phase | O Network design study (2003 12004)

The main question was: “which in situ surface marine data are presently the most
sensitive to improve Numerical Weather Predictions (NWP) as a complement to the
satellite data?” The study, carried out in 2004, answered:

+ Air pressure (MSLP) for direct assimilation into weather models. Pressure observa-
tions are essential to anchor the surface pressure field in analyses but these observa-
tions are still too sparse over the sea. According to ECMWF studies, surface winds,
provided for instance by satellites and assimilated in isolation, can have a detrimental
impact on Numerical Weather Predictions.

+ Sea surface temperature (SST), wind and waves for the validation and the calibration
of satellite data.

Although the EUCOS area of interest is bounded by 90°N—10°N; 70°W—40°E, the study
showed that the most sensitive area for MSLP is north of 30°N.

The study then made an inventory of the existing systems providing these parameters
and their distribution over the North Atlantic and the Mediterrancan Sea. It noticed a
significant decrease in the number of ships reporting “manual observations” and the
necessity to speed up the deployment of shipborne AWS systems. A recommendation
was therefore made to increase the number of hourly MSLP observations north of 30°N
through the use of more drifting buoys and more shipborne AWS systems than are used
at present. A target of 175 drifting buoys deployed each year and 45 new AWS systems
has been proposed.
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The design study also recommended consideration of four existing moored buoys for the
calibration and the validation of wind and waves satellite data. The existing surface
marine observing systems already provide in situ SST measurements for the calibration
of satellite data. The new (recoimnended) systems will strengthen this.

3. Phase Il o Programme implementation (2005D2006)

3.1 Drifting buoys

So far, 50 drifting buoys have been procured each year by EGOS members on a volun-
tarily basis (Figure 1). In 2005, the drifting buoys were funded by E-SURFMAR. From
2006, the communication costs for these buoys will be also funded by E-SURFMAR. By
this time, the European operational drifting buoys will have been fully integrated within
EUCOS.
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Figure 1 Number of operational drifting buoys operated by EGOS later E-SURFMAR in the
North Atlantic according to their type.

For a few months, a fruitful co-operation with NOAA/AOML has enabled E-SURFMAR
to fund barometer upgrades on surface drifters deployed in the North Atlantic. 20 SVP-B
drifters upgraded by E-SURFMAR were deployed in 2005.

The number of drifting buoys deployed each year into the sensitive area should increase

in the future, accordingly to the prograimne budget and the continuation of the co-
operation with NOAA.

3.2 Voluntary Observing Ships (VOS)

A procedure lias been settled to compensate the participants who operate a fleet of VOS.
Compensation is paid according to the volmne of observations carried out by each
member and reported onto the Global Telecommunication System of the WMO (GTYS).
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E-SURFMAR is very concerned by VOS communication costs. Savings are sought
through a better use of satellite links commonly used by VOS (e.g. Imnarsat-C) or the
use of alternative ones (e.g. Iridium and Globalstar).

Since 2005, E-SURFMAR plans to fund a few shipbome AWS systems every year.
These systems, called BATOS, have been developed by Météo-France. In order to speed
up their deployment aboard European ships, participants are invited to purchase
additional systems at their own expense. They will be compensated for their use.

Figure 2 The BATOS shipbome AWS system Figure 3 K-pattem buoy

3.3 Moored buoys

In January 2005, E-SURFMAR took over the data buoy activities previously carried out
by the EGOS group. EGOS had been concerned with two moored buoy networks: the K-
pattem buoys operated by the UK, France and Ireland and the Spanish deep water
network.

Following the recoimnendations of the E-SURFMAR design study, four moored buoys
out of these two networks have been considered as EUCOS moored buoys. Compen-
sation is paid for the operation of these buoys. Plans exist to upgrade the three K-pattem
buoys to enable them to provide directional wave spectra. One buoy would need to be re-
located in a more suitable position.

3.4 Networks monitoring

Observing systems are monitored every day and actions are taken as appropriate when
problems occur with the data they report, for example drifting buoys running ashore,
biased air pressure observations due to an uncorrected barometer height, etc. Quality
control tools, including graphs of comparisons between observations and weather model
outputs and blacklists of platfonns reporting dubious values, are available to operators
on the Internet.

3.5 Performance evaluation

The performance ofthe E-SURFMAR networks are regularly evaluated: data availability
on the GTS, data timeliness and data quality. For EUCOS objectives, it is essential to
have a maximum of reliable data transmitted onto the GTS with the shortest delays.

The performances differ from one component to another. For instance, the timeliness of
shippbome AWS and moored buoys is better than for conventional VOS and drifting
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buoys. The quality of air pressure measurements is currently lower for conventional
VOS than for the other components.

4. The future (2007 )

It is strongly desirable for E-SURFMAR to become a core programme of EUCOS in
2007 just like E-ASAP and E-AMDAR which already have this status. By then,
EUMETNET will probably have 28 members i.e. the 25 EC countries plus Iceland,
Norway and Switzerland.

An increase in the density of air pressure measurements carried out in the North Atlantic
and in the Mediterranean Sea will be made through optimisation of the existing
observing systems (savings) and an expected increase of the E-SURFMAR budget. Ship
observations and moored buoys will be better compensated.

However, even in the best case, the targets proposed by the design study will not be
reached for many years.

5. Conclusion

E-SURFMAR is now on track. It is an in situ operational programme. For the meteoro-
logical community, this implies data transmission onto the GTS in “real-time”. Funded
by 15 European meteorological services according to the country GNIs, its existence is
more reliable than if it was only funded by fewer participants on voluntary contributions.

E-SURFMAR is surrounded by several advisory groups — two technical ones (VOS and
Data Buoys) and one scientific (EUCOS Scientific Advisory Team), with representatives
from its participant members. It progressively integrates the European surface marine
observation activities for weather forecast.
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Abstract

Most hydrological data sets come from scattered CTD casts that only allow calculation
of linear trends over years or decades. The information is thus relatively poor as data
significance cannot be estimated, relationships with other data sets cannot be computed,
trend values cannot be compared between places (since data is generally available over
different periods), and new data sets have low added value.

Following a CIESM (Commission Internationale pour 1’Exploration Scientifique de la
mer Méditerranée) dedicated workshop held in 2002, a programme has been developed
(www.ciesm.org/marine/programs/hvdrochanges.html for collecting hydrological time
series with autonomous CTDs pennanently operated in key places in the Mediterranean
Sea (e.g. the strait of Gibraltar and other passages, and dense water fonnation zones) and
maintained locally by the institutes that are partners of the project.

This strategy has already been validated by the first 15-month hourly time series
collected at Gibraltar in 2003-2004, revealing dramatic changes to the Mediterranean
outflow composition.

Keywords : Mediterranean Sea, long tenn changes, hydrology

1. Introduction

In the last decade, wanning and increasing salinity trends have been reported for surface,
intennediate and deep waters of the Meditenanean Sea. Some results are presented in
Table 1, in the fonn of trend values evaluated by several authors over different periods
and time durations.

It should firstly be specified that the mechanisms that were put forward for explaining
such trends are still being debated; it is obviously beyond the scope of this paper to
analyse such mechanisms that are generally discussed in detail in the cited works.

Even though knowledge of long-tenn hydrological variations in the Mediterranean is
highly valuable, it was inferred mainly from ship-handled CTDs operated in various
locations with typical (and generally irregular) sampling intervals ranging from weeks to
months and even years. In some rare cases, the reported trend values were obtained from
data recorded at fixed stations in the framework of systematic observing programmes
such as the one conducted by J. Pascual offshore Barcelona in Spain (Pascual et ai..

* Corresponding author, email: fiida@com.univ-inrs.fr
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1995). This means that only linear trends over years to decades (reported in Table 1 as
°C/yr and psu/yr) can be calculated because of the low number of data values. Such data
sets do not allow scales of major importance to be resolved, such as the mesoscale, and
the calculated trends can hardly be compared from place to place since they generally
correspond to different periods. It is not possible in practice to sample regularly a point at
a high rate with a ship-handled CTDs, except during short-term dedicated experiments.
This is illustrated in Figure 1 for larger scales, which shows slow general increasing
trends but also smooth month-scale variations (e.g. in late 1999) recorded at ~3500 m in
the Tyrrhenian. Characterizing the latter properly with ship-handled CTDs would
demand a huge effort in term of logistics, while an autonomous instrument able to record
samples hourly during a couple of years without maintenance will resolve all scales at
the lowest cost.

Moreover, linear trends compiled from data collected during independent cruises
spreading over years and decades are potentially doubtful because of the mixing of data
of heterogeneous quality, the irregular temporal distribution of samples (i.e. data
“clusters” at the time of the cruises, separated by long empty periods) and the more or
less subjective and/or arbitrary choices of horizontal and vertical boundaries for
selecting CTD data entering in trend computations. In addition, ship-handled CTDs do
not allow the correct sampling of any along-slope vein at intermediate and greater depths
(Sammari and Millot, 2000). From a practical point of view, it is clear that maintaining a
permanent (i.e. over several decades) weekly to even monthly hydrological monitoring
with ship-handled CTDs is extremely demanding in terms of ship-time and manpower
availability for a coastal area, as it is totally unrealistic for an open ocean one.

Table 1 Hydrological trends for some Mediterranean water masses: AW (Atlantic Water), LIW
(Levantine Intermediate Water), WMDW (Western Mediterranean Deep Water), EMDW (Eastern
Mediterranean Deep Water). See (CIESM, 2001) for an exhaustive review of Mediterranean water
masses and related acronyms.

Concerned walermass/ pepth (m)  Period ( s ;':‘/‘;r) p os,3t:::l‘7yr) Authors
AW / offshore Barcelona 0 1973-1994 +35 NA Pascual et al.,
(Spain) 80 1973-1994 +20 NA 1995
AW / Liguro-Provencal NA 1960-1995 0 +4.3 Krahmann and
LIW/ whole western Med  [250 500] 1960—1995 0 0 Schott, 1998
LIW / Tyrrhenian [600 1500] 1973-1992 +19 +5.0 Zodiatis and

Gasparini, 1996
WMDW / Algero-Provencal 2000 1909-1955 +0.82 +0.3 Rohling and
2000  1955-1989  +1.6 +0.94 Bryden, 1992

WMDW / Algero-Provencal 2000 1960-1995 +1.6 +0.8 Krahmann and
Schott, 1998
WMDW / Provencal 2000 1959-1996 +3.5 +1.1 Béthoux and
Gentili, 1999
EMDW / lonian 3000 1960-1991 +2.1 NA Tsimplis and

EMDW / Levantine 3000 1960-1991 +1.2 NA Baker, 2000
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2. The CIESM Network: history of creation and present status

From 1996 to 2002, the abyssal surroundings of Ustica island (in the southern
Tyrrhenian sub-basin) were surveyed as complementary investigations to the
deployment of a long-tenn multi-parametric deep-sea observatory, the european
Geophysical and Oceanographic STation for Abyssal Research— GEOSTAR
(Beranzoli et al.. 2000). In 1999-2000 and 2000-2001, high-quality autonomous CTDs
and temperature loggers (SBE37/SBE16 and SBE39 from SEA-BIRD) and specially
temperature-calibrated AANDERAA current meters with enhanced resolution
(~0.002°C) on short (~10 and -100 m) moorings, were deployed at the bottom
(-3500 m). Unexpectedly, the recorded hourly temperature and salinity time series
(Figure 1) have revealed large monthly variations superimposed on monotonie increases
found to be one order of magnitude greater than all the trends reported up to now for the
deep waters of all other Mediterranean sub-basins (see Table 1). Moreover, comparison
with historical data extracted from the MEDATLAS database (MEDATLAS group,
1997) have revealed an important acceleration of hydrological trends occurred since the
mid 1990s (Fuda et al.. 2002). Besides their intrinsic scientific interest (Fuda et al..
2002), these time series have also definitely convinced us that autonomous CTDs
deployed at fixed selected locations were much more relevant and cheaper than ship-
handled CTDs for efficient monitoring of hydrological changes on the long-tenn.

! 1#J10* ! ool

3&-DS0O-9B 'is-Dtfo-o00 i
Year

Figure 1 Temperature and salinity time series at -3500 m, -20 nautical miles NE from Ustica
island.

The 2000-2001 temperature time series values were collected with several instruments
(SBE37, SBE39 and Aanderaa current meters [resolution: 0.002°C]) evenly distributed
between 3400 and 3500 m.

In April 2002, the CIESM (Commission Internationale pour 1’Exploration Scientifique
de la mer Méditerranée) organised a dedicated workshop during which several physical
oceanographers (mainly) from the riparian countries developed a realistic monitoring
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strategy to describe and understand long-tenn hydrological changes in the Mediterranean
Sea (CIESM, 2002). This workshop has led to the setting up of a network aimed at
collecting hydrological time series with autonomous CTDs pennanently operated in key
places (e.g. the strait of Gibraltar, other passages, dense water fonnation zones) and
managed locally by the project partners (Figure 2). These CTDs are set on 10-m
moorings recovered (by acoustic release) and immediately re-deployed every 1-2 years,
which requires ~1-day ship-time only. Among the CTDs presently in operation, most are
Sea-Bird SBE37 (accuracy: few 1(T3°C/1(T4Snr], resolution: few IO 40C7I0 5Sm 1
and stability per month: few 104°C7I0 4Sm ') that allow 1-hour time series to be
collected during up to ~6 years.

This programme is placed under the patronage of the CIESM and is coordinated by the
Observation Service of the Centre d’Océanologie de Marseille (COM). It is presently
fully operational at numerous key sites (Figure 2). Institutes actually conducting opera-
tions are SHOMAR (Morocco), INSTM (Tunisia), CNR and OGS (Italy), COM-LOB
(France) and CSIC and IEO (Spain). Additional moorings will be deployed in the forth-
coming months/years offshore Algeria, Egypt and Crete, and managed respectively by
ISMAL, AUDO/NIOF and HCMR. Up to now, equipment has been provided by the
institutes themselves and by the CIESM that is willing to involve as many southern
countries as possible.

Figure 2 Map ofthe CIESM network. Labels indicate the involved partners.

3. First results and conclusion

The strait of Gibraltar, a key location, was the first passage to be instrumented by the
SHOMAR in collaboration with the COM in order to pennanently monitor both the
Atlantic Water surface inflow (at ~80 m on the Moroccan side) and the Mediterranean
Water deep outflow (at ~270m on a small plateau, only ~1 km away from the deepest
part of the V-shaped sill).
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Figure 3 displays the very first 15-month (January 2003 to April 2004) hourly temper-
ature and salinity time series of the outflow’s characteristics. The most evident feature is
the fortnightly tidal period that appears on both records. The lowest temperatures and
highest salinities characterise the less-modified Mediterranean Water and its variations
on each semidiurnal cycle. Any 2-week zoom (not shown) of these records matches the
description made more than 20 years ago (Bryden and Stommel 1982), namely the fact
that MW is always more or less modified during spring tides while “pure” MW flows out
during neap tides.

Potflllol

Figure 3 The network’s very first 15-month temperature and salinity time series collected at
270 m in the deeper part of'the strait of Gibraltar.

Apart from these expected features, these data have first ofall revealed dramatic changes
in the Mediterranean outflow’s composition. Consistently with older time series, we
have indeed demonstrated (Millot et al., 2005) that the densest waters outflowing since
the mid 90s in the deeper part of the strait no longer originate mainly from the western
basin (as shown in the past by 1960s-1980s historical data and which is generally still
believed today) but from the eastern basin, leading to an outflow that is much wanner
(~0.3°C) and saltier (-0.06) than -20 years ago. These changes cannot be attributed to
the WMDW decadal trends that are -10 times less (see Table 1). In the submitted paper,
this was linked with the dramatic Eastern Meditenanean Transient (Roether et al., 1996)
that caused exceptionally dense waters to be fonned in the southern Aegean to replace
(and uplift) older bottom deep waters generated in the southern Adriatic.

Considering that the Meditenanean outflow sinks and spreads into the northern Atlantic
where it participates in the North Atlantic Deep Water fonnation (e.g. Levitus et al,
2000), it is obvious that monitoring the Meditenanean Sea in as many key sites as
possible is crucial also at a global scale. We are thus convinced that the CIESM network
will represent a fundamental tool to monitor and understand the Meditenanean long-
tenn hydrological changes, as well as their impact on the Atlantic and even global
functioning.
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The EUMETSAT Ocean and Sea lee SAF
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Abstract

In order to complement its Central Facilities capability in Dannstadt and benefit more
from expertise in Member States, EUMETSAT created Satellite Application Facilities
(SAFs) — specialised development and processing centres based on co-operation
between several institutes and hosted by a National Meteorological Service.

The O&SI SAF is an answer to the common requirements of meteorology and oceanog-
raphy for a comprehensive information on the ocean-atmosphere interface. These
requirements come primarily from National Meteorological Services (NMSs), as well as
oceanic and climate research agencies. The OSI SAF also aims at satisfying the needs of
the operational oceanography (MERCATOR, MERSEA, MEDSPIRATION, GHRSST,
etc.) and the economic actors exercising their activities on or in the ocean.

After its development phase conducted by EUMETSAT, the National Meteorological
Services of France, Demnark, the Netherlands, Norway and Sweden, and Ifremer, the
O&SI SAF is now in its Initial Operations phase (IOP) which is planned to last till
February 2007. The IOP consortium is constituted by Météo-France, met.no, DMI,
KNMI, and SMHI.

The first scope of the O&SI SAF IOP is to produce and distribute operationally in near
real-time products:

* Related to the following parameters: Sea lee characteristics, Wind+, Sea Surface
Temperature (SST) and radiative fluxes (Short wave and long wave) (

* Using combined satellite data derived from GOES-E, NOAA, DMSP/SSMI,
METEOSAT-08, SeaWinds+, and Metop (from 2007 onwards)

» Covering defined areas (High Latitudes, Global, Atlantic or Regional).
+The Wind product, derived currently from SeaWinds, will stay under pre-operational
status till 2007. Other products have been set operational in 2004)

Another important scope of the OSI SAF IOP is to conduct R&D activities for enhancing
the current products or creating new products: A global Sea lee will be operational in
2005, and a global SST is being developed, which is planned to be operational in 2008.
The OSI SAF Web site (www.osi-saf.orgt offers general information on the production
and the project, and quick looks at the products. Moreover, registered users benefit from
user support and have free access to the products via the ftp servers.

Keywords: OSLO&SI (Ocean and Sea lee), SAF (Satellite Application facility).

* Corresponding author, email: guenole.guevel(S!meteo.fr
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1. Overview on the products

One ofthe main targets of the OSI SAF is to provide users in near-real-time with quality
controlled products. Complete information on each product is provided in the relevant
Product User Manual available on the Web site www.osi-saf.org. under “documen-
tation”. The main characteristics of the product are summarised in Table L

Table 1 Product characteristics.

Projection & Input Ti Central
ime-
Product Format horizontal Unit satellite i Time or Access
iness
resolution data frequency
. satellite swath, w SeaWinds, B
GLB Wind BUFR 25 km ms“1 ASCAT 10 min N/A KNMI ftp server
isolat, jsolon o GOES-E + .
LMLSST 0.1° C MSG 2h 8-daily
LML sfll and jsola&,:folon WnT2 GOMEsSéE + 2h 8-daily
GRIB . M-F ftp server,
MAP SST HDF, jsolat, jsolon oc GOES-E + 2h 00, 12 UTC IFREMER ftp
NetCDF 0.1° MSG + NOAA
MAP SSI isolat, jsolon GOES-E + - 12 UTC EUMETCAST
and DLI 0.1° WnT2 usG + NOAA
NAR SST polar stereo- °C  NOAA AVHRR 2h 4-daily
graphic 2 km
DMS/SSMI
. ’ Met.no ftp
HL Sea lee * GRIB, polar.stereo- SeaWinds, 2h 12 UTC server,
HDF graphic 10 km ASCAT, EUMETCAST
AVHRR

* HL Sea lee is being extended to Global coverage.

Figure 1 Sea lee concentration. The product under met.no responsibility with DMI co-operation,
is composed of 3 fields (Sea lee Edge, Sea lee concentration, Sea lee Type) with the associated
quality flags. It is a multisensor product obtained by using a Bayesian approach.
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Figure 2 Example of SeaWinds Wind, Figure3 The LML SST derived from Met-08 +
compared here with HIRLAM output. The GOES-E is a 3-hourly product. The daily
horizontal resolution 1is planned to be merging with NOAA 16/17 results in the MAP
improved from 100 km to 25 km. The Global SST (shown here). All SST algorithms are
Wind is currently produced on a pre-opera- currently based on a split window. The LML
tional basis by KNMI, and will be replaced by  area covers from 100°W to 45°E, and from 60°S
an operational product derived from Metop/ to 60°N. MAP area reaches North Pole, thanks
ASCAT when satellite is available. to NOAA SST (also true for Fluxes) processed
at met.no and DMT

Figure 4 Example of NAR SST product on the Eastern Mediterranean Sea area, derived from
NOAA-16 AVHRR. Note: All SST products are composed of 3 fields: SST, time, and quality
index. The NAR SST is produced 4 times a day over 7 pre-defined areas.
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Figure 5 Left: Example of MAP SSI Flux, daily merged product derived from GOES-E, MET-08
and NOAA 16/17 AVHRR. Right: Example of LML DLI Flux, 3-hourly product derived
from GOES-E and MET-08 AVHRR.

The physical method inputs for Figure 5 (left) are visible data (0.6 pm), cloud types
(NWC SAF) and model output (li2o:Arpege). Note that LML and MAP are pre-defined
areas for SST and fluxes.

The bulk parametrisation inputs for Figure 5 (right) are cloud types (NWC SAF), model
outputs (Ta, hu), SSI. Note that SSI and DLI products are composed ofa SSI (resp. DLI)
field, and a quality index field.

2. Product quality results

The products are continuously validated against in situ measurements. See also
“Validation Results” on the web site, and the statistics in the Quarterly Reports issued 4
times a year and available in the docmnentation section on the website. Some results are
given here. The maximum allowed values are shown as thick lines.

Figure 6 MET-08 SST Quality results over the period July 2004-March 2005.
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Figure 7 NOAA-17 NAR SST Quality results over the period April 2004-March 2005.

Std Dev in DC
NOAA -16 SST qu ality

Figure 8 NOAA-16 NAR SST Quality results over the period April 2004-March 2005. The
results show the bad impact of a recurrent technical problem onboard the satellite.

Figure 9 SSI Quality results over the period April 2004-March 2005. Most of the pyranometer
stations are located in Europe, but there are also some in Northern America.

Figure 10 DLI Quality results over the period April 2004-March 2005. Very few pyrgeometer
stations are available, and a longer period is needed for full validation.

3. Access to the products and archive

Near-real-time access to the products is shown in Table 1. Statistics on the products
availability, as shown here in Figure 11, are provided in the Quarterly Reports, available
on the web site. The archive is made locally and accessible to users on request.
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Figure 11 HL Sea lee and SeaWinds Wind availability. OSI SAF Products are required to be
available for distribution within the specified time in more than 95% of the cases where input
satellite data are nominal (on a monthly basis).

4. Interaction with users

The most appropriate way for interactions with the users, apart from workshops and
conferences, is the helpdesk available to the users registered on www.osi-saf.org.

5. The future

The Metop/AVHRR Global SST, currently under development, is planned to be opera-
tional in 2008. It will be produced twice daily in NetCDF and GRIB 2 fonnat, with a 0.1o
lat-lon resolution and 12 h timeliness.

For the next phase, which will cover 2007 to 2012, both temporal and spatial resolution
of the existing products will be improved in general, and new products are likely to be
produced, i.e. Ocean Colour and Sea lee Drift, taking benefit from new satellites, like
NPOES. The implementation of a user friendly distribution tool is planned in order to
allow users to extract and re-map sub-areas from the products processed at full resolution
and satellite projection.

The usage of the OSI SAF products should be consolidated, particularly by taking into
account user requests expressed via the web site user support, bearing in mind the
requirements coming from GCOS, GOOS and GMES, which are already taken into
account by the OSI SAF in the framework of MEDSPIRATION, GHRSST, MERSEA,
ICEMON.

List of acronyms

ATL Atlantic NRT Near-real-time

DLI Downward Long wave Irradiance M-F/CMS Météo-France / Centre de

DMI Danish Meteorological Institute Météorologie Spatiale

GBL Global NAR Northern Atlantic and Regional

HL High Latitude OSI1.0&SI Ocean and Sea lee

IOP Initial Operational Phase SAF Satellite Application facility

KNMI Koninklijk Nederlands Meteorolo- SMHI Swedish Meteorological and Hydro-
gisch Instituut logical Institute

LML Low and Mid Latitude SSI Surface Short wave Irradiance

MAP Merged Atlantic Product SST Surface Solar Irradiance
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Abstract

ARENA (A REgional capacity building and Networking programme to upgrade
monitoring and forecasting Activity in the Black Sea basin) is the first project of the
Black Sea GOOS. It is the regional initiative of the GOOS and its mission is to foster
development of the means whereby the information needed by governments, industry,
science and the general public to deal with marine related issues is supported by a global
network to systematically acquire, integrate and distribute oceanic observations, and to
generate analyses, forecasts and other useful products. ARENA is an EC FP5 project and
aims at building capacity on operational services and integration of the Black Sea region
into GOOS. This paper acquaints a wide spectrum of interested parties with the impact
and goals of Black Sea GOOS as well as showing the benefits of operational oceano-
graphic services. Furthermore, attention is focused on identification of capabilities and
gaps in the existing observational systems in the region. Finally, an overview of potential
end-users of the ARENA products and their needs is given.

Keywords: Black Sea GOOS, operational occanography, observing systems, gaps,
end users

1. Introduction

The ARENA project fulfils the Black Sea GOOS mission complying with the objectives
set out in the Black Sea GOOS Strategic Action and Implementation Plan (2003):

+ To contribute to international planning and implementation of GOOS and promote it
at national, regional and global level

» To develop regionally, enabling riparian countries to sustain GOOS activities

+ To promote the development of science, technology and computer systems for opera-
tional oceanography

* To provide high quality data and time series for a better understanding and
improvement of the Black Sea ecosystem

* Corresponding author, email: arena@io-bas.bg
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* To find means to ensure the most effective use of existing technologies related to
operational oceanography and marine meteorology.

ARENA aims to plan and design the major precursors of a regional operational system,
including setting up a network between the relevant institutions and establishing links for
dissemination of marine data and services, developing an integrated Black Sea
forecasting system to serve end-user needs, raising public awareness and building an
efficient DBMS to enable understanding of the detenninant processes and facilitate
decision making. The project is targeted towards various user groups and the operational
capabilities fostered by ARENA will create economic benefits via optimum/efficient
enviromnental management in agencies, regulatory authorities, and in industrial under-
takings. Thus, ARENA lias strategic political and economical value for both the EU and
the riparian countries.

The ARENA project aims to promote studies and evaluation of the economic and social
benefits generated by operational oceanography. As mentioned earlier, ARENA is ajoint
effort of all Black Sea bordering countries— Bulgaria, Romania, Ukraine, Russia,
Georgia and Turkey— which will set the basis for the monitoring, modelling and
forecasting. This implies improvement and better utilisation of the natural and human
(scientific) resources as well as existing capacity. To this end a proper evaluation of the
observing systems as well as identification of gaps and needs is required. The following
section provides an overview of this assessment.

2. Resources of regional observational systems

2.1 Shore-based stations

The network of coastal stations— synoptic, climatic, sea level, hydrochemical, etc.—
shown in Figure 1, is supported to provide data on a wide spectrum ofvariables to define
the Black Sea boundary conditions.

Figure 1 Network of shore-based stations.
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The number of operating stations is about 85, but some of them are not supplied appro-
priately. Some facilities are outdated, for example a number oftide and wave gauges and
current meters were manufactured in the 60s or 70s; and other equipment like CTD-
probes are used only during research omises. While feasible hydro-meteorological data
are still collected, acquisition of biogeochemical data has been limited to an inappro-
priate level. In general, oceanographic and hydrometeorological systems and corre-
sponding research and scientific resources (Figure 2) still exist in valuable quality and
quantity. Attention should be paid to the relatively small nmnber ofyoung scientists and
operators involved in this sphere. ARENA deals with this problem by trying to create a
group of interested young people through relevant training activities.

Turkey
Russia
m Researcher
o Young scientists |
Romania
o Technician
. o Engineer
Georgia
o Total
Bulgaria
0 50 100 150 200

Figure 2 Distribution ot human resources among partner countries.

2.2 Ship services

Partner institutions have a number of available research vessels used to implement
monitoring programmes or national and international scientific and commercial omises.
The r/v “Akademik” of the Institute of Oceanology (Bulgaria) is a well-equipped and
efficient multi purpose research vessel with 1225 t displacement. It is the only one ofits
class operating in the basin and has been employed in a nmnber of scientific omises
funded by GEF, NATO, etc. The Shirshov Institute of Oceanology (Russia) operates r/v
“Akvanavt”, NIMRD (Romania) — r/v “Steaua de mare”, IMS (Turkey) — r/vs “Bilim”,
“Erdemli” and “Lamas”, MHI (Ukraine) — r/v “Striz”.

There is also some existing experience with respect to ships-of-opportunity. However,
the potential of regular ferry boat lines is not fully realised. Therefore, suitable condi-
tions for organisation of an efficient VOS programme are at hand.

2.3 Satellite observations

Most of participating institutions are experienced in utilisation of satellite observations
and data processing. Generally, the information comes from conventional sources and is
available via Internet. Scatterometer data by QUIKSCAT provide daily sea surface wind
with 20 km spatial resolution. Altimeter data of TOPEX/POSEIDON, ERS, JASON and
GEOSAT missions give along-track measurements of the sea height surface anomaly.
The set of products such as sea surface chlorophyll concentration, spectral reflectance,
atmospheric optical depth, etc. are also available.

The MHI-NASU has an operational 1.7 GHz HRPT receiving station with a 2 m dish
antenna. Data archives contain AVHRR raw data from NOAA-17 and previous NOAA
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satellites that have been processed since 1996 to derive the SST field (see Figure 3).
SeaWiFS data are processed using SeaDAS software for chlorophyll estimation.

IMS-METU also have access to the HRPT Antenna Server System which acquires,
archives, processes, and displays real-time data from the AVHRR sensor on the NOAA
TIROS-N series satellites. This system provides SeaWiFS data as well. A METEOSAT
SDUS receiver (1.2 m dish antenna) is operational since 1992 and receives SDUS
WEFAX data transmitted by EUMETSAT through Meteosat-5.

Figure 3 Capacity of observational systems: example of AVHRR SST map.

The “Planeta” Scientific and Research Centre on space hydrometeorology is the leading
organisation for exploitation and development of Russian space observation systems. It
operates a space data receiving and processing complex and consists of three divisions
located in Obninsk, Novosibirsk and Khabarovsk. The SRC “Planeta” is equipped with a
nmnber of modem receiving and transmitting facilities supporting the different missions
and serving many satellite systems, including SPOT and RESOURS.

2.4 Drifters

The Black Sea pilot drifter experiment started in 1999 and continued during the period of
2001-2003 in the framework of WMO-IOC’s DBCP programme. One of the basic
goals of the experiment is to investigate the possibilities for operational drifter network
development in the Black Sea. Three types of buoy have been used since 1999: SVP,
SVP-B (mainly employed), and XAN-3 drifters. A total 0of49 Lagrangian meteorological
drifters produced by Navoceano (USA) and Marlin-Yug (Ukraine) were deployed from
October 2001 to April 2003. They have WMO numbers and the data obtained are
distributed via ARGOS and GTS among the users all over the world.
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Figure 4 Tracks ofbuoys deployed in the Black Sea.

Figure 4 illustrates all drifter tracks deployed during the period mentioned. Another 16
SVP-B drifters were set up in 2003 and 6 SVP-B additionally equipped with temperature
sensors were deployed during March-April 2004. The results allow technology to be
developed for supporting the optimal drifter network density in the Black Sea.

2.5 Numerical modelling

The development ofthe Black Sea nowcasting/forecasting system assumes the extension
of the regional atmospheric models supported by the Hydro-Meteorological Services of
Bulgaria and Romania in the framework of the Météo-France ALADIN project for the
entire Black Sea area and an improvement ofthe ecosystem model of IMS-METU into a
three-dimensional model operating in near-real time mode. The use of a high-resolution
regional atmospheric model makes medium-range forecasting of the Black Sea circu-
lation possible. Special efforts are put into accurate forecasting of circulation in the
coastal zone. A set of regional models will be nested in the basin-scale ones. Two types
of thematic models are also planned to be coupled with the basin-scale circulation
model: wave and oil spill surveillance models (see Korotaev et al. (2005) and Kubryakov
et al. (2005) in this volume).

3. Identification of end-user needs

One of the main guiding targets of ARENA is the identification of end-user groups of
operational marine data and forecasts. The effectiveness of ARENA strongly depends on
close collaboration between the scientific community and end-users. Five general classes
ofusers for data and information are specified:

1. Operational users that analyse the collected data and produce different forecasts
serving to impose regulation measures

2. Authorities and managers of large-scale projects needing timely oceanographic infor-
mation, including statistics and climatic trends

3. Industrial enterprises that work with safety of structures and avoidance of pollution
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4. Tourism and recreation related users aiming to protect human health

5. Scientists, engineers, and economists carrying out special research, strategic design
studies, and other investigations to advance the application of marine data.

The analysis of information received during the extensive inquiry among all potential
end users reveals a variety of data and information needs encompassing physical,
chemical, biological and hydrometeorological observation. Nevertheless, the common
requirement concerns development of forecasting systems to provide accurate real-time
or near-real time information supporting decision making and enviromnental
management. The end-user distribution according to their needs is presented in Figure 5.
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Figure 5 End-users distribution according to user needs.

4. Conclusion: problems and benefits

In order to meet challenges in marine operational observational systems as well as to
improve the ongoing basin-wide activities it is necessary to identity the gaps and needs
of the Black Sea countries. This is carried out through analysis of deliverables infor-
mation available through ARENA and taking into account the main priority ofthe opera-
tional oceanographic system, namely to work in the near-real time or real time mode as
well as comparing and trying to equalise the capabilities of partner countries. It is
concluded that the current situation in the field of operational oceanography varies with a
rather wide range. Nevertheless, coimnon problems exist, for example the fact that
operational systems continually suffer from inadequacy of corresponding financial
support at the national level. Other major problems are:

* Absence of modem automatic sampling equipment both in the fields of hydrometeor-
ology and oceanography

* No continuous automatic measurements exist
* Sparse observations in the open sea after a dramatic decrease during the 90s

* Communication network: upgraded within ARENA but still needs to be developed to
satisfy operational data flow needs

* The sea forecast models are still operating in delayed or near-real time mode; they are
still to be tested and sustained in real time mode

* Due to low salaries the number ofyoung scientists contributing to development ofthe
Black Sea operational system is rather limited.
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Another set of more crucial problems consists of:

* Absence of a coordinated system for Black Sea monitoring, which is considered the
main gap

+ The currently existing Black Sea GOOS should but does not include oceanographic
omises, as they are not supported by national funds

* The system of direct observations is currently limited to a small nmnber of poorly
coordinated national and international projects and small programmes, which do not
provide a comprehensive description ofthe current Black Sea ecosystem state.

A reviewed description of present capabilities of the Black Sea region and assessment of
further needs is expected to contribute to the development of a basin-scale sustained
observation and forecasting system providing valuable information and products to a
variety of end users. This will contribute to implementation of the Black Sea Environ-
mental Programme which applies the Bucharest Convention for protection of the Black
Sea against pollution. This effort will serve also for:

* Planning and implementation of GOOS and promoting it at a regional and national
level

+ Identification of regional priorities for operational oceanography

* Finding means to ensure the most efficient use of existing national technologies and
scientific resources related to operational oceanography and marine meteorology.

It is also very important to stress the economic and social benefit of the ARENA project,
assisting integration, elaborating on existing oceanographic data products and services
for regional and basin-wide decision-making purposes.
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Abstract

A summary of the oceanographic conditions during the period of the Prestige oil spill
(November 2002) and the following spring is presented based on hydrographical data
and on model results. The implications of this experience for operational oil spill
forecasting are discussed.

Keywords : Prestige oil spill operational forecasts of circulation, slope current, river
plumes, mesoscale activity

1. Introduction

On 13 November 2002, the Prestige oil tanker containing 77000 tonnes of heavy oil
reported it was in trouble near Cape Finisterre (NW Iberian coast). The ship approached
the coast on 14 November and afterwards was towed on a route first northwards and then
southwestwards while at the same time leaking oil. The ship finally sank on the south-
western flank of the Galician Bank, an offshore seamount 200 km from the coast. More
than 60000 tonnes of oil sank with the tanker, which were released and drifted toward
the coast driven mainly by the dominant winds. Oil from this second spill stranded on the
Galician coast at the end of November and in early December. The northern Spanish
coast was affected by stranding of oil slicks from early December onwards. Slicks were
also reported in French Atlantic coastal areas during the following months. For other
discussions on the Prestige event in the present volume see Daniel et al. (2005).

Operational oil spill models used to predict the drift of pollutants have wind as the main
forcing and currently they only take into account the effect of barotropic currents, but not
of large scale currents (Daniel et al., 2004). Several attempts at simulating the Prestige
oil spill have been performed at the time of the spill and afterwards (Montero et al.,
2003; Hackett, 2004; Daniel et al., 2004). These exercises put forward the influence of
forcing the drift model with large scale currents in the prediction of stranding places. In
recent years, results from large scale operational systems are becoming routinely
available. However, large differences appear in predicted currents and thermohaline
fields between systems (see for example the intercomparison exercise in MERSEA
strand 1, http://strand 1. mersea. eu.org/html/strandl/intercomparison. html). As shown by
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Hackett (2004), MERCATOR and FOAM surface current fields at the time of the
Prestige oil spill are quite different and stranding predictions vary depending on the
current field used in forcing the drift model. An analysis of circulation and its
comparison with the forecasts is therefore necessary.

The analysis of the circulation in the area is also crucial for evaluating the impact of the
oil spill in the ecosystem. In contrast with the situation for other oil spills, there are
biological time series in the area (see references in Ruiz-Villarreal et al., 2005), but the
strong interannual variability can mask effects and makes it difficult to ascribe observed
deviations to the impact of oil spill. In this sense, a study of oceanographic conditions in
this particular year in comparison to other years and especially of the conditions during
the following spring, an important biological event after the accident, is a requisite for
any study of'the response of'the ecosystem.

2. Impact of circulation in the oil spill

The area affected by the oil spill is located in an Eastern Boundary Current System and is
affected by seasonal upwelling during spring and summer. This seasonality is only a first
order description of the system and event variability is dominant. The conclusions of'this
chapter are based on the analysis of a hydrographic data set that comprises data from
routine hydrographic lines and cruises and from multi-disciplinary cruises organised to
provide information about different aspects of the impact of the spill. Further details
about the data set and about the impact of circulation on the Prestige oil spill are given in
Ruiz-Villarreal et al. (2005). In the present contribution, the conclusions are comple-
mented with results of the PSY2 MERCATOR prototype in the area and with simula-
tions performed with the ROMS model.
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Figure 1 Temperature (°C) and salinity (psu) radial transect on the Galician west coast perfonned
during cruise Prestige-Platafonna 1202 (December 2002).

2.1 Conditions during the oil spill

The oil spill took place in the downwelling season. Wind transport was mainly towards
the coast and explained the drift of oil spill released at the time of sinking towards the
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coast. A cruise performed on December 2002 during downwelling conditions similar to
those during towage and spill can be used to illustrate the main features of coastal circu-
lation at the time ofthe accident (Figure 1). Coastal circulation was characterised by the
presence of freshwater plumes and the presence of the poleward current (carrying
wanner and saltier waters) on the slope.

As we mentioned in the introduction, the impact of coastal circulation in the spill was
inferred from the different behaviour of drift simulations with or without cunents from a
circulation model. It is not straightforward to include cunents in oil drift models,
especially ifthey already include barotropic cunents (Daniel ef al., 2004). Further uncer-
tainties are associated with the temporal availability of model output, usually daily from
large-scale operational systems (Hackett, 2004), and with the level of realism of the
physics considered in the model: Hackett (2004) and Daniel ef al. (2004) used models
with open-ocean physics and Montero et al. (2003) considered a seasonal poleward
cunent. The main spill was stopped at the shelf in front of Galician Rias without
stranding on them (Montero ef al, 2003), and river plumes could have played a role.
However, the response of the coupled system plume-poleward cunent to wind events is
not precisely known and variability is not fully resolved by the models used in the
reviewed drift prediction exercises. Work is currently being carried out to perfonn
simulations with ROMS with realistic forcing (tides, freshwater run-off from all rivers
and high resolution meteorological forcing) to assess the response of plumes to wind
events and further details ofthis will be given in a forthcoming paper.
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Emwiuw

M-S & SCE 38
Figure 2 Simulated surface velocity and salinity for days 29 and 30 November, before stranding
of tile main oil spill. Grey-scale tint indicates salinity (psu) and the 10 cms-1 current vector is
shown at top right.

Figure 2 shows surface velocities and salinity for 29 and 30 November, before the
stranding of the second oil spill. On previous days, downwelling conditions prevailed.
From 29 to 30, a relaxation of the wind occurred, followed by upwelling favourable
winds. Figure 2 illustrates the response of the plume to wind changes: during
downwelling conditions it is confined to the coast, while when the wind relaxes or turns
upwelling favourable, an offshore extension of this plume is induced. This response,
with a time scale of hours, is likely to affect the stranding points ofthe oil spill, not only
through the change in wind or in coastal circulation, but possibly also through the
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enhanced dispersion associated with the dynamic response of plumes to wind and its
interaction with the poleward current domain. In this sense, our simulations show
meanders and eddy activity in the frontal area.

2.2 Drift to the Cantabrian Sea

From early December, slicks drifted into the Cantabrian Sea. Although wind is the
dominant factor in driving the oil slicks, some studies (Garcia-Soto, 2004) claim that the
poleward current or Navidad helped in dispersing the oil. The poleward slope current is
detected in the Cantabrian Sea from December on, although the penetration shows strong
interannual variability. Wanner SST in December and January satellite imagery is
considered a signature of the penetration of the poleward current, and years with a clear
signal are called Navidad years. However, the clearest evidence is the presence of a
subsurface intrusion of saltier and wanner waters on Cantabrian slopes. Routine IEO
monthly hydrographical transects in the Cantabrian Sea do not detect an intrusion in
winter-spring 2003, in contrast to other years, including the precedent winter 2002 and
other Navidad years like 1996 and 1998.

Figure 3 Monthly mean surface velocity (cms x) from MERCATOR PSY2 model for December,
January, February and March. The grey-scale tint indicates velocity.

Inspection of monthly mean currents from the MERCATOR model (Figure 3) combined
with the analysis of wind can help in understanding the circulation pattern. A surface
poleward current is clear in December in the Cantabrian Sea, and is not present in the
following months, which could explain the lack of hydrographical signs of the intrusion.
Analysing wind averages in the Cantabrian Sea (Figure 4) from NCEP (Daily Global
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Analyses, www.cdc.noaa.gov) for the period 1996-2003, it appears that 2003 was the
only year with a northwestward net wind component in the Bay of Biscay for the winter-
spring period. Although wind forcing is not the main factor in generating the poleward
slope current, it might be an important factor in its penetration in the Cantabrian Sea.
Consequently, the unusual wind conditions in the winter-spring transition are likely to
have affected the observed circulation, apart from influencing the drift of oil slicks.

LSrri Jeb to 15r' -May

Figure 4 NCEP Accumulated Wind Stress for the Prestige oil spill influence area for the winter-
spring transition of'the year of'the accident (2003, black line), compared to years from 1996 to the
present (grey).

2.3 Spring transition

During this year, some omises were perfonned during spring, a transition season marked
by the change to dominance of upwelling favourable winds. The spring transition is
gradually driven by upwelling pulses. There is evidence of interannual variability in
ecological parameters associated with the presence or not of freshwater fronts and ofthe
poleward current on the slope. The analysis of'the data set and the comparison with the
autumn cruises suggests that during upwelling pulses in spring (the first spring one in
Galicia was the end of March), the slope poleward current weakened and was exported
offshore. Also noticeable is the presence of slope water eddies in the area, which have
been reported in winter and related to instabilities of the poleward current. In the
Cantabrian Sea, wind data and hydrographic data indicate that spring, defined as the
season of dominance of NE winds, and consequently of upwelling, appeared early in
2003. Spring conditions were different in Galicia in contrast with the Cantabrian Sea,
with earlier upwelling and no poleward slope current last spring. This has to be taken
into account when studying oil spill impacts on the ecosystem. Furthermore, these condi-
tions are also relevant for understanding the fate of oil slicks in the Bay of Biscay during
spring.

2.4 Galicia Bank

The ship sank in one of the flanks of the Galicia Bank, an offshore seamount. Although
there are literatme references on the impact of the bank in larger scale circulation in the
NE Atlantic, not much information is available about the local dynamics associated with
the bank. Hydrographic surveys have been carried out in the vicinity and a mooring line
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was established from April to September 2003 near the wreck position. The analysis of
this data set reveals the tidal distortion associated with the bank and especially a strong
mesoscale activity in its vicinity at different levels, including Mediterrancan Water,
where signatures of meddies have been detected.

3. Implications for operational oil spill forecasting

We have briefly reviewed circulation in the area during the time of the Prestige crisis and
the following spring and we have summarised information relevant for the analysis of
the oil spill drift and its impact on the ecosystem. From an operational point of view, our
results indicate that the use of operational circulation models to provide information on
circulation to oil drift models needs more development:

» The predictive skill of circulation models has not been fully assessed. In this sense, it
is remarkable that adjustments to the forecast systems have been performed after the
Prestige time and predictions have been improved (see e.g. Mercator-Ocean
Newsletter 12) and we have used best hindcast of the improved products. Interesting
advances in this area are being achieved through system intercomparison exercises
like MERSEA. Useful initiatives that complement this are the reanalysis of situations
of interest like the Prestige time and the dissemination of forecasts to local experts.

» The existing operational systems do not resolve important details of coastal circu-
lation. The spill affected a seasonal upwelling system in an end autumn—winter
situation characterised by intense shelf and slope circulation. This is not fully
resolved by the existing operational systems mainly based on model assumptions
suited to open ocean physics which use forcing fields of not enough temporal or
spatial resolution. The existing initiatives towards coastal ocean forecasts coupled to
existing operational systems must be supported to improve our capacity of opera-
tional oil spill forecasting.

» The impact of circulation on pollutant drift is not clear. Wind seems the dominant
driving agent, but it does not suffice for adequate predictions of drift and stranding in
arcas of strong circulation. Considering the effect of currents is not straightforward:
apart from the effect of mean currents, mesoscale activity might have an impact in
dispersion in the offshore area (as suggested by Hackett, 2004 results), but also near
the coast through enhanced dispersion in frontal structures. Evaluation of operational
systems in terms of their predictions of mesoscale activity at different scales is likely
to open a way for improvements on oil spill forecasting.
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Abstract

An increased occurrence of mild winters when ice cover is only formed in coastal sea
and is unstable and dependent on the local wind regime is an increasing trend in the
Baltic sea. Operative monitoring of ice cover is realised by applying MODIS (Moderate
Resolution Imaging Spectrometer) images. A method of ice type classification from
satellite information is developed and maps of ice conditions in the entire Gulf of Riga
with a spatial resolution of 500 metres are produced. The classified sea ice maps were
verified by repeated field surveys at different stages of ice development.

Development of ice conditions in the Gulf of Riga (sub basin of the Baltic Sea) and
Pérnu bay (shallow basin in NE part of the Gulf of Riga) are simulated, both in hind- and
forecast mode using an ice dynamic model based on the conservation laws of ice and
momentum with a three-level ice state and a viscous-plastic rheology. The model param-
eters have been estimated by comparing the model outcome with a database of ice charts
and satellite images.

A drastic sea ice dynamic event in the Pirnu Bay in April 2003 was selected for detailed
analysis and modelling. Sea ice during the event was driven about 45 km southwestward
in three days and the entire Pirnu bay became ice-free. A fine resolution ice model with
parameters similar to those for the whole Baltic Sea reproduced well the dynamic events
in the small bay.

Keywords: seaice dynamics, model, ice thickness distribution, remote sensing, Gulf
of Riga, Baltic Sea.

1. Introduction

The length of the ice season in the Baltic Sea is 5—7 months. The Gulf of Riga is a
relatively closed brackish water basin in the eastern part of the Baltic Sea, with a size of
14x110 km and a mean depth of 26 m (Figure 1). Parnu Bay is located in the northeast
corner of the Gulf of Riga, where the harbour town of Pirnu is situated. Parnu Bay can
be divided into an inner and outer basin. The inner part can be defined as a basin located
north of the Liu-Tahkuranna line (Figure 1), measuring approximately 13x14 km, with
an area of about 180 km? and maximum depth 7.6 m. The outer part extends down to the
southern tip of Kihnu Island, forming an arca of about 25x25 km, 500 km? with a
maximum depth of about 15 m.

Ice forms annually in the Gulf of Riga. The length of the ice season is 3—6 months, and in
mild winters only Parnu Bay freezes. Usually the ice thickness in the Pirnu Bay is large
enough (more than 15 cm) to form fast ice, and winter navigation is comparably easy, as
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a stable ship channel can be broken in. In mild winters thin ice cover (also melting ice in
the spring period) is broken by winds and driven into movement causing very variable
ice conditions in the area, which strongly influence the ship traffic into the Parnu
harbour.

Winter navigation restrictions for shipping are settled every year in the Gulf of Riga,
both by Estonian and Latvian authorities, announcement of which should occur at least 1
week in advance, therefore there is a great need for exact operative knowledge of ice
conditions as well as forecasts in the Gulf of Riga and Pdrnu Bay. Remote sensing data
of ice distribution combined with modelling the ice dynamics in a fine spatial scale is
therefore needed to support winter navigation as well as port management in the region.

Estonia
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Latvia
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22 25
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Figure 1 Morphometry ofthe GulfofRiga and the Parnu Bay.

2. Methods

For monitoring ice conditions we used MODIS channels with a spatial resolution of 250
metres placed in the wavelength region of 620-670 mn (band 1), and 841-876 mn (band
2). This enabled us to determine ice extent, openings, leads and also some dynamic
properties of drift ice in the Gulf of Riga with very fine spatial and temporal scale. Ice
type classification was applied using spectral differences of ice types (Figure 2) and a
SAM (Spectral Angle Mapper) tool in ENVI software (Environment for Visualising
Images). Classification was applied on MODIS 500 metre reflectance images and maps
with ice type classification were obtained with a 500 m resolution, as shown in Figure 2.
Near real time MODIS data was download form the GES Distributed Active Archive
Center (http://eosdata.gsfc.nasa.gOv/data/datapool/i.

An ice dynamic model of the Gulf of Riga (Wang et ai., 2003) is used to hindcast and
forecast the ice conditions. The model represents drift ice as a granular, compressible,
two-dimensional medium. The “grains” are individual ice floes, which fonn drift ice
particles, and the resulting medium is approximated by a continuum. The necessary
condition is that the length scales d D and LG of ice floes, drift ice particles, and
gradients of drift ice properties, respectively, satisfy d « D « L G(Leppéranta, 1998). The
motion of drift ice is calculated from the conservation laws ofice and momentum. Winds
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and currents drive the ice, and the response of the ice to the forcing comes from the
internal stress and the adjustment of the ice mass distribution. High-resolution models
for the sub-basins in the Baltic Sea, with a grid length of 5 km and 1.852 km, have
produced realistic results down to length scales of LG about 100-200 km (Wang ef al.,
2003; Zhang, 2000). The purpose of this study is to investigate the applicability of this
continuum model in fine resolution for a very small basin such as Pdrnu Bay, with LG »
15 km and /) < 500 m. The study shows that when the ice is thin and the floe size is
small, the continuum approximation is still feasible.
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Figure 2 Left: Spectral shape of snow covered ice, new bare ice and water. Right: lee types in
GulfofRiga on 11 March 2003.

3. Results and discussion

A major ice dynamic event in the beginning of April 2003 occurred and is hereby
analysed in more detail. The ice condition in winter 2002/2003 for the overall Baltic Sea
had an average maximum ice extent. However, a very special situation for this winter
was that it had a longer ice period with thicker ice. Sea ice first appeared in the Gulf of
Riga on 4 December 2002 and the whole Gulf was ice-covered as early as 3 January
2003. The drift ice thickness in the open Gulf of Riga during the whole winter was
between 10 and 40 cm and the stable fast ice thickness was generally about 40-60 cm,
but quite exceptional and special measurements for this winter were made in some
locations in the Parnu bay showing a fast ice thickness ofup to 80 cm. The same kind of
features are also reported for the 2002/2003 winter from the small coastal bays in the
GulfofFinland (Ari Seind, Finnish lee Service, personal communication).

Ice conditions on 4 and 7 April 2003 derived from MODIS satellite data are illustrated in
Figure 3. Comparison of the two images shows the entire ice field drifting south-
westward.

Short-range (3-5 days) model simulations of ice dynamics are performed using initial ice
thickness and concentration data obtained both from in situ measurements and satellite
images. Since ice was immobile during most of the time, our attention was focused on
identifying the critical point when ice began to move and ridge. Typical values of the
drift ice thickness were chosen as 10 cm for the compacted ice and 30 cm for the fast ice
region. Fast ice does not move in the model and new ice and open ice were ignored.
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For wind forcing the surface wind measured at Parnu (Figure 1) was used, with a time
interval of 5 minutes. The current velocity beneath the layer of frictional influence ofthe
ice was set to zero. The grid size in Pérnu bay is 463 m (for the entire Gulf of Riga it is
1852 m) with a time step of 5 minutes. The other parameters used in the standard
simulation are the same as those in Wang et al. (2003). Drift ice thickness was chosen to
be 30 cm and its concentration 0.8, fast ice thickness was set to 50 cm and concentration
1. The measured wind speed and direction at Parnu (see Figure 1) during the period,
recorded every 5 minutes, is taken as forcing data to model runs. A notable characteristic
ofthe wind is that it seldom exceeded 10 ms-1, and during 6-7 April, it was only about a
moderate 5 ms-1.

Figure 3 lee coverage on 4 April (left, partially covered by cloud) and on 7 April 2003 (right) in
tile GulfofRiga, colour composites of MODIS reflectance images.

Close inspection of'the ice image of 4 April (Figure 3a) shows cracks and leads along the
coastline in the Parnu Bay and the ship channel is also visible. Winds from the SW on 4
April pushed water into the Parnu Bay, raising all the ice cover, and the following N-NE
wind together with a lower water level destroyed comparatively thick fast ice so that it
drifted out from the Bay. This is probably the main reason why up to 80 cm thick fast ice
was broken and transported out from entire bay, during a single dynamic event.

4. Conclusions

High-resolution monitoring and modelling of a small bay has been presented, based on
the conservation laws of ice mass and momentum with a three-level ice state (open
water, undefonned ice, and defonned ice) and a viscous-plastic rheology. An extreme ice
dynamic event in 2003 was analysed in Pdrnu Bay. The model was capable of repro-
ducing the main characteristics of a dynamic drift ice event. It is surprising to find that
the ice strength parameter P* is again optimised as P* = 3.0/ 105 Nui 2. which is very
close to those ofthe GulfofRiga (Wang et al., 2003), the whole Baltic Sea (Haapala and
Leppéranta, 1996), and polar oceans (Hibler and Walsh, 1982; Hibler and Ackley, 1983).
MODIS near real time data and the ice classification procedure that was developed
enabled detailed monitoring of'ice cover properties during winters of 2002-2005.
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Figure 4 Standard simulation ofice field from 4 April 2003.
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Abstract

During two training exercises of virtual spill carried out by the Spanish Maritime Safety
and Rescue Agency (SASEMAR) in the NW-Mediterrancan Sea, a preliminary
forecasting system against marine pollution has been tested. Operational oceanography
Met-ocean products have been used, integrated and provided to managers. Several PTR-
drifting buoys were released during both exercises in order to simulate a virtual surface
spill. Their successive positions were collected by satellite in near-real-time, leading to a
comparison between observation and drift forecast. The exercises aimed to demonstrate
the usefulness of existing met-ocean products to forecast the drift of the buoys. Hence
the main effort was focused on the optimisation of the drifting factors, i.e. the adjustment
of the direct stress into the floater. Outputs of several models working at different spatial
and temporal resolution were available, leading to a comparison between their results.

Keywords: Maritime drill exercises, forcing optimisation, surface drift

1. Introduction

This paper aims to summarise on-going activities related to the implementation of a
Regional Forecasting System to combat marine pollution in the Catalan coastal waters.
The so-called CAMCAT System is intended to help Catalan Authorities during pollution
emergencies. This system will be based (nested) to existing larger forecasting projects,
integrating coastal observational data.

Some questions arose during the set-up of this project:

+ Nowadays, which centres/projects/systems provide met-ocean forecasts on a regular
basis in the Western Mediterranean Sea?

+  Which are the characteristics and limitations of the products that they provide? (i.c.
temporal and spatial resolution)

+ Using these met-ocean results as forcing inputs for the pollutant transport module,
how can we improve the accuracy of the surface drift predictions?

+ What will be the consequences / impact of errors in the forcing fields over the
forecasts? (Jorda et al., 2005).

This project is being developed within the framework of the on-going Operational

Oceanographic projects MFSTEP (Mediterrancan Forecasting System Toward Environ-

* Corresponding author, email: eric.comerma@upc.edu
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mental Predictions) and ESEOO (Development of a Spanish System of Operational
Oceanography). The modelling component of the CAMCAT system, called
ARLEQUIN, is charged with integrating all the met-ocean data and evaluating the best
relationship of forcing inputs through previous optimisation analysis.

2. Maritime exercises and feedback into modelling

2.1 Description of Sasemar maritime training exercises

In order to test and improve response capabilities, two maritime crisis exercises were
carried out by the Spanish Maritime Safety and Rescue Agency (Sasemar) in the North-
Western Mediterranean Sea:

1. LIONMED, December 2004. A surface drifting PRT-buoy was released half way
between Barcelona and Palma of Mallorca. The buoy drifted for several days (14—
26) before landing on Menorca Island (Figure 1).

2. MEDO0S5, May 2005. Several drifting buoys were released near Palma of Mallorca.
These buoys were also tracked via Argos.
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Figure 1 Surface drift ofbuoy released during the LIONMED exercise (14-26 December 2004).

For both exercises, a “Monitoring and Forecasting” unit called USYP was established to
assist the management team, handling all available met-ocean information and providing
drift forecasts. Despite the accuracy of the predictions issued by that team, it was the first
time that such a scientific team was integrated in the decision-making chain. Feedback
from LIONMED was transferred to MEDOS, improving data integration within a GIS
framework.

2.2 Operational oceanography framework

Several forecasting models were already operational at the time of the drill exercises.
Therefore, outputs from the following models have been used to force the drift module of
ARLEQUIN: winds from ALADIN (0. Ioresolution. Météo-France), HIRLAM (0.2° res.,
INM-Spanish MetOffice) and MASS (5' res., SMC-Catalan MetOffice) and hydrody-
namics from SYMPHONIE (3 km res., POC/Noveltis), MFS1671 (1/16° res., MESTEP
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project) and PSY2VIR1 (-1/16° res.. Mercator project). It is worth mentioning that
SYMPHONIE is forced with ALADIN, so more coherent results can be expected using
that coupling that any other combination of models.

Observed met-ocean data corresponding to the period of exercises are also available
from the coastal buoys of Puertos del Estado (Spanish Harbours Authority) and XIOM
(Catalan Net of MetOcean Measurement Buoys).

3. Reanalysis of surface drifts

3.1 Forcing terms: Wind-induced drift and surface currents

In case of a marine emergency, operational forecasting systems should predict the
transport of objects and pollutants in the upper layer of the water column as accurately as
possible. However, operational hydrodynamic models are not yet able to describe the
vertical profile of horizontal velocities with enough accuracy, neither spatial nor tempo-
rally. Therefore, when using winds and currents model outputs, it is necessary to avoid
counting twice the effect of wind stress in modelling the drift of an object in the water
surface. For that reason, an additional/analytic tenn may be added to the hydrodynamics
in the upper water layer, in order to attain the wind stress forcing (Cornerina, 2004).

n w  Drifting ptk-B>>:iv
- -AL*DI4f)0qSi
Wy 1im »003 i
=— EMC (DM

1 15 2 25 3 55 _]
Figure 2 Lionmed drift re-analysis using 3% of ALADIN, INM and SMC winds (at 24 h spans).

In order to assess the optimal combination and weighting of forcing inputs, wind and
current models outputs have been compared, between them and against observed data,
corresponding to the LIONMED exercise. Some expected results have been:

» Forecasted wind fields from different models are quite similar, in time, space, speed
and direction, leading to a similar wind-driven prediction (Figure 2). They widely
agree with coastal buoy observations. Fewer differences appear mainly in open sea
(where there are no measurements).

* Forecasted and analysed current fields differ greatly from model to model
(sometimes giving opposite directions). It should be noted that only daily averaged
values could be compared. Consequently, drift forecasts forced only with currents
(without an additional wind stress tenn) are highly sensitive to hydrodynamic output.
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3.2 Forcing optimisation: Methodology

All along the LIONMED buoy drift, successive positions are interpolated (discretised) in
regular spans of 30 minutes (continuous line in Figure 2). Then forcing fields are interpo-
lated at each position, enabling comparison of speed and direction of buoy velocity,
currents and winds. During some episodes, buoy drift can be clearly correlated with the
winds and/or currents; in others, the velocity ofthe buoy is unexpectedly great compared
to the forcing. The aim of forcing optimisation is to obtain an averaged relationship
(weighting) of'the buoy movement and forcing inputs, i.e. to be able to define a wind and
currents factor in the calculation of the buoy drift.

At each position, two deflection angles are defined as the difference in directions
between ‘buoy drift & wind’ and ‘buoy drift & currents’. For example. Figure 3 plots the
relationship between wind speed and the wind drift factor required to reproduce the
corresponding buoy drift speed, for only episodes when the ‘buoy-wind’ deflection is
less than 45° (i.e. closer to the Ekman surface drift). Paying attention to winds greater
than 5 ms-1, we obtain a parabolic relationship that will be used in future runs of the
drifting model. This parabolic function gives an average drift factor of 5%.
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Figure 3 Adjustment of drift factor against wind speed (for deflection < 45°)
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Abstract

The Met Office has run a 3-D circulation model of the NW European shelf seas in the
daily suite of operational forecast models since June 2000, using the POLCOMS system
implemented on a ~12 km grid, providing a nowcast and 48-hour forecast. It is forced by
surface hourly winds and pressures, and 6-hourly heat fluxes from the Met Office
Numerical Weather Prediction model. Open boundaries of elevation and barotropic
currents are derived from tidal hannonics; and those of temperature, salinity and
elevation are from the Atlantic FOAM deep ocean model. Comparison with moored
buoy and AVHRR satellite observations shows that the model represents well the
evolution of sea surface temperature (SST) in the North Sea. Nested regional models of
the Irish Sea region, at one nautical mile resolution, and the Medimn Resolution Conti-
nental Shelf (MRCS) region, a ~6 km resolution model covering the NW European Shelf
to the 200 m contour, were introduced in 2003 and early 2005. The MRCS model
includes a basic representation of sediment transport. In addition, a coupled physical-
ecological model on the MRCS domain using the POLCOMS-ERSEM system is running
pre-operationally in near real time. A quasi-barotropic relocatable model can also be
applied in high resolution to any region of the shelf seas.

Data from the models are available either via the Met Office Data and Products Distri-
bution Service for operational purposes, or from patrick.hyder@metoffice.gov.uk on
request for research collaborations. They are currently provided to several oceanographic
research centres (e.g. POL, MUMM, SAMS, NOCS and DMI) through national and
international projects (e.g. NOOS and NORSEPP). Modelled surface currents and winds
have been used to force the VISAR Search and Rescue package developed by the
University of Wales, Bangor.

Keywords : Operational ocean forecasting, currents, drift forecasts, coastal observ-
atory.

1. Introduction

The shelf seas group is a component of the National Centre for Ocean Forecasting
(NCOF) in the UK Met Office (www.ncof.gov.ukt. NCOF operationally runs various
configurations ofthe Forecast Ocean Assimilation Model (FOAM) for global deep ocean
regions; global and UK wave models; and the shelf seas suite of models. The shelf seas
group runs several 3-D hydrodynamic models in the NW European Shelf region using
the POLCOMS 3-D hydrodynamic modelling system (www.pol.ac.ukt. In addition the
POLCOMS-ERSEM system is used for a near-operational ecosystem model of the NW

* Corresponding author, email: martm.holt@metoffice.gov.uk
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European Shelf. Model output is provided to various institutes through national and
international projects, and is also used for search and rescue and oil spill simulations; for
forecasts of harmful algal blooms; and for forecasts of visibility and turbulent kinetic
energy parameters.

2. The models

1. The Atlantic Margin Model (AMM) is a ~12 km (1/9°x1/6°) resolution physical
model, extending from approximately 40° N to 65° N and 20° W to 13° E, nested into
1/3° Atlantic FOAM (Holt and James, 2001). The model has 32 vertical levels
defined using the s coordinate system. It includes freshwater input from rivers and
from the Baltic. Information about the model domain can be found at:
www.metoffice.gov.uk/researcli/ncof/shelf/aimn. html.

2. The Irish Sea Model (ISM) is a ~1 mn (1/60°x1/40°) resolution model, extending
from approximately 51.0° N to 56.0° N and from 7.0° W to 2.7° W, nested into the
AMM model. The model has 18 vertical levels. More information can be found on:
www.metoffice.gov.uk/researcli/ncof/shelf/irishsea. html. Data from the model are
provided to the POL Coastal Observatory http://cobs.pol.ac.uk/.

3. The relocatable Model is a quasi-barotropic model which can be applied to any
region at the required resolution. It uses the POLCOMS modelling system but is
initialised with constant temperature and salinity and, hence, does not simulate
baroclinie processes. It uses the Grenoble FES99 tidal harmonics at the boundary and
is usually implemented in nested models from large scale (12 km) to high resolution
(I mn and, ifrequired, to 200 m). Winds and pressure surface forcing can be applied
and several vertical levels with bottom friction are usually simulated. This model has
been applied in a variety oflocations, such as the Solent, and can be mn without wind
and pressure forcing long periods in advance of the required date.

4. The Medium Resolution Continental Shelf Model (MRCS) is a 6 km (1/15°x1/10°)
resolution model ofthe continental shelf, extending from approximately 48° N to 62°
N and 12° W to 13° E, nested into the AMM model. The model has 18 vertical s-
levels, includes a basic representation of sediment transport and is run operationally
on a daily basis. Further information can be found at:
www.metoffice.gov.uk/researcli/ncof/mrcs/index.html.

The POLCOMS-ERSEM MRCS is a coupled physical and ecosystem model of the
MRCS domain (Siddom et al., 2005). ERSEM is a generic model that describes both the
pelagic and benthic ecosystems and the coupling between them in tenns of the signif-
icant bio-geo-chemical processes affecting the flow of carbon, nitrogen, phosphorus and
silicon. It uses a ‘functional group’ approach to describe the ecosystem, whereby biota
are grouped according to their trophic level and sub-divided according to size and
feeding method. A hindcast has been completed for 2002-2004. This model is mn in
near real time with weekly updates. It simulates all the principal biogeochemical compo-
nents including nutrients (nitrates, phosphates and silicates), phytoplankton (flagellates,
dinoflagellates, diatoms and picoplankton) and Zooplankton (heterotrophic flagellates,
mesozooplankton (copepods) and microzooplankton).
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Figure 1 Daily mean sea surface temperature on 7 July 2005 at 00:00 GMT simulated by the
MRCS model.

3.

Model applications

Some examples of model applications include:

L

4,

Harmful algal blooms. The prediction of the onset of harmful algal blooms, through
computational modelling or otherwise, is a complex task. Many species of algae can
give rise to harmful blooms. We do not attempt to explicitly model individual
harmful species but rely on a fuzzy logic-type approach. The functional group infor-
mation from the POLCOMS-ERSEM model is used in combination with biogeo-
chemical and physical output from the model to map risk of bloom incidence.

Search and rescue (SAR) and Oil drift. Currents and winds from Met Office models
have been used as forcing for the VISAR search and rescue package developed by the
University of Wales, Bangor. Grib fonnat currents and winds from the Met Office
models can also be used as input for the BMT SARIS/OSIS search and rescue, and
oil drift models.

Future work

Planned developments for Met Office shelf seas models include:

L.

2.

POLCOMS-WAM: A coupled wave-hydrodynamic model for UK waters will be
assessed.

NEMO: The Forecast Ocean Assimilation Model (FOAM) group of the UK Met
Office (with help from others) is in the process of transitioning to the NEMO ocean
modelling framework. The development of NEMO is now a collaborative European
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effort (www.lodvc.iussieu.fr/opa/NEMO). The NEMO modelling framework will be
further developed for shelf-wide application.

3. HRCS: A 1 nautical mile resolution POLCOMS model of the NW European shelfto
the 200 m contour (MRCS domain) will be evaluated.

5. Discussion

Data from these models are available for use through collaborative international and
national projects. For example, through a project of the NW shelf Operational Oceano-
graphic System (NOOS, Holt 2003), data are provided to MUMM and to DMI to assist
in the development of local 3D circulation forecast modelling of the North Sea.
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Abstract

Galician Rias Baixas is one of the most productive ecosystems present at NW Iberian
coast. Especially after the Prestige disaster, the Galician government realised the sensi-
tivity of this region. In this sense, several models for tidal dynamics and wind currents as
well as numerical models for wave forecasting are currently being improved and
validated inside this region by MeteoGalicia.

Keywords: Coastal wave forecast, wave modelling, Rias Baixas

1. Introduction

The wave forecasting system being tested consists of a three level WaveWatch 111
nesting coupled to a high resolution (500 m) level implemented using the SWAN model.
Real time wind forcing comes from the ARPS model, used by MeteoGalicia to perform a
daily forecast. The low resolution three level nested model based on WaveWatchlll has
been tested during last year, and high resolution nesting based on SWAN is been tested.
The prototype implemented includes Rias Baixas, which is one of the most important
regions from an economical point of view.

2. Modelling system

The modelling strategy is based on two wave models. A low resolution forecast is
achieved with the 3rd generation model WaveWatch III, originally developed by Marine
Modelling and Analysis Branch (MMAB) of National Centers for Environmental
Prediction (NCEP). The SWAN model (Simulating Waves Nearshore), developed by
Delft University of Technology, is used for high resolution wave forecasting at Galician
Rias Baixas. Both models solve wave action spectra propagation, although some
additional source/sink terms have been added to SWAN, i.e. SWAN is specifically
designed for coastal applications.

In order to solve North Atlantic swell, wave production and propagation is calculated
using global NCEP/NOAA GFS 10-m wind as input. Two one-way nestings propagate
swell from the deep North Atlantic to coastal regions achieving the necessary resolution
down to 2.5' for the Galician region. The local wind dynamic is solved using ARPS
output from daily forecasts at MeteoGalicia.

* Corresponding author, email: pablo.carracedo@meteogalicia.es
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Figure 1 Low resolution system set-up. Snapshot of significant wave height (background tint) and
mean wave direction (arrows) for three nested models. The North Atlantic model grid covers 90°
W to 5°E and 15°N to 75° N which is enough to solve swell generation and propagation. GFS 10
m wind forcing is used for this task and also as a boundary condition for the ARPS 50 km model.
ARPS 50 km 10 m wind forcing is introduced into the 15' model grid covering 24° W to 0° W and
from 33° N to 48° N, in addition to spectral boundary condition from the 0.5' coarser grid. This
procedure is updated using ARPS 10 km nested 10 m wind forcing and the 2.5' model grid,
covering 10.75° W to 6° W and 41° N to 44.75° N.

3. Results

Figure 2 Plot of significant wave height (background tint) and mean wave direction (arrows) for
Rias Baixas model grid.

3.1 High resolution model

Spectral data from the 2.5' Wavewatch model and ARPS 10 km 10 m wind are repro-
jected to a UTM grid to obtain a 500 m high resolution wave prediction. Wave prediction
goes into Rias Baixas which is a difficult coastal structure for wave modelling.
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A rotated grid of 104x 170 grid points is used in order to represent the natural orientation
of Rias Baixas. With this particular orientation we achieve the maximum sea/land point
ratio.

3.2 Model validation

Data from the WaveWatchlll model are validated against field data which are available
from Puertos del Estado-Clima Maritimo’s deep water buoys network.

Table 1 Location ofPuertos del Estado buoys
Estaca de Bares 44° 36'N7°37.2' W
Cabo Vilano 43° 29.4' N9° 12.6' W
Cabo Silleiro 42°7.2'" N9°24.0'W

Significant wave height error (D)

1«

Error

60
40
20

cm 05' 06’ 07 08’ 09’

Figure 3 Six months statistic (2004) of classified significant wave height at Estaca de Bares
model grid point.

4. Conclusions and future work

A wave forecasting system from North Atlantic to regional scale has been presented.
Model validation efforts are becoming operational to generate monthly statistics.
Algorithms for sea and swell separation are being implemented to be used in daily
forecast.

We are currently studying coupling to a 2D tidal currents model based on MOHID
developed by MARETEC Group (1ST, Lisbon) and used in a daily forecast of tidal water
level and water currents.

Some new implementations of the SWAN model covering new coastal regions are
planned.
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Abstract

As presented in the previous EuroGOOS conference, the model-estimated annual
amounts of Saharan dust deposited over the Mediterrancan waters is of the order of 107
tn/year. This paper illustrates and briefly describes a database of model-derived seasonal
amounts of dust deposited on Mediterranecan waters and European land, using the
SKIRON/Eta system, fully coupled with a desert dust module. Our study focuses mainly
on the years 2003 and 2004 when the system was upgraded by using four particle size
bins for the simulation of the desert dust cycle. It was found that the model can be a
reliable tool for studying the spatio temporal variability of the desert dust cycle.

1. Introduction

Mineral dust, produced by wind erosion over arid and semi-arid areas of North Africa
may, under favourable weather conditions, blow on the winds to the Middle East,
Mediterrancan, Europe, and even across the Atlantic Ocean. Dust particles have
profound effects at a variety of scales, exerting many influences on the earth’s
environment and climate, as well as on human health. By scattering and absorbing solar
radiation dust modifies the planctary albedo and reduces the amount of radiation
reaching the surface (direct effect of acrosols, Charlson ef al., 1991). Secondly, acrosols
act as CCN thereby modifying the microphysical, microchemical and hence optical and
radiative properties of clouds (indirect effect of aerosols, Jones ef al., 1994). Dust
particles also affect the climate through their influence on marine primary productivity
(Jickells er al., 1998) and there is even evidence that dust may cause ocean cooling
(Schollaert and Merrill, 1998).

The dust amounts deposited on the surface are in direct proportion to the seasonal varia-
bility of the dust cycle in the atmosphere. Analyses of ground- and satellite-based obser-
vations and model simulations can lead to useful results in relation to the spatio-temporal
variability of dust deposition. To have a feeling of the magnitude and the spatio-temporal
distribution of dust deposition on ground surfaces the use of a credible numerical model
is considered essential. In this study the SKIRON/Eta weather forecasting system fully
coupled with a dust cycle module was used (Nickovic et al., 2001; Papadopoulos et al.,
2002; Kallos et al., 2005). The dust module was developed at the University of Athens
and incorporates several state-of-the-art parametrisations for the simulation of the
production, transport and deposition of desert dust particles.

* Corresponding author, email: kallos@mg.uoa.gr
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2. Calculation of dust amounts deposited on the surface and seabed

In order to derive the seasonal amounts of Saharan dust deposited on the Mediterranean
basin and Europe the system was integrated over a domain covering North Africa,
Mediterranean and a large part of Europe and the Middle East. 32 vertical levels were
used stretching from the ground to the model top (15800 m), while a horizontal
resolution 0f 0.24° x 0.24° was applied. At each model grid point the dry and wet deposi-
tions were estimated assuming them as an average ofthe sub-area around each one.

By utilising the first 24 hours from the SKIRON/Eta forecasts, the geographical distri-
bution of'the total dust mass deposited on surface has been calculated on a monthly basis
for the period January 2000 to December 2004 (60 months). Since the model has the
capability to calculate dry and wet deposition separately it was possible to derive the
geographical distribution of these two components of the total dust deposition, for each
month of the five-year period. Since January 2003 calculations have been perfonned
using four particle size bins (Table 1).

Table 1 Features oftypical dust particles (Nickovic ez al.,2001).

K Type Centred particle radius (gm)
1 Clay 0.73
2 Silt, small 6.10
3 Silt, large 18.00
4 Sand 38.00

Figure 1 Annual dust deposition (top: dry and bottom: wet) for 2003 using 4 particle size bins.
The unit of deposition is gnT2
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The dry and wet deposition (in gm’Z) for the year 2003 are depicted in Figure 1 and for
the year 2004 in Figure 2. Figure 3 shows the monthly distribution of dust deposited on
the Mediterranean Sea and Europe for the years 2000—2004.

During winter and spring the Mediterrancan region is affected by two upper air jet
streams: the polar front jet stream, originally located over Europe, and the subtropical jet
stream which is typically located over northern Africa. The combined effects of these
westerly jets in winter and spring support the propagation of extra-tropical cyclones
towards the East and Southeast, resulting in dust plume intrusion in the Mediterrancan.
Moreover during spring and autumn the sea waters are relatively cool and the convective
activities associated with rain are not significant enough to washout the dust.

During summer and autumn, due to differential heating between the land of Northern
Africa, Southern Europe and the Mediterranean a southern flow is created that reduces
the transported amounts of dust towards the Mediterrancan basin.

For the years 2003 and 2004 the simulations were performed using 4 particle size bins.
According to this classification the lighter particles can now be transported towards the
Mediterrancan waters and be deposited over Europe.

By utilising the estimated monthly dust deposition, the total annual amount of dust
deposited on the Mediterrancan Sea and Europe has been calculated. These quantities are
presented in Table 2.

Table 2 Total annual dust deposition (in 10 tons) on the Mediterranean Sea and Europe

Europe Mediterranean Sea
Total Dry Wet Total Dry Wet
2000 3914 936 2978 3962 1541 2421
2001 2909 725 2184 2500 1255 1245
2002 4723 883 3840 5132 1546 3586
2003 1999 256 1743 6752 1828 4924
2004 4933 398 4535 9306 1504 7802

The model-derived values presented above are in reasonable agreement with existing
observations (e.g. Guerzoni ef al., 1999), especially for the years that 4 particle sizes
were used for the simulation of the desert dust cycle. However a series of evaluation tests
using actual measurements need to be conducted in order to have a clear picture of the
upgraded systems capabilities.

3. Conclusions

The dust cycle in the atmosphere is considered important due to several implications
such as climate, urban air quality, ecosystems, regional/mesoscale weather and rain.
With the use of the SKIRON/Eta modelling system, fully coupled with a desert dust
cycle module, a database of model-derived seasonal amounts of dust deposited on the
Mediterrancan Sea and Europe has been created. The transport and deposition patterns of
the Saharan dust in the Mediterranean Basin can vary significantly according to the
climatic and general circulation patterns, as the amount of Saharan dust deposited on
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Europe and Mediterranean waters exhibits significant seasonal and inter-annual varia-
bility. The strength and frequency of occurrence of the Saharan dust episodes define the
annual deposition amounts and patterns to a high degree, as in some cases the mass
deposited through a single episode, in a certain location, can change significantly the
local deposited quantities on a monthly and annual basis.

In conclusion the SKIRON/Eta system is capable not only for the prediction of Saharan
dust episodes in an accurate way, but can be used for deriving dust climatology as well.
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Abstract

The surface signatures of meandering fronts and eddies have been regularly observed
and documented in SAR images. Wave-current interactions, the suppression of short
wind waves by natural film and the varying wind field resulting from atmospheric
boundary layer changes across an oceanic temperature front all contribute to the radar
image manifestation of such mesoscale features. The corresponding imaging mecha-
nisms are quantitatively explored using a new radar imaging model (Kudryavtsev et al.,
2005) that solves the energy balance equation where wind forcing, viscous and wave
breaking dissipation, wave-wave interactions and generation of short waves by breaking
waves are taken into account. SAR image expressions of current fronts and eddies are
then simulated based on oceanic fields derived from two numerical ocean models. The
comparison of simulated images with ERS SAR and Envisat ASAR images is
favourable. The new radar imaging model therefore provides a promising tool for
advancing the quantitative interpretation of current features manifested in SAR images.

Keywords: Fronts, eddies, radar imaging model, ocean modelling.

1. Introduction

The ocean is rich in mesoscale dynamics. Examples are meandering currents and eddy
generation with distinct sea surface temperature fronts, the sporadic occurrence of
filaments and jets, and wind-driven coastal upwelling and downwelling. Due to a general
lack of sufficient high quality in situ observations, the understanding of how these
features contribute to the complicated surface roughness modulation pattern often
manifested in SAR images is incomplete. In turn, our ability to interpret and quantify
surface current features imaged by SAR has not been adequately developed. The
systematic use of SAR image observations for quantitative studies of the mesoscale
ocean features has thus been hampered.

The fundamental equations for SAR imaging of surface current features have never-
theless gradually become better known (Alpers and Hennings, 1984; Lyzenga and
Bennett, 1988; Apel, 1994; Romeiser and Alpers, 1997, Romeiser er al., 2001,
Kudryavtsev ef al., 2005) and can now be applied to simulate SAR image expressions.

* Corresponding author, email: johnny.johannessen@nersc.no


mailto:johnny.johannessen@nersc.no

374 On radar imaging of mesoscale eddies and fronts

Figure 1 schematically outlines the main steps of the new radar imaging model (RIM) by
Kudryavtsev ef al. (2005). Based on a detailed quantitative characterisation of the
surface current, the near-surface wind field, and the presence of surfactants, the conser-
vation of wave action (i.e. energy balance) is invoked to consistently describe the surface
roughness modulations. The roughness is partitioned into larger scale waves and small
scale Bragg waves. The mean square slope (mss) of larger scale waves contributes
directly to specular reflection (sp), but also to Bragg (br) scattering by means of the
tilting of shorter waves. In addition, wave breaking (wb) of larger scale waves alters the
surface roughness and generates smaller scale Bragg waves. In turn, the total surface
scattering properties can be quantified and used to simulate the normalised radar cross-
section (NRCS) given by:

o = (Oh o (1) +0,4q

where ¢ is the fraction of the sea surface covered by breaking waves and p is polari-
sation.

|CURRENT ‘ | WIND ‘ | FILMS ‘

WAVE ENERGY BALANCE

SURFACE ROUGHNESS
LARGESCALE | | BRAGG

5=

% N

Figure 1 Schematic illustration of the main radar imaging model assumptions and principles. Note
that the sea surface roughness is an integral from the large scale tilt that determines mean square
slope (mss) and breaking waves (wb) to the small scale Bragg (br) wavelengths. The three terms
that contribute to the normalised radar cross-section (NRCS) are quasi-specular contribution,
impact from breaking waves and Bragg scattering, respectively denoted Gy, Gy, Oty

The general demand for high quality in situ validation data is bypassed by the alternative
use of surface fields of temperature and current derived from numerical ocean models.
The models are a high resolution process model (Eldevik and Dysthe, 2002) and a model
of the Norwegian Coastal Current (NCC) (Winther and Evensen, 2005). The model data
are fed into the RIM of Kudryavtsev et al. (2005).
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2. Frontal eddies

As discussed and highlighted in Kudryavtsev et al. (2005) the RIM provides consistent
insight into the physics responsible for the image manifestation of surface current
features. To illustrate and quantify these different SAR imaging effects, a series of basic
RIM simulations for C-band radars are conducted for simple current fields (for more
details see Johannessen et al., 2005). In order to account for the effect of changes in the
marine atmospheric boundary layer (MABL) on the radar imaging, the simulation is also
expanded to include an accompanying change in the sea surface temperature. A step-like
temperature front with a drop of 3°C is considered with neutral stratification on the up-
wind side of the front. The model simulations reveal in this case surface rouglmess
changes from the combined effect of varying wind stress in the MABL (induced by the
sea surface temperature front) and surface current convergence and divergence (induced
by the meandering current). The results are plotted in Figure 2. The overall character-
istics of these results clearly reveal the importance of wave breaking in the vicinity of
surface convergence, combined with a drop in wind stress at the down-wind cold and
stable side of the front. Hence, the joint delta- and step-like change in NRCS is resulting
from the enhanced wave breaking combined with the changes in the wind stress.

UH

3 E fl E

Figure 2 Model response for the meandering shear current front accompanied by a sea surface
temperature front, a) Current velocity component perpendicular to the front (solid line); current
divergence (dashed line); b) NRCS contrasts for C-band at 20° incidence angle, VV (solid) and HH
(dashed) polarisations for down-wind radar look direction; ¢) Same as (b) but for cross-wind radar
look direction; d) Relative contribution to the contrasts for white caps coverage (solid), mean
square slope (dashed) and Bragg waves spectrum (dotted-dashed); e¢) Same as for (b) but for 40°
incidence angle; f) Same as (e) but for cross-wind radar look direction.

Building on these results the capability ofthe RIM to simulate the 2-D imaging of frontal
eddies and coastal current features is examined. The background data of sea surface
current, surface temperature and wind speed to be fed into the RIM are entirely taken
from 3-D numerical ocean models, sidestepping the problem of lacking in situ data. In
cases where no damping film material is present, the eddy features are expressed as a
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bright radar modulation along the converging front. An example of such a SAR image
expression of a 10 km in diameter cyclonic eddy in the Norwegian Coastal Current is
shown in Figure 3a that generally depicts the eddy boundary with a bright NRCS
anomaly exceeding the background by up to 2-3 dB (Johannessen ef al., 2005).

Eldevik and Dysthe (2002) recently put forward a conceptual model for the generation
and evolution of “spiral eddies” (Munk et al, 2000). As an unstable current front
evolves, there is both sharpening of horizontal gradients and nonlinear windup of the
front to produce cyclones. Eldevik and Dysthe (2002) suggest that buoyant geostrophic
jets in the upper ocean are prone to producing unstable fronts with wavelengths and
growth rates consistent with the spirals. An example of the simulated surface flow
pattern from their fine resolution (650 m horizontally, 5 m vertically) numerical experi-
ments is shown in Figure 3b. Both modelled and observed spiral eddies are associated
with streaks of strong cyclonic shear and convergence. Due to the convergence, the
passive surface floating material accmnulates to delineate the model eddies of Figure 3b.

a) il

m TffiTil
Figure 3 a) ERS-1 SAR image expression of 10 km cyclonic eddy feature in the Norwegian
Coastal Current; b) modelled spiral eddies as traced out by passive floats and the surface velocity
field; c¢) corresponding surface divergence field; d) simulated radar cross section using the
modelled current field with b as input.

The surface current field (Figure 3b) with its zones of convergence and divergence
(Figure 3c) obtaining a strength of about 10 4s 1 are used in the RIM to produce the
NRCS field shown in 